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6.3

>> The shape of an object can be described in terms of :The shape of an object can be described in terms of :
&& its boundaryits boundary
[[ requires image edge detection and followingrequires image edge detection and following
&& the region it occupiesthe region it occupies
[[ requires image segmentation in homogeneous requires image segmentation in homogeneous 
regionsregions
[[ Image regions are expected to have homogeneous Image regions are expected to have homogeneous 
characteristicscharacteristics
(e.g. intensity, texture)(e.g. intensity, texture)
[[ These characteristics form the feature vectors that These characteristics form the feature vectors that 
are used to discriminate one region from anotherare used to discriminate one region from another

IntroductionIntroduction
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6.4

>> An image domain An image domain XX must be segmented in must be segmented in NN different different 
regions regions RR11,…,R,…,RNN

>> The segmentation rule is a logical predicate of the form The segmentation rule is a logical predicate of the form 
P(R)P(R)
>> Image segmentation partitions the set Image segmentation partitions the set XX into the subsets into the subsets 
RRii, i=1,…,N, i=1,…,N, having the following properties:, having the following properties:
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6.5

>> The segmentation result is usually a logical predicateThe segmentation result is usually a logical predicate
of the form of the form P(R,x,t)P(R,x,t)
&& xx is a feature vector associated with an image pixelis a feature vector associated with an image pixel
&& tt is a set of parameters (usually thresholds)  A simple    is a set of parameters (usually thresholds)  A simple    
segmentation rule has the form:segmentation rule has the form:

P (R) :  f (k, l) < TP (R) :  f (k, l) < T
>> In the case of colour images the feature vector In the case of colour images the feature vector xx can be      can be      
the three RGB image components the three RGB image components [f[fRR (k, l), f(k, l), fGG (k, l), (k, l), 
ffBB (k, l) l)](k, l) l)]TT

>> A simple segmentation rule may have the form:A simple segmentation rule may have the form:
P (R, x, t) :  (fP (R, x, t) :  (fRR (k, l) < T(k, l) < TRR) && (f) && (fGG (k, l) < T(k, l) < TGG) && ) && 

(f(fBB (k, l) < T(k, l) < TBB))

IntroductionIntroduction
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6.6

>> A region A region RR is called is called connectedconnected if :if :
&& any two pixels any two pixels (x(xAA, y, yAA), (x), (xBB ,y,yBB)) belonging to belonging to RR can be can be 
connected by a path connected by a path (x(xAA, y, yAA),..., (x),..., (xii--11, y, yii--11), (x), (xii, y, yii), (x), (xi+1i+1, , 
yyi+1i+1),...,(x),...,(xBB, y, yBB),), whose pixels whose pixels (x(xii, y, yii)) belongbelong
to to RR

andand
&& any pixel any pixel (x(xii, y, yii)) is adjacent to the previous pixel is adjacent to the previous pixel (x(xii--11, , 
yyii--11)) and the next pixel and the next pixel (x(xi+1i+1, y, yi+1i+1)) in the pathin the path

>> A pixel A pixel (x(xkk, y, ykk) ) is said to be is said to be adjacentadjacent to the pixel to the pixel (x(xll, y, yll) ) 
if it belongs to its immediate neighbourhoodif it belongs to its immediate neighbourhood

IntroductionIntroduction
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6.7
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We can define two types of neighbourhoods:We can define two types of neighbourhoods:
•• The The 44--neighbourhoodneighbourhood of a pixel of a pixel (x,y)(x,y) is the set thatis the set that

includes its horizontal and vertical neighbours:includes its horizontal and vertical neighbours:

•• The The 88--neighbourhoodneighbourhood of of (x,y)(x,y) is a superset of the 4is a superset of the 4--

neighbourhood and contains the horizontal, vertical and neighbourhood and contains the horizontal, vertical and 

diagonal neighbours:diagonal neighbours:

IntroductionIntroduction
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6.8

&& The paths defined by using the 4The paths defined by using the 4--neighbourhood   neighbourhood   
consist of horizontal and vertical streaks of lengthconsist of horizontal and vertical streaks of length

ÄÄx =x = ÄyÄy =1=1

&& The paths using the 8The paths using the 8--neighbourhood consist of     neighbourhood consist of     
horizontal and vertical streaks of length 1 and of horizontal and vertical streaks of length 1 and of 
diagonal streaks having length diagonal streaks having length 2

IntroductionIntroduction
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6.9

>> Region segmentation techniques can be grouped in three Region segmentation techniques can be grouped in three 
different classes:different classes:
&& Local techniquesLocal techniques are based on the local properties of are based on the local properties of 
the pixels and their neighbourhoodsthe pixels and their neighbourhoods

&& Global techniquesGlobal techniques segment an image on the basis of segment an image on the basis of 
information obtained globally (e.g. by using the image information obtained globally (e.g. by using the image 
histogram)histogram)

&& Split, mergeSplit, merge and and growinggrowing techniques use both the techniques use both the 
notions of homogeneity and geometrical proximitynotions of homogeneity and geometrical proximity

IntroductionIntroduction
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6.10

Image segmentation by Image segmentation by thresholdingthresholding

>> The simplest image segmentation problem occurs when The simplest image segmentation problem occurs when 
an image containsan image contains
&& an object having homogeneous intensity an object having homogeneous intensity 
&& a background with a different intensity levela background with a different intensity level
>> Such an image can be segmented in two regions by Such an image can be segmented in two regions by 
simple thresholding:simple thresholding:
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>> The choice of threshold The choice of threshold TT can be based on the imagecan be based on the image
histogramhistogram
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6.11

ppff(f)(f)

TT

ff

>> If the image contains one object and a background  If the image contains one object and a background  
having homogeneous intensity, it usually possesses a having homogeneous intensity, it usually possesses a 
bimodal histogram like the one shown below:bimodal histogram like the one shown below:

Image segmentation by Image segmentation by thresholdingthresholding
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6.12

>> If the histogram is noisy:If the histogram is noisy:
&& The calculation of the local histogram minimum is The calculation of the local histogram minimum is 
difficultdifficult
&& Histogram smoothing (e.g. by using oneHistogram smoothing (e.g. by using one--dimensional dimensional 
lowlow--pass filtering) is recommendedpass filtering) is recommended

>> If the intensity of the object or of the background is If the intensity of the object or of the background is 
slowly varying:slowly varying:
&& The image histogram may not contain two clearly The image histogram may not contain two clearly 
distinguished lobesdistinguished lobes
&& A spatially varying threshold can be appliedA spatially varying threshold can be applied

Image segmentation by Image segmentation by thresholdingthresholding
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6.13

>> The same procedure can be used  for The same procedure can be used  for multiple multiple 
thresholdingthresholding
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>> In certain cases the region boundary is desired.In certain cases the region boundary is desired.
&& If the segmented image If the segmented image g(x,y)g(x,y) is available, the is available, the 

boundary obtained by finding the transitions from boundary obtained by finding the transitions from 
one region to the other:one region to the other:

Image segmentation by Image segmentation by thresholdingthresholding
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6.14

&& The thresholds can be obtained from the image The thresholds can be obtained from the image 
histogramhistogram
>> In many cases, the various histogram lobes are not In many cases, the various histogram lobes are not 
clearly distinguishedclearly distinguished

NiTyxfTRyxg iii ,...,1  ,),(  if  ),( 1 =≤≤= −

>> MultipleMultiple thresholdingthresholding can be used for segmenting imagescan be used for segmenting images
containing containing NN objects, provided that each object objects, provided that each object RRii

occupies a distinct intensity range which is defined by occupies a distinct intensity range which is defined by 
two thresholds two thresholds TTii--11, , TTii

&& The The thresholdingthresholding operation takes the following form:operation takes the following form:

Image segmentation by Image segmentation by thresholdingthresholding
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6.15

e(k,l)e(k,l) is an edge detector outputis an edge detector output
ä(i) is the delta functionis the delta function
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>> Histogram modification : Perform edge detection and Histogram modification : Perform edge detection and 
exclude all pixels belonging to edges from the histogram exclude all pixels belonging to edges from the histogram 
calculationcalculation
>> Another approach is to define a modified histogram :Another approach is to define a modified histogram :

Image segmentation by Image segmentation by thresholdingthresholding
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6.16

>> TheThe thresholdingthresholding operation for the segmentation in operation for the segmentation in NN
different regions:  different regions:  
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&& A monotonically decreasing function A monotonically decreasing function tt can be chosencan be chosen
for histogram modification:for histogram modification:

Image segmentation by Image segmentation by thresholdingthresholding
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6.17

>> (a)(a) Original imageOriginal image
>> (b)(b) Image segmentation in four equirange regionsImage segmentation in four equirange regions

Image segmentation by Image segmentation by thresholdingthresholding

(a) (b)
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6.18

>> If the image histogram is concentrated in a small If the image histogram is concentrated in a small 
intensity range:intensity range:
&& Uniform thresholding does not give good resultsUniform thresholding does not give good results
&& NonNon--uniformuniform thresholdingthresholding creates much better results creates much better results 
in this casein this case
>> A nonA non--uniformuniform thresholdingthresholding technique is based on the technique is based on the 
histogram equalization techniquehistogram equalization technique
&& If If G(f(k,l))G(f(k,l)) is the transformation function thenis the transformation function then
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6.19

>> Geometrical proximity plays an important role in imageGeometrical proximity plays an important role in image
segmentation.segmentation.
>> Segmentation algorithms must incorporate bothSegmentation algorithms must incorporate both

proximity and homogeneityproximity and homogeneity
SPLIT/MERGE AND REGION GROWING ALGORITHMSSPLIT/MERGE AND REGION GROWING ALGORITHMS

> A simple approach to image segmentation is to start from

some pixels (seeds) representing distinct image regions

and to grow them, until they cover the entire image

Split/merge and region growing algorithmsSplit/merge and region growing algorithms
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6.20

& The pixel seeds are chosen in a supervised mode

& At least one seed si, i = 1, … ,N is chosen per image    
region Ri

& In order to implement region growing, we need a rule
describing a growth mechanism and a rule checking the
homogeneity of the regions after each growth step

Split/merge and region growing algorithmsSplit/merge and region growing algorithms
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6.21

& The growth mechanism is simple: at each stage (k) and
for each region Ri

(k), i = 1, … ,N, we check if there are
unclassified pixels in the 8-neighbourhood of each pixel
of the region border

& Before assigning such a pixel x to a region Ri
(k), we

check if the region homogeneity:

is still valid

TRUExRP k
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Split/merge and region growing algorithmsSplit/merge and region growing algorithms
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6.22

> The arithmetic mean mi and standard deviation ói of a
class Ri having n pixels:

[ ]∑=

∑=

∈
−

∈

i

i

i

Rlk
mlkfi

Rlk
lkfi

n

n
m

),(
),(

),(
),(

2
1

1

σ

can be used to decide if the merging of two regions
R1, R2 is allowed
& If their arithmetic means are close to each other

(|m1-m2|<kói, i=1,2) the two regions are merged

Split/merge and region growing algorithmsSplit/merge and region growing algorithms
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6.23

>> Region merging can be incorporated in the growingRegion merging can be incorporated in the growing
mechanismmechanism
>> If no a priori information is available about the image,If no a priori information is available about the image,

the image can be scanned in a rowthe image can be scanned in a row--wise manner.wise manner.

&& If we are currently at the pixel If we are currently at the pixel (k,l):(k,l):

[[ First, we try to merge this pixel with one of itsFirst, we try to merge this pixel with one of its
adjacent regions adjacent regions RRii

[[ If this merge fails, or if no adjacent region existsIf this merge fails, or if no adjacent region exists
(e.g. for the pixel (e.g. for the pixel (0,0)(0,0)), this pixel is assigned to a), this pixel is assigned to a
new regionnew region

Split/merge and region growing algorithmsSplit/merge and region growing algorithms
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6.24

& The merging rule can be based on the region mean
and standard deviation described by mi and ói

& If merging P(Ri∪ (k,l)) was allowed, the updated 
mean and standard deviation would be given by:
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6.25

> If more than one merge are possible, the region with the
closest mean value is chosen
> Threshold Ti varies, depepending on the region Ri and

the intensity of the pixel f(k,l). It can be chosen this way:
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>Merging is allowed if the pixel intensity is close to the
region mean value:

Split/merge and region growing algorithmsSplit/merge and region growing algorithms
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6.26

> The opposite approach to region merging is region
splitting

& It is a top-down approach and it starts with the
assumption that the entire image is homogeneous

& If this is not true, the image is split into four
subimages

& This splitting procedure is repeated recursively until
we split the image into homogeneous regions 

Split/merge and region growing algorithmsSplit/merge and region growing algorithms
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6.27

> If the original image is square          , having
dimensions that are powers of 2 (N=2n):

& All regions produced by the splitting algorithm are
squares having dimensions             , where M is a
power of 2 as well (M=2m, m ≤ n)
& Since the procedure is recursive, it produces an image

representation that can be described by a tree whose
nodes have four sons each
& Such a tree is called a quadtree and is a very

convenient region representation scheme

Split/merge and region growing algorithmsSplit/merge and region growing algorithms

NN ×

MM ×
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6.28
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Split/merge and region growing algorithmsSplit/merge and region growing algorithms
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6.29

Splitting techniques disadvantage.
They create regions that may be adjacent and homogeneous, 
but not merged → split and merge algorithm

& It is an iterative algorithm that includes both splitting 
and merging at each iteration:
[ If a region R is inhomogeneous (P(R)=FALSE)

then is split into four subregions
[ If two adjacent regions Ri, Rj are homogeneous

(P(Ri∪Rj) = TRUE), they are merged
[The algorithm stops when no further splitting or

merging is possible

Split/merge and region growing algorithmsSplit/merge and region growing algorithms
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6.30

> The split and merge algorithm produces more compact
regions than the pure splitting algorithm

> Its major disadvantage is that it does not produce
quadtree region descriptions

> Several modifications of the  basic split and merge
algorithm have been proposed to solve this problem

& The most straightforward procedure is to use the
splitting algorithm and  to postpone merging until no
further splitting is possible

Split/merge and region growing algorithmsSplit/merge and region growing algorithms
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6.31

>> (a)(a) Result of the region growing algorithmResult of the region growing algorithm
>> (b)(b) Output of the region merge algorithmOutput of the region merge algorithm
>> (c)(c) Result of the region split algorithmResult of the region split algorithm
>> (d)(d) Output of the split and merge algorithmOutput of the split and merge algorithm

Split/merge and region growing algorithmsSplit/merge and region growing algorithms

(a) (b)

(c) (d)
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6.32

> All previous region segmentation methods are
deterministic (they assign each image pixel to just one
region)

> Such a segmentation is desirable, but not always useful,
because they treat ambiguous cases in a rather inflexible
way

Relaxation algorithms in region analysisRelaxation algorithms in region analysis
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6.33

> It is more useful to produce confidence vectors pk for
each pixel xk that contain the probabilities pk(i) that a
pixel xk belongs to a class Ri, i=1,...,N:

pk=[pk(1),…, pk(N)]T

& Pixel xk is assigned to the region Rl having the
maximal probability pk(l)
& Probabilities pk(l), called confidence weights, must

satisfy the following relations:
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6.34

> Let mi, i=1,...,N, be the arithmetic means of the intensity
of each region that usually correspond to histogram
peaks and f(xk) = f(n,l) the pixel intensity at location
xk=(n,l). The initial estimate of the confidence weight is
given by:
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6.35

&& It is inversely proportional to the distance It is inversely proportional to the distance 
ddii= |f(n,l)= |f(n,l)-- mmii|| of the pixel intensity from the      of the pixel intensity from the      
region arithmetic meanregion arithmetic mean mmii::

p(f)p(f)

ff
f(k,l)f(k,l) mm11 mm33mm22

dd11

dd22

dd33

Relaxation algorithms in region analysisRelaxation algorithms in region analysis
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6.36

>> In many cases, it is highly probable that two adjacent In many cases, it is highly probable that two adjacent 
pixels belong to two specific classes pixels belong to two specific classes RRii, , RRjj. Such classes are . Such classes are 
called called compatiblecompatible

>> IncompatibleIncompatible regions are those that are not expected to regions are those that are not expected to 
be found in adjacent image locationsbe found in adjacent image locations

Relaxation algorithms in region analysisRelaxation algorithms in region analysis
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6.37

>> The compatibility between two regionsThe compatibility between two regions RRii,, RRjj is is 
described in terms of adescribed in terms of a compatibility function r(i,j), whose , whose 
range is range is -1 ≤ r(i,j) ≤ 1. The value of the compatibility . The value of the compatibility 
function has the following meaning:function has the following meaning:
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Regions Regions RRii, , RRjj are incompatibleare incompatible

Regions Regions RRii, , RRjj are independentare independent

Regions Regions RRii, , RRjj are compatibleare compatible

Relaxation algorithms in region analysisRelaxation algorithms in region analysis
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6.38

>> Compatibility functions are known a priori or can be Compatibility functions are known a priori or can be 
estimated from an initial image segmentationestimated from an initial image segmentation
&& Incompatible regions tend to compete in adjacent Incompatible regions tend to compete in adjacent 
image pixels, whereas compatible regions tend to image pixels, whereas compatible regions tend to 
cooperatecooperate
&& Competition and cooperation can be continued in an Competition and cooperation can be continued in an 
iterative way until a steady state is reachediterative way until a steady state is reached

[[ Each pixel Each pixel xk receives confidence contributions receives confidence contributions 
from any pixel from any pixel xxll lying in its neighbourhoodlying in its neighbourhood
[[ The resulting change in confidence weightThe resulting change in confidence weight pk(i)
of the pixel of the pixel xk at step at step (n) is the following:is the following:

Relaxation algorithms in region analysisRelaxation algorithms in region analysis
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6.39

>> The sum of the parametersThe sum of the parameters ddklkl is chosen to be equal to 1:is chosen to be equal to 1:
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>> The updated probabilities for the pixelThe updated probabilities for the pixel xxkk are given by:are given by:

Relaxation algorithms in region analysisRelaxation algorithms in region analysis
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6.40

>> The iterative equations form the The iterative equations form the relaxation labelling relaxation labelling 
algorithm for region segmentationalgorithm for region segmentation

>> The iterations stop when convergence is achievedThe iterations stop when convergence is achieved

>> The algorithm is expected to produce relatively large The algorithm is expected to produce relatively large 
connected homogeneous image regions by removing small connected homogeneous image regions by removing small 
spurious noisy regions within larger regionsspurious noisy regions within larger regions

Relaxation algorithms in region analysisRelaxation algorithms in region analysis
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6.41

>> Digital image segmentation produces either a binary or Digital image segmentation produces either a binary or 
a multivalued image output a multivalued image output g(k,l)g(k,l)
&& Each image region is labelled by a region numberEach image region is labelled by a region number
&& Each region may consist of several disconnectedEach region may consist of several disconnected

subregionssubregions

>> An important task is to identify and label the variousAn important task is to identify and label the various
connected components of each regionconnected components of each region
&& Connected component labelling assigns a uniqueassigns a unique

number to each blob of 1s. If each blob correspondsnumber to each blob of 1s. If each blob corresponds
to a single object, connected component labellingto a single object, connected component labelling
counts the objects that exist in a binary imagecounts the objects that exist in a binary image

Connected component labellingConnected component labelling
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6.42

>> Labelling algorithms can be divided into two large Labelling algorithms can be divided into two large 
classes:classes:

&& Local neighbourhoodLocal neighbourhood algorithms (performing algorithms (performing 
iterative local operations)iterative local operations)

&& DivideDivide--andand--conquerconquer algorithmsalgorithms

Connected component labellingConnected component labelling
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6.43

>> A local neighbourhood algorithm is described below:A local neighbourhood algorithm is described below:

[[ The image is scanned in a rowThe image is scanned in a row--wise manner until wise manner until 
the first pixel at the boundary of a binary image the first pixel at the boundary of a binary image 
object is hitobject is hit

[[ A ‘fire’ is set at this pixel that propagates to all A ‘fire’ is set at this pixel that propagates to all 
pixels belonging to the 8pixels belonging to the 8--neighbourhood of the neighbourhood of the 
current pixelcurrent pixel

Connected component labellingConnected component labelling
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6.44

&& This operation is continued recursively until all pixelsThis operation is continued recursively until all pixels
of the image object are ‘burnt’ and the fire is of the image object are ‘burnt’ and the fire is 
extinguishedextinguished

&& After the end of this operation, all pixels belonging to After the end of this operation, all pixels belonging to 
this object have value this object have value 00 and cannot be distinguished and cannot be distinguished 
from the background. A byfrom the background. A by--product of the algorithm is product of the algorithm is 
the area of the objectthe area of the object

>> This procedure is repeated until all objects in the image This procedure is repeated until all objects in the image 
are countedare counted
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>> (a)(a) Microscope imageMicroscope image
>> (b)(b) Negative imageNegative image
>> (c)(c) Thresholded imageThresholded image
>> (d)(d) Labelled connected regionsLabelled connected regions
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&& Each pixel Each pixel f(n, l)f(n, l) having value 1 is labelled by the having value 1 is labelled by the 
concatenation of its concatenation of its n, ln, l coordinatescoordinates
&& We scan the labelled imageWe scan the labelled image
&& We assign to each pixel the minimum of the labels inWe assign to each pixel the minimum of the labels in

its 4its 4--connected or    8connected or    8--connected neighbourhoodconnected neighbourhood

>> This process is repeated until no more label changes areThis process is repeated until no more label changes are
mademade
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>> Another local neighbourhood algorithm is the blobAnother local neighbourhood algorithm is the blob
colouring algorithmcolouring algorithm

>> It has two passes:It has two passes:
&& In the first pass, colours are assigned to image pixelsIn the first pass, colours are assigned to image pixels

by using a threeby using a three--pixel pixel LL--shaped mask, while colourshaped mask, while colour
equivalencies are established and stored, whenequivalencies are established and stored, when
neededneeded
&& In the second pass, the pixels of each connectedIn the second pass, the pixels of each connected

region are labelled with a unique colour by using theregion are labelled with a unique colour by using the
colour equivalences obtained in the first passcolour equivalences obtained in the first pass
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>> Another local neighbourhood algorithm is based on theAnother local neighbourhood algorithm is based on the
shrinkingshrinking operation:operation:

&& If a pixel If a pixel f(n, l) f(n, l) has value 1, it retains this value afterhas value 1, it retains this value after
local shrinking if and only if at least one of its East,local shrinking if and only if at least one of its East,
South or SouthSouth or South--East neighbours has value 1East neighbours has value 1
&& This local operation is described by the followingThis local operation is described by the following

recursive relation:recursive relation:
f (n, l) = h[ h[ f (n, lf (n, l) = h[ h[ f (n, l--1) + f (n, l) + f (n+1, l) 1) + f (n, l) + f (n+1, l) -- 1] + 1] + 

h[ f (n, l) + f (n+1, lh[ f (n, l) + f (n+1, l--1) 1) -- 1] ]1] ]
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[[ where function where function h(t)h(t) is given by:is given by:



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0for     1

 0for     0
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>> After repeated scanning of the binary image with theAfter repeated scanning of the binary image with the
above, each connected component shrinks to the North above, each connected component shrinks to the North --
West corner of its bounding box, before it vanishes at the West corner of its bounding box, before it vanishes at the 
next shrinking operationnext shrinking operation
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>> DivideDivide--andand--conquer algorithm for connected componentconquer algorithm for connected component
labelling uses the split and merge algorithm :labelling uses the split and merge algorithm :

&& Inhomogeneous regions consisting of 0s and 1s areInhomogeneous regions consisting of 0s and 1s are
split recursively until we reach homogeneous regionssplit recursively until we reach homogeneous regions
consisting only of 1sconsisting only of 1s
&& These regions are assigned a unique label. This is theThese regions are assigned a unique label. This is the

split stepsplit step
&& Label equivalences can be established by checkingLabel equivalences can be established by checking

the borders of all homogeneous regionsthe borders of all homogeneous regions
&& Those regions having equivalent labels are merged toThose regions having equivalent labels are merged to

a single connected componenta single connected component
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>> The texture of an image, is a measure of imageThe texture of an image, is a measure of image
coarseness, smoothness and regularitycoarseness, smoothness and regularity

>> Texture description techniques can be grouped into three Texture description techniques can be grouped into three 
large classes:large classes:

&& StatisticalStatistical
[[ Based on region histogramsBased on region histograms
[[ They measure contrast, granularity, and   They measure contrast, granularity, and   

coarsenesscoarseness
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&& SpectralSpectral
[[ Based on theBased on the autocorrelationautocorrelation function of a regionfunction of a region

or on the power distribution in the Fourieror on the power distribution in the Fourier
transform domain in order to detect texturetransform domain in order to detect texture
periodicityperiodicity

&& StructuralStructural
[[ They describe the texture by using patternThey describe the texture by using pattern

primitives accompanied by certain placementprimitives accompanied by certain placement
rulesrules
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>> The simplest texture descriptors are based on the imageThe simplest texture descriptors are based on the image
histogram histogram ppff(f)(f)
>> Let Let ffkk, k = 1, ..., N, k = 1, ..., N be the various image intensity levelsbe the various image intensity levels
>> The first four central moments are given by:The first four central moments are given by:

&& Mean Mean SkewnessSkewness
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&& VarianceVariance
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&& Image entropy is defined in terms of the histogram as well:Image entropy is defined in terms of the histogram as well:

&& KurtosisKurtosis
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>> Spatial information can be described by using theSpatial information can be described by using the
histograms of histograms of greygrey--level differenceslevel differences: : 
&& Let Let d d = (d= (d11, d, d22) be the displacement vector between ) be the displacement vector between 
two image pixels, and two image pixels, and g(g(dd)) the greythe grey--level difference at level difference at 
distance distance dd::

g(d) = | f (k, l) g(d) = | f (k, l) -- f (k + df (k + d11, l + d, l + d22) |) |
&&We denote by pWe denote by pgg(g, (g, dd) the histogram of the grey) the histogram of the grey--levellevel

differences at the specific distance differences at the specific distance dd
&& If an image region has coarse texture, the histogramIf an image region has coarse texture, the histogram

ppgg(g, (g, dd)) tends to concentrate around tends to concentrate around g = 0g = 0 for smallfor small
displacements displacements dd
&& If the region texture is thin, it tends to spreadIf the region texture is thin, it tends to spread
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>> Several texture measures can be extracted from theSeveral texture measures can be extracted from the
histogram of greyhistogram of grey--level differences:level differences:
&& MeanMean
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&& VarianceVariance

&& ContrastContrast
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&& EntropyEntropy
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&& Advantages: computational simplicity and capability toAdvantages: computational simplicity and capability to
give information about the spatial texture organisationgive information about the spatial texture organisation
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>> A run length A run length ll of pixels having equal intensity f in aof pixels having equal intensity f in a
direction direction èè is an event denoted by is an event denoted by (l, f, (l, f, èè))

&& The run lengths reveal both directionality andThe run lengths reveal both directionality and
coarseness of image texturecoarseness of image texture

&& Coarse textures tend to produce long greyCoarse textures tend to produce long grey--level runslevel runs

&& Directional texture tends to produce long runs atDirectional texture tends to produce long runs at
specific directions specific directions èè
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>> (a)(a) Original imageOriginal image
>> (b)(b) Binary runBinary run--length imagelength image
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>> If If N(l, f, N(l, f, èè)) denote the number of events (denote the number of events (l, f, èl, f, è) in an  ) in an  
image having dimensions         image having dimensions         andand NNRR is the totalis the total
number of existing runs :number of existing runs :
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>> The ratio The ratio N(l, f, N(l, f, èè) / T) / TRR is the histogram of the greyis the histogram of the grey--level level 
runs at a specific direction runs at a specific direction èè
>> The following texture features can be calculated from The following texture features can be calculated from 

the greythe grey--level run lengthslevel run lengths::
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&& ShortShort--run emphasisrun emphasis

&& LongLong--run emphasisrun emphasis

&& GreyGrey--level distributionlevel distribution
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&& RunRun--length distributionlength distribution

&& Run percentagesRun percentages
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>> Set of texture descriptors based on the greySet of texture descriptors based on the grey--level colevel co--
occurrence matricesoccurrence matrices

>> If If p(fp(fkk, f, fll, , dd)) denote the joint probability of two pixelsdenote the joint probability of two pixels
&& It is estimated from an image by counting the numberIt is estimated from an image by counting the number

nnklkl of occurrences of the pixel values of occurrences of the pixel values (f(fkk, f, fll)) lying atlying at
distance distance dd in the imagein the image

>> If n be the total number of any possible joint pairs theIf n be the total number of any possible joint pairs the
coco--occurrence matrix elements occurrence matrix elements ccklkl are given by:are given by:

n

n
,d),f(fpc kl

lkkl == ˆ
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>> The coThe co--occurrence matrix occurrence matrix CCdd has dimension has dimension ,,
where where NN is the number of grey levels in the imageis the number of grey levels in the image
>> CoCo--occurrence matrices carry very useful informationoccurrence matrices carry very useful information

about spatial texture organisationabout spatial texture organisation
&& If the texture is coarse, their mass tends to be If the texture is coarse, their mass tends to be 

concentrated around the main diagonalconcentrated around the main diagonal
&& If the texture is fine, coIf the texture is fine, co--occurrence matrix values areoccurrence matrix values are

much more spreadmuch more spread
&& If texture carries strong directional information, theIf texture carries strong directional information, the

coco--occurrence matrices tend to have their mass in theoccurrence matrices tend to have their mass in the
main diagonalmain diagonal
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>> Several texture descriptors have been proposed to Several texture descriptors have been proposed to 
characterize the cooccurrence matrix content:characterize the cooccurrence matrix content:

&& Maximum probabilityMaximum probability

&& EntropyEntropy

&&ElementElement--difference moment of order difference moment of order mm
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>> The spectral characterization of the image texture is The spectral characterization of the image texture is 
based:based:

&& Either on the autocorrelation function of a twoEither on the autocorrelation function of a two--
dimensional image;dimensional image;

&& Or on its power spectrumOr on its power spectrum
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>> It can be calculated both for positive and negative lagsIt can be calculated both for positive and negative lags
(k, l)(k, l). . It usually attains a maximum for zero lag It usually attains a maximum for zero lag (0,0)(0,0) andand
drops exponentially with drops exponentially with (k,l)(k,l) (positive or negative)(positive or negative)
>> Direct computation of the autocorrelation function isDirect computation of the autocorrelation function is

preferred for a small number of lags (preferred for a small number of lags (k, lk, l) by using the) by using the
above relationabove relation
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>> AutocorrelationAutocorrelation functionfunction RRffff(k, l)(k, l) of an image  of an image  f(i,j)f(i,j) : : 
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>> If the calculation of If the calculation of RRffff(k, l)(k, l) for a large number of lagsfor a large number of lags
is needed, the following property of the is needed, the following property of the autocorrelationautocorrelation
function can be very useful:function can be very useful:
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>>Where Where F(F( ùù11, ù, ù22)) is the discrete time Fourier transform is the discrete time Fourier transform 
of the image of the image f(n, m)f(n, m)
&& Therefore, theTherefore, the autocorrelationautocorrelation function can befunction can be
&& calculated by employing the discrete Fourier transform:calculated by employing the discrete Fourier transform:
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>> And the inverse DFT:And the inverse DFT:

>> An estimate of the power spectrumAn estimate of the power spectrum PPffff(( ùù11 , ù, ù22)) of an of an 

image, image, is given by the twois given by the two--dimensionaldimensional periodogramperiodogram::
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>> PremultiplicationPremultiplication of the image of the image f(m, n)f(m, n) by a twoby a two--
dimensional window w(m, n) produces a relatively smooth dimensional window w(m, n) produces a relatively smooth 
power spectrum estimatepower spectrum estimate

>> Let us suppose that we use polar coordinates for power Let us suppose that we use polar coordinates for power 
spectrum spectrum PPffff((rr, ö, ö)) description:description:
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>> The average The average PPöö(ö) (ö) is a very good descriptor of textureis a very good descriptor of texture
directionalitydirectionality::
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&& The above integral can be approximated by a summationThe above integral can be approximated by a summation
within a wedge within a wedge öö1 1 ≤≤ ö <öö <ö22 in the spectral domain:in the spectral domain:

Texture descriptionTexture description



I. Pitas Digital Image Processing Fundamentals
Digital Image Transform Algorithms THESSALONIKI 1998

6.72

>> The radial distribution of the power spectrum can beThe radial distribution of the power spectrum can be
described by the integral:described by the integral:
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&& This integral can be approximated by the following sum,This integral can be approximated by the following sum,
by splitting the spectral domain into concentric areas:by splitting the spectral domain into concentric areas:
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