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Foreword vii

FOREWORD

Our understanding of biology has undergone a revolution in the past 20 years, 
driven by our ability to capture, store, and interrogate ever-increasing volumes of 
data. The monumental strides are best illustrated and most visible in the world of 
genetics and molecular biology in which the power of the discovery of the 
structure of DNA – for which the Nobel Prize was awarded to Watson, Crick, and 
Wilkins in 1962 – was only fully unleashed in the late 1990s, when high-
performance computers were made available to unlock the secrets of the entire 
human genome. However, this only heralded the beginning: genomics is only one 
of a growing number of enormous data sets in biology that requires substantial 
computing power to realize their full potential. New disciplines have evolved: 
transcriptomics, proteomics, lipidomics, metabolomics, systems biology, 
epigenomics, and data analytics are all exponents of this brave new, biological 
world of “Computational Biology”.

This book draws together many of the latest cutting-edge developments in the 
field of Computational Biology. Each chapter draws on the expertise of world 
leaders in the field to highlight the utility and potential importance of specific 
technologies. The breadth of the text is impressive: from Integrative Biology in 
human diseases through the various branches of metabolomics and proteomics to 
sequencing and deep learning are all covered. In addition, the key role of statistics 
in large data set analysis is discussed in a dedicated chapter.

This book would have broad appeal to anybody with an interest in cutting-
edge biology. It is important that the computational power that is now available to 
us to help unravel the seemingly impenetrable complexity of biological systems is 
fully utilized. The benefits of these technologies are boundless in biology and have 
yet to be fully realized; precision medicine represents an excellent example of an 
aspiration in medical development that would be simply unachievable without 
computational biology at its core.

Prof. Ian Megson BSc, PhD, FHEA, FRBS, FBPhS
Head of Health Research & Innovation

University of the Highlands & Islands, UK
October 2019
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Preface ix

PREFACE

Computational biology is nowadays one of the cornerstones in biological and 
medical data analysis and has a long and proud history originating in the 1960s 
from the fields of biophysics and protein biochemistry, notably the modeling of 
enzymatic reactions and other kinetic parameters. With the advent of improved 
and easier to access computing systems came the possibility of exploring biological 
systems to a much greater depth, especially linked to large-scale analytics platforms 
of biological samples, such as whole-genome sequencing tools, arrays, mass 
spectrometry, and many more. Such a considerable volume of data procured in a 
fast-paced technology-dependent manner required new ways to handle, manage, 
and analyze the information through improved data analytics streams, which was 
accomplished by borrowing and applying know-how from other sciences, such as 
mathematics, statistics, and computer sciences to biology, medicine, and disease 
analysis. This led to a vast expansion of data repositories and available 
computational tools feeding into reference databases and constantly improving 
our understanding of complex biological mechanisms. Ultimately, our ability to 
handle vast amounts of complex data enables us to integrate the various data 
streams into a contextualized system through systems approaches, network 
analysis, and modeling methodologies. Although it is evident that many gaps in 
our understanding of how any given biological system works still remain, more 
powerful systems, platforms, and procedures have started to emerge, such as 
automated decision machines, artificial intelligence, pattern matching approaches, 
and integrated and integrative data handling protocols, which will help us to 
continue uncovering new insights.

This book is aimed at both novices and specialists in the field of computational 
biology and brings together a selection of approaches at the cutting edge of 
technology and shows both how data and analytics procedures aid us in expanding 
our understanding of biology and how aberrant or modulated processes can lead 
to diseases. The first section (chapters 1–5) provides a more general overview. 
Chapter 1 gives an introduction to image-based systems biology of multicellular 
spheroids for experimentalists and theoreticians. Here, mathematical models of 
spheroids are used to investigate cellular interactions since tissues, cells, and even 
smaller components can be abstracted to spheroids to give a three-dimensional 
representation of the structural organization within a system. Chapter 2 discusses 
integrative biology approaches applied to human diseases, in particular, to 
multifactorial and complex interactions encountered in studying aberrant etiology. 
Concepts and analytics techniques are introduced for single-layer omics methods 
as well as procedures to integrate multi-omics data, leading to meaningful and 
relevant biological insights. Following this is the approach of using machine 
learning or deep learning in omics data analysis and precision medicine, as 
described in Chapter 3: deep learning allows us to identify complex patterns and 
create predictive models from omics data, as well as medical image analysis. 
Chapter 4 addresses the use of computational biology and bioinformatics in 
biological sequence analysis, where not only sequence alignments are an important 
step but also feature detection and selection are of significance. Supervised and 
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unsupervised learning, neural networks, and hidden Markov models are discussed, 
as well as deep sequencing or next-generation sequencing data analysis procedures 
using artificial intelligence and machine learning methods. Statistical procedures 
to analyze multi-omics data are presented in Chapter 5, using multivariate 
statistical methods for high-dimensional multiset omics data analysis. Application 
of canonical correlation analysis, redundancy analysis, and penalized versions are 
commonly used in omics dataflows, and this chapter gives an overview of how 
these methods came to match the statistical challenges that come with high-
dimensional multiset omics data analysis.

A more specific overview of approaches in computational biology is given in 
chapters 6–9. Statistical methods for RNA sequencing data analysis are presented 
in Chapter 6. It covers the statistical models, model assumptions, and challenges 
encountered in RNA sequencing data analysis, including differential analysis, 
clustering approaches, and pathway analysis. Here, data analytics packages and 
embedded statistical methods and how they perform using real-world data are 
described. Chapter 7 addresses computational epigenomics, ranging from 
fundamental research to disease prediction and risk assessment. The epigenome 
encompasses several chemical properties of DNA and DNA-associated proteins 
that are tissue-specific, distinctive for a disease state, and sensitive to environmental 
conditions. Mining of genomic data sets and their associated epigenomic features, 
as well as the computational approaches used to assess statistical significance in 
comparative analyses, are discussed in this chapter. Chapter 8 discusses 
computational approaches in proteomics, where an overview of proteomic 
approaches, biological sample considerations, and data acquisition methods is 
given. Additionally, data processing software solutions for the various steps and 
further functional analyses of biological data are presented, which enable the 
comparison of various data sets as a summation of individual experiments, to 
cross-compare sample types and other metadata. Chapter 9 reviews 
cheminformatics and computational approaches in metabolomics using data 
mining methods and bioinformatics tools, including machine learning approaches. 
In this chapter, the main technical procedures used in metabolomics data 
acquisition, data processing, and pipelines, and the ways in which metabolomics 
data can aid in elucidating aberrant pathways and metabolic dysfunctions in 
disease, are discussed.

The last two chapters cover more specialized topics. Chapter 10 discusses the 
nature of feature selection in high-dimensional data using entropy information 
through statistical inference concepts of entropy in microarray data clustering in 
order to reduce the multi-dimensionality inherent in the source data to allow data 
summarization and the specific selection of gene sets associated with modulated 
conditions such as those found in diseases. The last review, Chapter 11, addresses 
structural pattern mining approaches applied to cryo-electron tomography using 
template-based and template-free procedures, where the observation of cellular 
organelles and macromolecular complexes at nanometer resolution with native 
conformations requires supervised deep learning-based pattern mining approaches 
in order to identify and reconstruct biological structures on the cellular as well as 
molecular level.

A full comprehensive summary of work carried out in the field of computational 
biology would span many volumes as this discipline is now deeply embedded in 
practically all large-scale, multi-subject, or integrative data analytics investigations. 

CP-08.indb   10 11/4/19   3:43 PM



Preface xi

Not only is this a very active field in terms of applications but also in the 
development of novel algorithms, resources, and pipelines. Condensing a torrent 
of data into contextualized, coherent, and understandable information to explain 
biology, disease, or to be used in fields such as personalized medicine is no longer 
possible without the aid of computational tools. Over time, it is expected that new 
and exciting developments in computational biology will allow us to gain an as 
yet unprecedented ability to make sense out of seemingly random data in a timely 
and precise manner. We believe the readers would enjoy the work presented in 
this book and will be both enlightened and encouraged to further the understanding 
of the biological world and how we work as a complex assembly of cells and an 
organism as a whole.

Holger Husi, Dr sc nat
Division of Biomedical Science

University of the Highlands and Islands, UK
October 2019
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In: Computational Biology. Holger Husi (Editor), Codon Publications, Brisbane, Australia. 
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Copyright: The Authors.

License: This open access article is licensed under Creative Commons Attribution 4.0 
International (CC BY 4.0). https://creativecommons.org/licenses/by-nc/4.0/

Abstract: Multicellular organisms are inherently three-dimensional. This leads to 
complex intercellular interactions that cannot be reproduced in two-dimensional 
cell culture. Instead, three-dimensional spheroids, ball-shaped cell aggregates, 
arise as model systems. Spheroids provide an accurate in vitro representation of 
the three-dimensional organization of cells in tissues, and compared to a real 
tissue, they excel with well-defined experimental conditions, easy handling, and 
suitability for high-quality imaging. Therefore, spheroids are an experimental 
system that can be readily combined with mathematical modeling. This chapter 
shows how image-based systems biology is implemented for multicellular spher-
oids to study three-dimensional cell–cell interactions. The chapter is intended for 
experimentalists and theoreticians who plan to extend their research by linkage 
with other disciplines. The relevant concepts for experimental approaches 
and quantitative imaging are introduced and linked to mathematical models of 
spheroids. This results in a list of potential systems biology workflows for typical 
spheroid research areas in cell biology, cancer biology, and bioprinting. In all three 
areas, there is a large gap between the details of the mathematical models and the 

An Introduction to Image-Based 
Systems Biology of Multicellular 
Spheroids for Experimentalists and 
Theoreticians
Sabine C. Fischer
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Fischer SC2

available imaging data. The aim of this chapter is to encourage more interactions 
of experimentalists and theoreticians to fill this gap in spheroid research.

Keywords: agent-based model; continuous model; microscopy; spheroid forma-
tion; spheroid fusion

INTRODUCTION

Biomedical research in areas like cancer, infection, and developmental biology 
relies more and more on three-dimensional in vitro models including organoids, 
tissue explants, embryoid bodies, and spheroids (1). A major question in these 
research areas is how cellular interactions affect the overall behavior of the system. 
In this regard, multicellular spheroids are the best-studied system. They are 
three-dimensional, ball-shaped solid cellular aggregates that can be formed from 
various cell types (2). Originally, they have been formed by cancer cells and imple-
mented as a model system for avascular tumors. Spheroids excel by well-defined 
experimental conditions, easy handling, as well as the suitability for high-quality 
imaging and generation of large sample sizes. Hence, they are an ideal model sys-
tem to address the three-dimensional cellular arrangement, the behavior of indi-
vidual cells within a tissue-like construct and the contribution of individual cells 
to the growth of the whole aggregate. Image-based systems biology provides an 
appropriate conceptual framework to tackle these questions (3). It combines 
experimental approaches with quantitative imaging data and spatial mathematical 
modeling (Figure 1). The collaboration of experimentalists and theoreticians 

Figure 1  Image-based systems biology in spheroid research. The question of the mechanisms 
driving three-dimensional cell–cell interactions is tackled by a combination of experiments, 
quantitative imaging, and mathematical modeling. The three approaches have to be tightly 
linked.
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Image-Based Systems Biology of Spheroids 3

ideally starts with formulating a common research question. Subsequently, in pre-
liminary studies, the experimental, imaging, and mathematical methods are 
developed, implemented, and matched. In the main study, all parts interact closely 
to test the existing hypotheses and generate new ones. This approach requires 
experts from three different fields and is therefore difficult to implement. In the 
field of spheroid research, only a few studies have conducted the whole cycle. By 
introducing the concepts for experimental setups, image, and data analysis as well 
as mathematical modeling of spheroids and suggesting workflows of how to com-
bine them, this chapter aims at fostering more systems biology approaches in 
spheroid research. 

METHODS

For an image-based systems biology approach, methods from four different 
categories have to be chosen: experimental approach, imaging, image analysis, 
and mathematical modeling. The methods have to be inter-linkable and most 
importantly appropriate for the research question. For example, the quantitative 
evaluation of the images should provide results that are readily comparable to the 
statistical readout from the mathematical model. Furthermore, these numbers 
should provide new insight regarding the question of interest.

Experimental approaches

There are three typical approaches for experimental setups involving spheroids 
(Table 1). The analysis of spheroid formation mainly focuses on how cells aggregate 
in three spatial dimensions. This provides insights into cellular aggregation, rear-
rangement, and adhesion. Fully formed spheroids are typically used to evaluate 
spheroid growth as well as the viability of the individual cells. Further questions 
investigated with spheroids could include detailed analyses of the behavior of 
individual cells like differentiation or potential rearrangement in the spheroid. 
The fusion of two or more spheroids helps to address questions regarding rear-
rangement of individual cells or whole cell aggregates as well as cell sorting.

Imaging techniques

Investigating cellular properties within the three-dimensional spheroid con-
text  requires the spatial information of each cell and the geometry of the 
entire  spheroid. Classical methods for imaging spheroids have relied on 

TABLE 1	 Experimental approaches

Research question Experimental approach

Aggregation, rearrangement, adhesion Spheroid formation

Spheroid growth, viability, rearrangement, adhesion, differentiation Fully formed spheroid

Rearrangement, sorting Spheroid fusion
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physical sectioning (4). More recent approaches rely on light microscopy of the 
intact spheroids. Each approach has its strengths and weaknesses. Hence, choos-
ing the best approach for spheroid imaging depends heavily on the scientific ques-
tion. Conventional light microscopy such as wide-field microscopy provides a 
global but two-dimensional picture of spheroids. Due to the high imaging speed 
and the possibility of imaging multi-well plates, it has widely been used for high-
content assays to characterize spheroid viability (5).

Confocal fluorescence microscopy enables imaging of spheroids at the 
single-cell level in three spatial dimensions. Standard confocal microscopes 
allow high-throughput imaging of multi-well plates, but the imaging speed is 
reduced compared to wide-field microscopy. The penetration depth of confocal 
microscopy is limited by the signal to background or the signal to noise ratio 
(6), and only small spheroids can be imaged in toto. A further drawback of 
confocal microscopy is the high risk of phototoxicity and photobleaching (7). 
Hence, confocal microscopy is only useful for short time-lapse imaging of living 
spheroids. Light sheet-based fluorescence microscopy (LSFM) allows the imag-
ing of large three-dimensional specimens over periods of several days (7, 8). It 
provides high acquisition speed and good penetration depth. Photobleaching 
and phototoxicity are minimized. High-quality imaging with LSFM requires an 
optimal sample preparation, and standard multi-well plates cannot be used. To 
achieve full penetration into huge spheroids, multiple views are recorded and 
subsequently fused (9).

Imaging the sub-micron features of cells requires electron microscopes which 
have a much higher resolution than light microscopes (10, 11). The physical 
properties of electron microscopes (e.g., high vacuum) demand specific prepara-
tion and staining techniques to reveal the ultrastructure of cells and tissues. 
Sample preparation has to be optimized such that the number of introduced 
artifacts is minimal (12).

In summary, imaging techniques differ in the amount of detail they pro-
vide, which is typically correlated with the amount of effort for sample prepa-
ration and imaging (Table 2). Hence, with increasing complexity of the 
imaging method, the number of samples that can be measured in a given time 
decreases. Conducting a power analysis based on the expected variability in 
the measurements provides information on the number of samples required 
for a statistically sound analysis (13) and hence further restricts the choice of 
microscope.

Image analysis

Modern microscopy techniques generate large amounts of data that need to be 
processed and analyzed. The image analysis has to match the imaging technique 
and also provide the resulting data in a format that can be readily used as an input 
for mathematical modeling. Fiji/ImageJ and Icy are two main open-source image 
analysis platforms that combine a range of standard image analysis tools and 
advanced plugins in a user-friendly environment (14, 15). In addition, more spe-
cialized tools with varying degrees of user-friendliness exist. These are described 
below in the sections on the specific workflows. 
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TABLE 2	 Imaging and modeling techniques

Imaging techniques 

Research question
Imaging 
technique Readout Experience

Exemplary 
reference

Aggregation, spheroid 
growth

Wide field 2D projected area Multi-sample imaging: ¸
Live imaging: ¸ (long-term)
No staining necessary: ¸
Sample preparation: easy

(24)

Viability, differentiation 2D imaging of 
fluorescent or 
histological 
section

2D single-cell data 
of single slice

Multi-sample imaging: ¸
Live imaging: -
No staining necessary: -
Sample preparation: standard

(29, 30)

Aggregation, 
rearrangement, 
sorting, adhesion, 
viability, and 
differentiation

Confocal 3D 
imaging

3D single-cell data Multi-sample imaging: ¸
Live imaging: ¸ (short-term)
No staining necessary: -
Sample preparation: advanced

(22)

Aggregation, 
rearrangement, 
sorting, adhesion, 
viability, and 
differentiation

Light-sheet 3D 
imaging

3D single-cell data Multi-sample imaging: -
Live imaging: ¸ (long-term)
No staining necessary: -
Sample preparation: advanced

(17)

Adhesion Electron 
microscopy

Subcellular 
structures

Multi-sample imaging: -
Live imaging: -
No staining necessary: -
Sample preparation: advanced

(10)

Modeling techniques

Research question
Modeling 
technique Readout Experience

Exemplary 
reference

Spheroid growth Continuous Whole spheroid 
measures 
including shape

+ Fastest
− No single-cell information

(56)

Shape and neighbor 
changes during 
aggregation, cellular 
rearrangement, 
and sorting; 
viability, adhesion, 
differentiation

Cellular Potts 
model

Typically 2D 
single-cell data, 
including shape

+ Allows for complex shapes
− Computationally slow, cells 

restricted to grid

(71)

Positional changes 
during aggregation, 
rearrangement, 
and sorting; 
viability, adhesion, 
differentiation

Centroid 
model

3D single-cell 
data excluding 
shape

+ Flexible, convenient for 3D
− No shape information, 

neighborhood has to be 
approximated

(62)
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Modeling techniques

The modeling techniques that have been used in spheroid research so far are 
distinguished by the details they provide (Table 2). Continuous models regard the 
spheroid as a whole, neglecting cellular details. The relevant parameters that 
are typically modeled are shape and size of the whole spheroid over time. Agent-
based models, or individual cell-based models as they are sometimes referred to, 
consider single cells and their respective properties. They are more difficult to 
implement and require more computational power than continuous models. 
Agent-based models can be divided into two categories: lattice-free (or off-lattice 
models) and lattice-based models (16). A common variant of lattice-free models is 
the centroid model (Figures 2–4). Each cell is assumed to be spherical and defined 
by its position in space. The cells can have different attributes like radius and 
protein expression levels. Cell division and cell death can be implemented but the 
cell shape is neglected. Therefore, the cell neighborhood relations have to be 
approximated by cell graphs (17).

In lattice-based models, the cells are restricted to a grid. In some variants, a cell 
is represented by a single grid point on a lattice, and cell movement is imple-
mented as changing from the current grid point to an adjacent grid point. Other 
lattice-based models depict cells as a cluster of grid points that share the same 
identifier (Figures 3 and 4). Hence, these models also provide the shape of a cell 
in addition to its position. A popular representative of this class of models is the 
Cellular Potts Model. 

Several of the modeling approaches have formed the basis for simulation 
software. Lattice-free software packages like CellSys (18), lattice-based packages 
such as CompuCell3D (19), and software packages that combine both lattice-
based and lattice-free methods, for example, Chaste (20) are promising tools for 

Figure 2  Illustration of the cell biology workflow. Experiments on spheroid formation are 
combined with quantification of the projected area of the spheroid over time and an 
agent-based centroid model. The results provide insight into aggregation and cellular 
rearrangement in three spatial dimensions.
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Figure 3  Illustration of the cancer biology workflow. In cancer biology, spheroid growth 
dynamics, and cell viability are of particular interest. The experiments involve mechanical or 
chemical perturbations of fully formed spheroids. The quantitative imaging provides global 
measurements of the spheroid like the radius over time or more detailed single-cell nuclei 
measurements, depending on the microscopy method employed (see Table 2 for more details). 
Modeling approaches include continuous models as well as the two types of agent-based 
models: lattice-based models and centroid models (see Table 2 for more details).

Figure 4  Illustration of the bioprinting workflow. The main spheroid-related question in 
bioprinting is how cell sorting and cellular rearrangement result in efficient fusion of 
multiple spheroids. Imaging of spheroid fusion provides the projected area over time. These 
results have been linked to mathematical models ranging from a continuous approach to 
agent-based models such as the Cellular Potts model and the centroid model.

implementing individual-based spheroid models. For a given biological question, 
these packages can form the basis of a model, which then needs to be adapted and 
extended depending on the required detail.
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FIRST WORKFLOW: CELL BIOLOGY

Adhesion-based intercellular interactions and cellular rearrangement play an 
essential role during tissue development and maintenance. Even though both have 
been extensively studied in two-dimensional cell cultures, there are still a number 
of open questions regarding the mechanisms active in the three-dimensional con-
text of a tissue. A systems biology approach based on spheroid formation provides 
the means to study adhesion and cellular rearrangement in a three-dimensional 
context. Even though these processes certainly vary between cell types, adhesion 
molecules, such as cadherins and integrins, as well as cytoskeletal components, 
like actin and microtubules, play a central role. For the experiments, spheroid 
formation of different cell types (21, 22) or the same cell type under different con-
ditions is monitored. Potential variations for the same cell type are the expression 
of different binding proteins (23, 24) or the application of adhesion molecule func-
tional blocking antibodies (21). Studying spheroid formation of cells transfected 
with wild type or mutant forms of N-cadherin revealed that different cadherin 
binding sites are responsible for different cell adhesion mechanisms such as the 
initial binding and the stabilization of an adherence junction. The integrity of 
spheroids of breast cell lines with different metastatic potential relies on the dif-
ferential contribution of cadherins, actin, microtubules, and focal adhesion kinase 
(FAK). In particular, E- or N-cadherin, actin, and microtubules drive the spontane-
ous aggregation and compaction of the spheroids (21, 22). Breast tumor cell lines 
that require addition of reconstituted basement membrane (Matrigel) for spheroid 
formation rely on integrin for correct aggregation (21). The activity of FAK corre-
lates with the metastatic potential of the breast cells (22).

Quantitative imaging data

Visualization of spheroid formation is typically achieved by time-lapse imaging 
with a wide field or fluorescence microscope. The image acquisition is fast and 
multi-sample imaging is readily available. This approach provides images of the 
projected area of the spheroid over time. For the analysis of time-lapse transmis-
sion wide field images of spheroid formation, several approaches have been 
implemented. Saias and colleagues have developed a high-throughput method to 
monitor and quantify cell aggregation dynamics of colon cancer cells (25). It is 
based on the segmentation of the projected area of a spheroid. Spheroid edges are 
identified within the z-projection of the fluorescence image and within a single 
plane of the transmission image by detecting discontinuities in brightness. 
The detected spheroid boundary is used to track the spheroid over time. 
An alternative approach is based on applying a filter with a large kernel to 
time-lapse spheroid images with fluorescently labeled nuclei and a subsequent 
binarization (22). This approach does not require a transmission image. If only a 
transmission image is available, the machine-learning based software ilastik (26) 
provides a user-friendly environment that is readily applicable (24). Based on 
manually labeled ground truth data, the algorithm is able to distinguish the spher-
oid from the background at each time point. Application of ilastik does not require 
machine-learning expertise. All three segmentation approaches result in time 
series of the projected area during spheroid formation (Figure 2).
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Spatial mathematical modeling

For the modeling, spheroid formation has been represented as three-dimensional 
cell aggregation (Figure 2) (22, 24). A centroid model has been used in which the 
cells are assumed to be spheres with a given radius and are defined by their 
position in space. Cells accumulate to form clusters. Cluster formation occurs 
through cell–cell binding, cell–cluster binding, and cluster–cluster binding. 
Separation of cells from clusters is also possible. All parameter values are obtained 
from experimental measures, except for the density difference between cell and 
medium, which determines the sinking behavior of the cells in the medium as 
well as the binding and unbinding probabilities. These parameter values are 
established by fitting the projected area obtained from the model to the experimental 
data. Relating the resulting binding and unbinding probabilities to the different 
experimental conditions (cell type, adhesion molecules present, perturbation 
with antibodies) reveals the effect of the different perturbations on the cellular 
binding capacities during spheroid formation.

SECOND WORKFLOW: CANCER BIOLOGY

The most common application of spheroids is in cancer research. Spheroids 
formed of tumor cells provide a useful model for avascular tumors. Spheroids 
with diameters above 400–500 µm or more than 30,000 cells establish a concen-
tric cell layering, in which an outer rim of proliferating cells and a layer of quies-
cent cells surround a necrotic core (17, 27). The applications of spheroids have 
evolved from drug testing to studying fundamental questions underlying cancer 
biology (28). The governing question is how different kinds of perturbations 
affect tumor growth.

Of particular interest are treatments with radiation or drugs, or a combination 
of the two (29). Different oxygen and glucose concentrations in the medium have 
also provided effects on tumor spheroid growth dynamics (30). Equally impor-
tant, but not as straightforward, are studies of cellular responses to mechanical 
perturbations. Since a tumor is subjected to pressure from the surrounding tissue, 
this consequently confines the tumor, which is thought to affect the regulation of 
tumor growth (31). Cells are able to sense mechanical forces either directly by 
deformation or altered organization of intracellular compartments, such as the 
cytoskeleton (32) or the cell nucleus (33, 34), or by mechanoreceptors, which 
transduce the physical into biochemical or electrical signals (35).

Working with spheroids as a tumor model allows to investigate the influence 
of forces, which mainly depend on the physical properties of the cells and the 
extracellular matrix. Several studies have explored the role of mechanical stress on 
spheroid morphology, cell proliferation, and apoptosis, predominantly in the con-
text of cancer research. Different methods exist to apply pressure on spheroids 
and to quantify the degree of pressure, time, and the treatment with anti-cancer 
drugs (36, 37).

One option to apply compressive stress on spheroids is an embedment in 
hydrogel of varying stiffness. These are, for example, composed of protein, aga-
rose, polyacrylamide or polyethylene glycol (36, 38–41). Another option is 
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incubating a spheroid inside a dialysis bag and applying osmotic pressure with 
exteriorly added dextran. Long-term compressive stress leads to reduced or 
inhibited cell proliferation and induction of apoptosis in colon and breast carci-
noma cells (37, 42, 43). Tube-like silicone device also provides a means to con-
fine spheroid growth. Spheroids generated from colorectal cancer cells, which 
grow inside the device, adapt a rod-like shape. The number of mitotic cells 
increases, but they exhibit spindle defects and enter mitotic arrest upon confine-
ment (44). Finally, physical confinement on growing spheroids has also been 
applied by encapsulation in alginate shells. Spheroids generated from mouse 
colon carcinoma cells show increased cell density and altered cellular organiza-
tion, and cell proliferation is restricted to the outer rim of the spheroid when 
compressive stress is applied. An increased number of dead cells occurs in the 
center of the spheroid (31).

Quantitative imaging data

Growth curves of fully formed spheroids are usually obtained by wide field time-
lapse imaging, followed by a segmentation of the projected spheroid area or 
measuring the spheroid radius over time. These time series measurements are 
complemented by measurements for each individual cell nucleus including its 
position, size, and intensity of markers, for example, for cell viability. Images of 
histological sections (29) or fluorescently stained sections from the spheroid 
center (30) evaluated by standard nuclei segmentation methods provide this 
information. To obtain the complete three-dimensional information of the cel-
lular distribution, small spheroids can be imaged in toto with a confocal micro-
scope (22). Larger samples require the combination of optical clearing methods 
with light sheet microscopy (17, 45). For the three-dimensional segmentation of 
nuclei images, intensity-based methods as well as shape-based methods have 
been proposed (17, 46–50). From these measurements, cell density measure-
ments of the concentric layering can be extracted (17, 51).

Spatial mathematical modeling

The growth dynamics of fully formed spheroids under different conditions have 
been a major focus of mathematical modeling since the early 70s (52). Over the 
years, different strategies for spheroid modeling have emerged. Continuum mod-
els consider a spheroid as one entity, while agent-based models focus on single 
cells and their interactions. They are either implemented as lattice-based models, 
in which the positions of the cells are restricted by a lattice, or as lattice-free 
approaches (Figure 3). 

A lattice-based model that reproduces spheroid growth dynamics was intro-
duced by Radszuweit and colleagues (53). Recently, the model has been extended 
for a detailed analysis of the behavior of individual cells in a tumor spheroid of 
non-small cell lung cancer (NSCLC) cell line (30). Based on the images of two-
dimensional spheroid sections, the distributions of dividing cells, necrotic cells, 
and the extracellular matrix along the radial direction into the spheroid have been 
quantified for different glucose levels and spheroids of different ages. An iterative 
refinement of the model to fit the experimental data has revealed a detailed 
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picture of the effect of growth promoters, growth inhibitors, viability promoters, 
and inhibitors on the growth dynamics of NSCLC spheroids.

Two different centroid models have been developed simultaneously to study 
the spatio-temporal growth dynamics (54, 55). Drasdo and Höhme (54) have 
shown that nutrient limitation has only a small effect on the expansion velocity. 
It mainly affects the size of the necrotic core. The relation of this agent-based 
model to a continuous model has been discussed (56). Schaller and Meyer-
Hermann (55) have fitted the growth curve of their model spheroids to experi-
mental growth curves to determine the ratios of oxygen and glucose uptake 
rates. Subsequently, the model has been adapted and expanded to study the 
effect of radiotherapy on tumor spheroids. The cells surviving the treatment 
exhibit a synchronization of their cell cycle, resulting in time windows of 
increased radiation sensitivity of the spheroid. Furthermore, reoxygenation 
occurs with specific timings upon radiotherapy, creating windows of drug treat-
ment opportunities. Respecting the timings of both processes can increase 
therapy effectiveness (57–59).

The role of mechanical stress in spheroid growth has mostly been studied 
using continuum models. The models describe volumetric growth behavior of 
confined, avascular tumor spheroids (60) or the reorganization of cell aggregates 
following the release of a homogeneous compression (61). Loessner and col-
leagues have simulated the effect of both mechanical stimulus and different 
culturing conditions on spheroid growth (36). They have considered different 
matrix stiffness, culture timings, and drug treatments. Comparison of the model-
ing results with experimental data has shown a good agreement. The results on 
cell proliferation in a mechanically perturbed spheroid and spheroid growth influ-
enced by external pressure mentioned above have been obtained by a systems 
biology approach including agent-based models (42, 43, 62).

THIRD WORKFLOW: BIOPRINTING

Bioprinting is emerging as an alternative to scaffold-based tissue engineering. One 
upcoming method is spheroid printing, which relies on pre-formed spheroids that 
are used as building blocks for tissue generation. The spheroids are dispensed in 
regular structures, and the engineered tissue emerges through spheroid fusion 
and maturation. Arranging the spheroids in a circle and subsequent spheroid 
fusion produces tissue rings (63) that have been proposed as building blocks for 
vascular trees (63, 64). A similar approach has further led to the formation of 
tubular structures (65, 66). To generate sheet-like structures of engineered adi-
pose tissue, which one day could be used to regenerate the subcutaneous layer of 
the skin during reconstructive surgery, spheroids formed from adipose cells were 
placed in a melt electrowritten scaffold (67). After culturing the constructs for 
14 days, a continuous tissue layer arose. 

The success of these applications, and spheroid printing in general, relies on 
perfect spheroid fusion. One factor that influences the fusion is the pre-culture 
time of the single spheroids (68). Increased pre-culture time of spheroids inversely 
correlates with the fusion rate, suggesting the influence of cell–cell and cell–ECM 
contact maturation on spheroid-based tissue fusion. Furthermore, the pre-culture 
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time of spheroids influences cell-sorting processes that occur during tissue matu-
ration. However, it remains elusive, which further factors control the positioning 
and collective migration and adhesion of spheroids to form intact and functional 
tissues.

Quantitative imaging data

Imaging techniques that have been used in the context of spheroid fusion are 
electron microscopy (67) as well as two-dimensional bright field and fluorescence 
images (68). Quantitative analysis of these images with ImageJ resulted in the 
temporal evolution of the size of the microtissue, which is generated by the fusion 
of the spheroids.

Spatial mathematical modeling

Mathematical modeling of tissue fusion started with the work on cell sorting by 
Glazier and Graner (69) that was based on the differential adhesion hypothesis by 
Steinberg (70). Implementing a Cellular Potts model, they determined the effect 
of different adhesion strengths on the sorting of cells. Sego et al. (71) combined 
such a Cellular Potts model with continuous diffusion modeling. This provides a 
representation of the behavior of individual cells as well as global characteristics 
of molecular-level phenomena. The model can reproduce cell sorting, spheroid 
fusion, and hole closure dynamics. Combining the cell-level dynamics, in particu-
lar cell survival with oxygen diffusion through a spheroid, reveals a sensitivity of 
the spheroid to externally applied oxygen. Applying external oxygen increases cell 
viability in the spheroid.

Yang et al. (72) employed a continuous model based on phase field theory to 
model the fusion of cellular aggregates into larger scale structures such as rings, 
Y-shapes or T-shapes. Spheroids that are located closely together fuse faster than 
the less densely packed arrangements. Gaps or errors in aggregate deposition can 
be directly linked to defects in the final biofabricated tissue construct.

To investigate spheroid fusion in three spatial dimensions, Flenner et al. (73) 
implemented two agent-based centroid models, a kinetic Monte Carlo method 
and a cellular particle dynamics method. The outline of two fusing aggregates is 
well represented by both methods. However, they find that the two simulations 
show clear differences with respect to the speed of cellular rearrangement. For the 
kinetic Monte Carlo method, fast movement of individual cells, and hence fast 
rearrangement, results in a complete cell mixing upon tissue fusion. For the 
cellular particle dynamics model, the fused tissue still exhibits distinct clusters of 
the different initial cell types. Experimental data to distinguish between the two 
results are not available so far. Kinetic Monte Carlo simulations have been 
extended to tube formation as well as T- and Y-shaped arrangements and the 
development of vascular tree structures (74, 75). The authors considered unilu-
minal spheroids as well as heterogeneous spheroids formed from a mixture of 
cells. They show that geometrically this can work; the question is how the cells 
survive in such structures. Also, they found that timesaving due to tight packing 
of the initial configuration of the spheroids is negligible compared to the time the 
system takes for fusion to steady state.

CP-08.indb   12 11/4/19   3:43 PM



Image-Based Systems Biology of Spheroids 13

OUTLOOK: EXPERIMENTS INSPIRED BY THE 
MATHEMATICAL MODELS

The three exemplary research areas for spheroids have shown that these cell 
aggregates are a widely applicable in vitro system. Furthermore, major drawbacks 
of the current state of systems biology approaches for spheroids have become 
apparent. For all three research areas, agent-based models exist. In the centroid 
models, the properties of each cell including its position, marker expression, and 
its connection to neighboring cells are known at each time point. However, in 
most cases, the quantitative imaging data for testing these detailed predictions 
from the models are missing. A step further would be to also consider the three-
dimensional shape of a cell in a spheroid. Three-dimensional Cellular Potts model 
exist to tackle this question, but again the experimental data are missing.

Confocal or light-sheet imaging in combination with innovative sample prepa-
ration methods (45, 76) and staining protocols (77) can provide the necessary 
images. Evaluating these images with single-cell-based segmentation and a subse-
quent analysis with neighborhood graphs (17) can provide the necessary data to 
refine the complex models. This will provide detailed insight into the spatial inter-
actions of cells in spheroids.

So far, all experimental approaches focus on the spheroid as a closed unit. 
However, the modeling of spheroid fusion by Fenner et al. raised the question of the 
cellular dynamics within the spheroid. Do cells in spheroids move and how fast do 
they rearrange? Three-dimensional live imaging of individual cells in spheroids 
can provide insight, and the application of the existing cell tracking approaches (78) 
can yield the quantitative data to validate the mathematical models. 

Most applications of spheroids still focus on spheroid growth or intercellular 
adhesion mainly in the context of cancer. However, these are not the only 
processes that are different between two-dimensional and three-dimensional 
cell cultures. Various proteins including keratin, vimentin, heat shock proteins, 
chaperons, and proteins involved in glucose metabolism have been shown to be 
differently expressed in two-dimensional cell culture versus three-dimensional 
cell culture (79). Therefore, the next steps are to address other cellular processes 
like cell polarization and cell differentiation and to address further diseases 
apart from cancer.

CONCLUSION

Systems biology approaches are slowly evolving towards spheroid research. In 
many studies, the different parts (Figure 1) are still well separated. Further efforts 
have to be made that integrate experiments, quantitative imaging, and mathemati-
cal modeling into a whole. This requires close interactions between experts from 
different disciplines including biology, medicine, physics, mathematics, and com-
puter science. The most integral part of these interactions is a good communica-
tion, a common language or the interest to learn and understand the other’s 
language. The collaboration has to start when developing the scientific question. 
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This ensures that the experimental and theoretical methods that are applied match 
well and are adequate to address the question of interest.

For some research questions, it might be necessary to adapt the three-
dimensional cell culture system. Apart from spheroids, cysts are useful to study 
cell polarization in epithelia. Embryonic stem cell aggregates like ICM organoids 
(80), blastoids (81) or gastruloids (82) allow the investigation of cell differentia-
tion during early mammalian embryogenesis. Three-dimensional multicellular 
structures grown from more specialized stem cells are typically called organoids. 
They consist of organ-specific cell types and are employed to mimic a variety of 
human tissues including brain, lung, liver, intestine, kidney, and pancreas. 
Applications range from studying fundamental questions of organ development 
and diseases to toxicity testing and personalized medicine (83). The main con-
cepts introduced in this review are readily extendable to these other types of 
three-dimensional cell culture systems. In all cases, a major effort has to be put on 
combining information from different sources with the spatial distribution of the 
cells within the multicellular system.
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INTRODUCTION

Human diseases involve complex interactions between genes, environment 
and lifestyle (1). For example, in type 2 diabetes mellitus, there are many 
behavioral, lifestyle, and genetic risk factors and other pathophysiological 
abnormalities contributing to hyperglycemia. Major mechanisms of the disease 
are impaired insulin secretion and insulin resistance in muscle and liver; how-
ever, other genes and signaling pathways in different tissues are also involved, 
such as increased kidney malfunction, inflammation, and neurotransmitter 
dysfunction (2). Other well-known examples of complex, multigenic, or mul-
tifactorial diseases are tumors (3), infectious diseases (4), and cardiovascular 
diseases (5).

Life sciences research has been revolutionized in past decades by a series of 
genome-wide technologies, starting with the Human Genome Project in 1990. 
The speed and scale of genomics analysis increased exponentially after this, 
facilitated by technologies such as microarrays and high-throughput sequencing 
(6). Genomics is classified as discovery science, along with other omics such as 
transcriptomics, miRNAomics, epigenomics, cistromics, proteomics, metabolo-
mics, and microbiomics. The goal of discovery science is to collect and store data 
describing all the elements of a system (6, 7). As it has become easier and faster to 
generate large amounts of biological data, new challenges in data analysis and 
interpretation are emerging (8).

High-throughput data allow us to visualize processes in a certain layer of 
biological information in an organism or at the single-cell level. A recent exam-
ple is the association of CD177+ neutrophils to Kawasaki disease through 
genome-wide transcriptome analysis (9). Additionally, analyzing the metabo-
lome of coronary atherosclerosis patients enabled discovery of several biomark-
ers of lipid metabolism dysfunctions (10). At a proteomic level, researchers have 
identified proteins in the brain which are associated with the cognitive trajec-
tory in the elderly (11). Finally, the evolution of single-cell sequencing has 
allowed the evaluation of these different layers in greater detail (12). The analy-
sis of omics data has advanced the understanding of human diseases, but it is 
important to remember that these studies represent only one layer of a more 
complex system.

Network science analyzes the interactions between biomolecules (proteins, 
RNA, gene sequences), pathways, cells, organs, and even individuals using 
graph theory methods, and it is an efficient way of extracting information from 
omics data. Through network analysis, it is possible to identify complex pat-
terns among different components to generate scientific hypotheses regarding 
the interactions present in health and disease events (13). For example, a recent 
gene expression network analysis study identified a membrane receptor as a 
potential therapeutic target for an antiepileptic drug (14). Although the integra-
tion of genes into networks gives us a lot of information, it describes only one 
omics level. Therefore, there is a growing interest in the integration of different 
omics data (15). In this chapter, we introduce concepts and tools for the analy-
sis of single-layer biological data and integration of multilayer biological data to 
extract meaningful and relevant biological insights of various human diseases 
(Figure 1).
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APPLICATIONS OF SINGLE-LAYER HIGH-THROUGHPUT DATA

Since the popularization of next-generation sequencing (NGS) and high-through-
put mass spectrometry methods, there has been an exponential increase in the 
generation of biological data, and it is likely that the amount of biological data 
available will continue to increase. The evolution of high-throughput mass 
spectrometry has enabled high-resolution visualization of the proteome and 
metabolome of cells, tissues, and fluids. These data are useful to understand the 
pathogenic mechanisms, contributing to diagnoses, prognoses, and potential 
therapeutic interventions. 

DNA genomes and exomes can be elucidated using NGS. NGS-based tech-
niques have already overcome the use of microarrays for RNA transcriptome 
sequencing by enabling the identification of virtually any transcript present in 
the sample, including unknown transcripts. NGS techniques can also identify 
differentially expressed genes (DEGs) by applying statistical methods to the 
expression data (16). Recently, long noncoding RNA (lnc-RNA) (17) and circu-
lar RNA (18) molecules have been implicated in the regulation of the innate 
immune response and can potentially elucidate infectious, autoimmune, and 
inflammatory disease mechanisms. Despite this, it is important to remember the 
limitations of studying a heterogeneous mixture of cells. Although the cells may 
be similar in morphology, localization or other classificatory factors, it is impos-
sible to understand individual cellular features such as metabolic states, tran-
scriptional levels, and metabolic activation using traditional bulk transcriptome 
sequencing (19).

Figure 1  A framework for integrative biology. High-throughput techniques such as 
transcriptomics, proteomics and metabolomics, in addition to clinical data and other 
databases, can be used to investigate human diseases through an integrative approach.
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Thus, RNA sequencing at single-cell level (scRNA-seq) allows a more accurate 
reconstruction of intracellular and intercellular network interactions (20). 
Since the first scRNA-seq a decade ago (21), the technology has improved and 
several protocols and platforms have been developed to respond to the most 
diverse biological problems, including those related to immune system in health 
and disease (22, 23). Recently, ultra-high-throughput scRNA-seq techniques based 
on the droplets strategy, such as Drop-Seq (24), InDrop (25), and 10X Genomics 
Chromium (26), have gained popularity. These techniques can reduce the cost of 
sequencing while increasing the throughput by allowing a parallel mRNA profiling 
of thousands of individual cells by encapsulating them in droplets (27). Raw and 
processed high-throughput data are stored in several online repositories, making 
them valuable resources for discovery science approaches (7). The content of the 
data repositories ranges from genomics and transcriptomics to epigenetics, protein–
protein interaction, metabolomics, and microbiome data (Table 1).

Examples of big data generation in specific human disease applications 
are numerous. Although we do not focus on any specific disease in this chapter, 
we provide several relevant examples. Zhao et al. performed the transcriptomic 
profiling of glioma, generating 30 billion reads, from 325 samples in different 
stages of malignant progression (28). There have also been efforts to investigate in 
vitro and in vivo response to viral infections, such as influenza and severe acute 
respiratory syndrome coronavirus, generating dozens of transcriptome and pro-
teome datasets (29). More specific events have also been investigated, such as the 
methylome of brain metastases that may help to predict individual responses to 
therapies (30) or the profiling of long non-coding RNA in human hypertrophic 
cardiomyopathy (31). Data generated from a large-scale multi-omic study, includ-
ing genome and transcriptome sequencing and proteomic profiling of a large 
cohort of Alzheimer’s disease patients, could improve our knowledge about this 
pathology (32). In another study, the characterization of post-mortem microbial 
diversity in 188 individuals allowed a better understanding of the ante-mortem 
health condition of some individuals, suggesting that it is possible to estimate the 
health conditions in living populations from these data (33).

TOOLS FOR THE ANALYSIS OF SINGLE-LAYER 
HIGH-THROUGHPUT DATA

Ensuring data quality is an essential step in the analysis and integration of omics 
data. When artifacts and noise are not handled correctly, they can influence the 
results of the analysis (34). The term “garbage in, garbage out,” a common con-
cept in computer science and mathematics, is also applicable in bioinformatics. 
This phrase means that the output data quality is determined by the input data 
quality. Several methods can be used to evaluate and control input data quality. 
One strategy is to determine the statistical significance to avoid false positives, 
known as the false discovery rate (FDR). Despite a recent debate about the 
appropriate use of statistical significance, an FDR value of 0.05 or smaller has 
been generally accepted in academia (35). In addition to the statistical analysis of 
individual layers, it is important to ensure that the data are biologically meaning-
ful. In this case, the fold-change cut-off is used. The fold-change describes how 
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much a gene or pathway is up- or down-regulated, for example, 2 or 0.5, respec-
tively (36). This kind of analysis allows further downstream integration of the 
data, since it is possible to associate, for example, a group of DEGs and the meta-
bolic pathways that they belong to (37).

Numerous tools are used to analyze different types of data. Although it is not 
the focus of this chapter to describe these tools, the concepts of some techniques 
are described here. Bioconductor is a robust software platform used in the analysis 

TABLE 1	 Biological repositories

Database Description Reference website

ArrayExpress Functional genomics data from microarray or 
NGS. Data types include transcription profiling 
(mRNA and miRNA), SNP genotyping, 
chromatin immunoprecipitation (ChIP), and 
comparative genomic hybridization

https://www.ebi.ac.uk/arrayexpress/

BioGRID Curated database. Data types include protein–
protein, genetic and chemical interactions, 
and post-translational modifications

https://thebiogrid.org/

dbGAP Data and results from the interaction of genotype 
and phenotype

https://www.ncbi.nlm.nih.gov/gap/

ENCODE Whole-genome database https://encodeproject.org/

GDC Genomic, epigenomic, transcriptomic, and 
proteomic data from cancer samples

https://portal.gdc.cancer.gov/

GEO Gene expression, hybridization arrays, chips, 
and microarrays database

https://www.ncbi.nlm.nih.gov/geo/

GTEx The genotype–tissue expression includes data of 
tissue-specific gene expression and regulation

https://gtexportal.org/home/

HMDB Human metabolome database http://www.hmdb.ca/

ICGC Cancer genomics database https://dcc.icgc.org/

IMGT Immune-related genes sequence database http://www.imgt.org/

InnateDB Genes, proteins, interactions, and pathways 
involved in the innate immune response

https://www.innatedb.com/

MethylomeDB DNA methylation profiles http://habanero.mssm.edu/
methylomedb/index.html

MGnify Microbiome database https://www.ebi.ac.uk/metagenomics/

miRbase miRNA sequences and annotation http://www.mirbase.org/

PHISTO Pathogen–human protein–protein interaction database http://www.phisto.org/

Reactome Curated pathway database https://reactome.org/

SRA Sequencing and alignment data https://www.ncbi.nlm.nih.gov/sra

STRING Protein–protein interaction networks https://string-db.org/

These databases store raw or processed, and sometimes curated, data derived from different studies and omics 
technologies.
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of omics data (https://www.bioconductor.org/). In bioconductor, there are several 
packages, mainly in the R scripting language, that provide metrics and methods to 
evaluate reproducibility, identify outliers and noise. For example, the EdgeR pack-
age for gene expression analysis calculates the difference in gene expression for 
different samples and conditions, considering both the FDR and fold-change of 
each gene (38). Bioconductor can also be used to analyze high-dimensional mass 
cytometry (CyTOF) datasets. CyTOF is a platform for collecting high-dimensional 
phenotypic and functional data for single cells (39). For example, CyTOF can be 
used to uncover tissue- and disease-associated immune cell subsets (40). A review 
by Nowicka et al. presents a detailed workflow for CyTOF analyses using the bio-
conductor platform (41).

Metabolomics provides quantification of metabolites in cells, tissues or bio-
logical fluids (42). Several tools are available for the analysis of metabolomics 
data, including the web tool MetaboAnalyst (43) and the R package MetaboAnalystR 
(44). Both carry out analyses with the same workflow: (i) Exploratory data analy-
sis; (ii) Metabolic enrichment analysis and metabolic pathway activity prediction; 
and (iii) Data integration, such as biomarker meta-analysis, joint path analysis, 
and network explorer. The data input for these tools can be a list of genes or 
KEGG orthologs.

Single-cell RNA-seq (scRNA-seq) methods are also widely used in studies 
involving human health (23). To ensure a biologically significant analysis, it is 
necessary to consider the intrinsic variations of the technique, called batch effects 
(45). There are several tools that assist in the batch correction process, most of 
which are based on linear regression, including limma (46), RUVseq (47, 48), and 
svaseq (49). Other promising approaches for batch correction are based on the 
detection of mutual nearest neighbors in the high-dimensional gene expression 
space (50).

The high-dimensional gene expression space is a matter of concern when 
analyzing scRNA-seq gene expression data. The problem with this high-
dimensional space is that it is hard to differentiate the variability between cell 
populations from the variability between cells within a population, as the dis-
tances between cells become more homogenous. High-dimensional data are 
handled through dimensionality reduction and feature selection. Dimensionality 
reduction is a process to project data in a smaller dimensional space, preserving 
some key characteristics of the sample enough to distinguish differences between 
populations (51). While principal component analysis (PCA) is the recom-
mended tool for RNA-seq, T-distributed stochastic neighbor embedding (tSNE) 
is the most popular method for dimensionality reduction of scRNA-seq data. 
PCA is not recommended for scRNA-seq datasets because it is a linear dimen-
sionality reduction algorithm and assumes approximately normally distributed 
data, while tSNE uses different probability distributions that are more suitable 
to scRNA-seq data (51). Nonetheless, a recently developed nonlinear dimen-
sionality-reduction technique named uniform manifold approximation and pro-
jection (UMAP) outperformed other dimensionality-reduction methods for cell 
clustering (52). Feature selection reduces the number of dimensions by exclud-
ing uninformative genes and identifying the most relevant features for analysis 
(53). Feature selection in scRNA-seq can be based on correlated expression, 
highly variable genes (HVG), Michaelis–Menten modeling of dropouts (M3Drop) 
or spike-in methods (51).
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As already mentioned, scRNA-seq enables the identification of transcription-
ally distinct cell subpopulations in an otherwise homogeneous cell population. 
Identification of these groups is typically accomplished through clustering 
analysis. Clustering approaches can be supervised or unsupervised. If the method 
uses a known set of gene markers for clustering, it is supervised. Alternatively, 
unsupervised clustering methods can identify groups without prior information 
(53). There are many algorithms designed for unsupervised clustering, but the 
main classes of them are k-means, hierarchical, density-based, and graph cluster-
ing (51). For example, through transcriptional clustering analysis of CD127+ 
innate lymphoid cells (ILCs), Björklund et al. uncovered four different cell 
subpopulations: three different ILCs and natural killer (NK) cells. The group 
further subdivided the ILC3 group into three new transcriptionally and function-
ally distinct populations, contributing to the knowledge of ILC biology, and 
associated inflammatory processes (54). 

Clustering analyses in scRNA-seq data can be very useful and informative, but 
they are not always able to describe dynamic biological processes involved in 
transitions between different states, such as cellular proliferation and maturation 
(12). Such events can be computationally modeled through the reconstruction of 
the cell trajectory and pseudotime estimation (53). Because the cells in a scRNA-
seq experiment are unsynchronized, there are different instantaneous timepoints 
captured that together may represent an entire cell trajectory (55). The term pseu-
dotime refers to an ordering of the cells according to some dynamic process of 
interest, such as development processes occurring over time. Through pseudo-
time estimation, cells in different states of a trajectory can be identified, permit-
ting identification of transcriptional changes, branching points in trajectories, and 
reconstruction of gene regulatory networks (56). Recent efforts have used trajec-
tory and pseudotime methods to better understand human diseases, including 
hepatitis B (57), osteoarthritis (58), muscular dystrophy (59), and Parkinson’s 
disease (60). As bulk tissue RNA-seq data is more accessible than scRNA-seq data, 
there is a great interest in the development of deconvolution tools capable of 
describing the cellular composition of tissue samples, especially in the study of 
tumors (61).

RNA-seq techniques are also useful for studying the high variability of the 
immune system and how this may influence disease progression. The immune 
repertoire is defined as the set of B-cell receptors (BCR) and T-cell receptors 
(TCR) of an organism. The former directly binds antigen to initiate differentia-
tion of B cells into plasma cells, which then secrete antibodies. The latter recog-
nizes antigens bound to major histocompatibility complex (MHC) molecules 
displayed on antigen-presenting cells. A robust adaptive immune system relies 
on the generation of a wide variety of BCRs and TCRs to recognize a varied range 
of antigens. A highly diverse immune repertoire is generated through V(D)J 
recombination. Additionally, the BCRs undergo somatic hypermutation, which 
increases the antigen binding specificity and affinity. Several bioinformatics tools 
have been developed to accurately determine the immune repertoires from 
genomic or RNA sequencing data, with a focus on the hypervariable complemen-
tarity-determining region 3 (CDR3) sequences. Some of these tools are specific to 
BCR or TCR, such as TRUST (62) and V’Djer (63), while others can work with 
both receptor types, such as MiXCR (64). There are also specific tools for scRNA-
seq data, such as BASIC (65).
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APPLICATIONS OF INTEGRATIVE BIOLOGY TO 
HUMAN DISEASES

Diseases are accompanied by many simultaneous changes in cell and molecular 
dynamics, such as gene and protein expression, metabolic pathways, and tissue 
cell population composition, that can be the cause or consequence of the disease 
state. An integrative approach to investigate these complex changes and interac-
tions can enable a more holistic understanding of immunology, including inhibi-
tion of viral replication, generation of protective immune responses, pathogen 
evasion of innate and adaptive immunity, and differences in susceptibility between 
individuals and populations (66).

The central dogma of molecular biology states that the information is 
transferred sequentially from mRNA to proteins (67). However, this does not 
always mean there is a perfect correlation between mRNA and protein expres-
sion, highlighting the importance of analyzing multiple layers of biological 
data (68). In fact, now it is clear that the correlation between mRNA and pro-
tein expression depends on the cell state. In steady-state conditions, mRNA 
and protein levels have a strong positive correlation, but during dynamic 
conditions, including stress responses that are cause or consequence of dis-
ease, post-transcriptional processes cause deviations from an ideal positive 
correlation (69).

MicroRNAs (miRNAs) are short and endogenous RNAs that play important 
regulatory roles by suppressing mRNA translation by directing mRNA degrada-
tion. Again, we might expect a negative correlation between miRNA levels and 
target protein expression, but the correlation patterns are more complex than 
expected (70). Nunez et al. observed positively correlated miRNA and mRNA in a 
mouse model during early stages of alcohol dependence, suggesting that early 
miRNA activation may play an important role to limit the effect of alcohol-induced 
genes (71). Recently, an extensive investigation revealed the miRNA–mRNA cor-
relation profile in human peripheral blood mononuclear cells (PBMC) in a rheu-
matoid arthritis cohort (70), leading to a better understanding of this and other 
autoimmune diseases (72). Similar efforts are being applied to profile the miRNA-
mRNA correlation in tumorigenesis (73).

As personalized and precision medicine evolves, integration of metabolo-
mics data with other layers of information becomes increasingly important. 
Nakaya et al. (74) used a systems analysis approach to uncover shared molecular 
signatures that predict influenza antibody response after vaccination. Briefly, 
they were able to identify transcriptomic signatures of innate immunity that 
could predict influenza vaccine-induced antibody titers. In addition, they 
uncovered many miRNA regulators of the response after vaccination. Another 
example study showing metabolomics integration with proteomics data uncov-
ered signatures of innate immunity, T-cell signaling, and platelet activation 
related to clinical tolerance to Plasmodium vivax (75). Another study showed the 
association between metabolic pathways and chronic obstructive pulmonary 
disease (COPD) phenotypes, applying an unbiased metabolomics and transcrip-
tomics approach, enabling the determination of phenotypic and outcome 
differences (76).
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The study of genetic variability is important in the context of human health, 
since it may be related to differential disease risk in a population. Genome-wide 
association studies showed that approximately 80% of single-nucleotide poly-
morphisms (SNPs) associated with human phenotypes are located within non-
coding regions, showing the potential association between these regions and the 
regulation of differential gene expression in health and disease (77) or in phar-
macologic susceptibility (78). These non-coding regions may explain part of the 
variation and tissue-specificity in mRNA expression levels (79). By integrating 
genomic and transcriptomic data, scientists can find other expression quantita-
tive trait loci (eQTLs) responsible for partial or complete alteration of gene 
expression (80).

Proteogenomics is an integrative approach between genomic and transcrip-
tomic data, which has greatly advanced the study of several pathologies, especially 
cancer (81). This approach includes two methods of extracting information. In 
one method, data from transcriptomics and genomics are used to create protein 
databases with new peptides that are not present in reference databases. 
Alternatively, transcriptomics data can be used to validate genomics data and 
refine gene models (82). For example, Mun et al. performed an extensive prote-
ogenomic characterization of patients with gastric cancer by integrating transcrip-
tional, protein, phosphorylation, and N-glycosylation data (83). The group 
identified markers that predict a patient’s prognosis and how they would respond 
to treatment. Similarly, this integration of proteogenic data has allowed a better 
understanding of colon cancer pathology and identification of potential therapeu-
tic targets (84). Integration of metabolome, proteome, and clinical data has also 
been a powerful approach in fields other than oncology. For example, potential 
biomarkers for sepsis prognosis have been identified, which may aid in the devel-
opment of new therapies for patients at higher risk of death (85).

To understand the response to herpes zoster vaccine, Li et al. (86) conducted 
a multi-layered study combining different datasets including transcriptomics, 
blood cell population flow cytometry, and plasma cytokine analysis to identify 
molecular networks correlated with adaptive immunity responses. The analysis 
revealed high correlations between distinct molecular signatures and biological 
convergence between the pathways identified by the metabolomic and transcrip-
tomic data. These convergences suggested that the transcription program of blood 
cells is potentially regulatory in response to metabolic stimuli. For example, the 
same gene network, consisting of heme biosynthesis, BCR signaling, and inositol 
phosphate metabolism, was highly expressed in subjects with higher viral load. 
There were also significant differences between young and old adults, including 
NK cells frequency and expression of inflammatory genes. This contextualization 
of immune responses related to vaccination provides a good example of how these 
new integrative biology techniques may aid in research involving complex molec-
ular responses such as biomarker identification and development of new immu-
nization protocols.

The integration of omics data in health and disease has enabled a more detailed 
understanding of molecular interactions. This approach has improved the ability 
to study highly complex diseases including psychiatric diseases (87), pulmonary 
diseases (88), cardiovascular diseases (89), and the role of the microbiota in 
inflammatory bowel diseases (90). 
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TOOLS FOR INTEGRATIVE ANALYSIS

The molecular complexity of many diseases and advances in data integration have 
popularized studies that integrate different levels of biological data. However, 
integrative data analysis depends on the data types available and the aims of the 
study. Consequently, with the emergence of multi-omic data, new challenges have 
appeared for the development of appropriate statistical computational methods to 
integrate these data. Methods are required for the integration of the same type of 
data collected from different studies and the integration of different types of data 
collected from the same sample, termed horizontal and vertical data integration, 
respectively (Figure 2) (91). Although not discussed in detail, we briefly review 
some concepts of omics data integration.

In addition to horizontal and vertical data integration, multiple layers of data 
can be integrated using top–down and bottom–up approaches. Bottom–up inte-
gration consists of associating genomics and/or transcriptomics data with pro-
teomics, metabolomics and/or clinical data in order to predict global changes in 
a cell or organism, such as phenotypic responses and key pathways. In contrast, a 
top–down approach consists of parallel clustering of different categories of data 
for automated and unified integration (92).

One bottom–up method used frequently in the integration of multiple omic 
layers is the search for correlations (93). This approach is based on regression 
methods and seeks to find elements that vary simultaneously in different layers, 
such as the search for SNPs and eQTLs that influence gene expression and are 
responsible for disease phenotypes (94). Co-expression network analysis is an 
informative bottom–up approach that can improve our knowledge in functional 
annotation and disease gene prediction (95). Recently, an integrative tool, 
CEMiTool, for the identification of co-expression modules was developed (95). In 
addition to unsupervised identification of co-expression modules, this tool allows 
automated integration with gene set enrichment analysis (96), which can identify 
whether the co-expression gene module is enriched for some relevant biological 
pathway and associated with a phenotype. This tool can also integrate co-
expression modules with protein–protein interaction data, which is useful to 
identify the key regulators of a network (95). Other bottom–up approaches 
include clustering of DNA, mRNA, miRNA, protein, metabolite, epigenetic, 
network, and manual annotation data for later integration. These approaches are 
concisely described in a review by Yu and Zeng (92).

MixOmics is a multi-omic integrative computational tool based on the R lan-
guage that is useful in a wide variety of omic studies. It is dedicated to the multi-
variate analysis of biological datasets with a specific focus on data exploration, 
dimensionality reduction, and data visualization (97). It offers a wide range of 
supervised statistical analysis methods that integrate multiple omic data to analyze 
relationships between these data. The methods include canonical correlation 
analysis, partial least squares regression, and PCA to perform discriminant 
analysis, horizontal or vertical integration, and the identification of molecular 
signatures (98, 99). Assuming the data have been normalized by specific methods 
(depending on its nature), mixOmics can explore and integrate different types of 
biological data. The input can be based on both discrete and continuous data such 
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Figure 2  Horizontal and vertical data integration. Horizontal integration joins the similar data 
type of n datasets for analysis, while vertical integration combines different data types from 
the similar types of samples. Vertical analysis can integrate individually generated results 
(middle panel) or extract complex patterns directly from the data in parallel (bottom).
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as mass spectrometry, microarray, proteomics, and metabolomics, or data gener-
ated by sequencing, such as RNA-seq, 16S, and metagenomic shotgun.

In contrast, a top–down approach consists of the parallel clustering of different 
categories of data for automated and unified integration (92). Top–down methods 
consist of statistical and machine learning tools such as joint models (100), 
Bayesian analysis (101), factor analysis (102), multiple kernel learning (103), 
deep learning (104), and simultaneous clustering (105). There are many useful 
data integration methods, and the method selection depends on the nature of 
the data to be analyzed. With the increasing availability of data on public data-
bases and the development of new methods, the tendency is for greater use of 
omic data integration.

CHALLENGES

With the continued advancement of NGS technologies, omics science is expected 
to move towards an increasingly integrative approach. With this shift, managing 
the vast amount of data generated and integrating these data in a significant way 
remains a challenge (106, 107). There are concerns about the data reproducibility 
and accessibility (108) and efforts to overcome this, such as the FAIR principles 
(109). The FAIR guideline suggests ways to data become Findable, Accessible, 
Interoperable, and Reusable. Additionally, curated databases and improved soft-
ware-database interoperability would facilitate data integration (110). Another 
part of the solution is the popularization of open source sharing platforms, such 
as GitHub, enabling developers and users to share and review their codes and 
scripts, as well as develop tools in collaboration with other researchers (111). 
A particular issue is to go beyond finding correlations to infer causality between 
two or more elements, such as concentration of metabolites and levels of gene 
expression (112). This remains a great challenge for integrative biology, which 
relies on molecular studies, both in vitro and in vivo, to attest the causation (93). 
It is important to develop new analytical methods to produce results that are easy 
to interpret, since the interpretation of the results can be another challenge as 
great as the creation of new tools (110). Finally, the evolution of integrative biol-
ogy also depends on massive computational resources, both for data storage and 
analysis (113).

CONCLUSION

Although a huge amount of biological data is being generated at incredible pace, 
this is not being translated to knowledge. A large fraction of the data has the 
potential to be applied in clinical practice, but they are idle in repositories or wait-
ing for the development of proper methods for data integration and interpreta-
tion. Traditionally, these data are generated by conventional hypothesis-driven 
methodologies. In this approach, the hypothesis is stated, tested and then accepted 
or refuted, based on the outcome. Alternatively, the popularization of high-
throughput technologies spreads the data-driven hypothesis, or hypothesis-free, 
approach. In data-driven hypothesis definition, models are created after data 
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analysis and only then a hypothesis is formulated and tested. This integrative and 
systems approach can reproduce complex disease states and, therefore, has higher 
chances of clinical implementation. Hypothesis-driven generation and data-
driven hypothesis generation are non-exclusive, since the latter can use the data 
produced by the former to create useful models for new hypothesis-driven stud-
ies. In this context, collaboration between bioinformatics and wet lab experts is 
essential for integrating multiple layers of information, which is, and will continue 
to be, very useful for elucidating how disease processes occur and for the develop-
ment of new therapeutic interventions.
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Abstract: The rise of omics techniques has resulted in an explosion of molecular 
data in modern biomedical research. Together with information from medical 
images and clinical data, the field of omics has driven the implementation of per-
sonalized medicine. Biomedical and omics datasets are complex and heteroge-
neous, and extracting meaningful knowledge from this vast amount of information 
is by far the most important challenge for bioinformatics and machine learning 
researchers. In this context, there is an increasing interest in the potential of deep 
learning (DL) methods to create predictive models and to identify complex 
patterns from these large datasets. This chapter provides an overview of the main 
applications of DL methods in biomedical research, with focus on omics data 
analysis and precision medicine applications. DL algorithms and the most popu-
lar architectures are introduced first. This is followed by a review of some of the 
main applications and problems approached by DL in omics data and medical 
image analysis. Finally, implementations for improving the diagnosis, treatment, 
and classification of complex diseases are discussed.
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INTRODUCTION

The amount of available biological data has increased exponentially since the 
emergence of high-throughput technologies such as microarrays and next-gener-
ation sequencing (1), introducing biology to the big data era. These methods initi-
ated the so-called omics revolution, where large amounts of omics data providing 
global information about different properties of genes, proteins or biomolecules 
can be generated within a short period of time in a cost-effective way. These meth-
ods have revolutionized biomedical research by providing a more comprehensive 
understanding of the biological system under study and the molecular mecha-
nisms underlying disease development. The generation of such a large amount of 
data in biomedicine requires the application of advanced informatics techniques 
in order to extract new insights and expand our knowledge about diseases, 
improve diagnosis, and design personalized treatments. In this context, DL algo-
rithms have become one of the most promising methods in the area (2).

DL is a subset of machine learning (ML) algorithms characterized by the use of 
artificial neural networks (ANN). ANNs are inspired by biological neural networks 
in a sense that they are formed by interconnected artificial neurons, which receive 
an input, apply a transformation to the data, and return an output (which can be 
an input for another neuron). DL is gaining popularity as a powerful approach 
that can encode and learn from heterogeneous and complex data, in both super-
vised and unsupervised settings. DL methods have achieved considerable improve-
ments in classical artificial intelligence challenges like language processing, speech 
recognition, and image recognition (3). In the context of biomedical research, DL 
methods have drawn the attention of many researchers, and there is an increasing 
number of applications in omics data analysis. Omics data analysis is frequently 
impeded by low signal to noise ratios, datasets with large number of variables and 
relatively small number of samples or large analytical variance. In this context, DL 
techniques have already over-performed previous methods in terms of sensitivity, 
specificity and efficiency (4). In addition, DL algorithms not only have the chal-
lenge of analyzing each kind of data separately but also have the challenge of 
integrating different omics layers or even other sources of information such as 
medical images or clinical health records. This big data analysis and integration is 
fueling the implementation of personalized medicine approaches allowing early 
detection and classification of diseases or personalized therapies for each patient 
depending on their biochemical background. This chapter reviews the main appli-
cations of DL methods to omics data analysis with a focus on the types of analysis, 
challenges, and opportunities in precision medicine. 

DEEP LEARNING METHODS

DL networks are a class of ML algorithms whose aim is to determine a mathemati-
cal function f that maps a number of inputs, x, to their corresponding outputs, y, 
such as y = f(x). A simple feedforward network y = f(x;w) = LN(LN-1​(….L1(x)) is 
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defined as a composition of N nonlinear transformations Li(1<=i<=N) where 
each function Li corresponds to a hidden layer activation, and w is the learn-
able weight contained in all filter bank layers that are updated during the 
training. 

Under the supervised learning approach, the training of these networks is 
often done iteratively in which a set of training data, also called batch, with 
their ground truth labels are provided to the network as input. After a feed-
forward of this batch through the network’s layers, the output layer computes 
the loss function as the difference between the calculated prediction and the 
correct response. After computing the loss function, all layers’ weights are 
updated so that the loss error of the next iteration is minimized. This weight-
tuning operation is performed using a back-propagation algorithm (5) where 
the error function gradient is propagated in the opposite direction through 
the network after a batch of feedforwards to adjust filter banks, thereby 
learning the value of the parameter w that results in the best function 
approximation.

Deep feedforward neural network (DFF)

DFFs, also called multilayer perceptrons, constitute the simplest DL architec-
ture. In these models, the input information x flows to its corresponding out-
put y through an intermediate function f being evaluated and learned inside 
the neural network layers. These models are called feedforward since there are 
no feedback connections in which outputs of the model are fed back into 
themselves. 

Convolutional neural network (CNN)

CNNs are the most adequate DNNs to deal with high multi-dimensional data 
like medical images. In medical imaging applications, CNNs act like a long 
dimensionality reduction process, binding input images to their classification 
scores outputs (e.g., disease or healthy patient). The building block layers of a 
CNN are convolutional layer, pooling layer, and fully connected layer. Generally, 
DL CNNs are applied with a transfer learning strategy to enhance their perfor-
mance in dealing with relatively small datasets. Transfer learning consists of 
transferring prior learned knowledge from a source domain into a target domain. 
This approach is carried out by using one of the well-known CNNs pre-trained 
on a large dataset such as ImageNet (6), either for further training on the new 
data or to reuse it as a features extractor (7). Rawat and Wang (8) wrote a more 
comprehensive review on CNNs history and their architectures. Some of the 
most influential CNNs are summarized in Table 1.

Recurrent neural network (RNN)

RNNs are neural networks used especially for sequential data in a way that the 
reached output decision at time step t – 1 affects the decision which will be 
reached one moment later at time step t. These networks have two input sources, 
the present and the recent past, which are combined to determine how they 
respond to new data.
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Long-/short-term memory (LSTM)

The main drawback of RNNs is the vanishing gradient problem. To address this 
issue, a variant of RNN called LSTM was proposed. LSTMs aim to preserve the 
error that can be back-propagated through time and layers. In fact, they allow 
recurrent nets to continue to learn over many steps by maintaining a more 
constant error. LSTMs contain information outside the normal flow of the recur-
rent network in a gated cell. Information can be stored in, written to or read from 
a cell, much like data in a computer’s memory.

Deep belief network (DBN)

To learn deep features representation, a DBN (9) is built with a concatenation of 
several restricted Boltzmann machine (RBM) stacked on each other. RBM is the 
core component of DBN models (10), being a generative stochastic model that can 

TABLE 1	 Summary of some of the most influential CNNs

CNN Layers Parameters Comments

LeNet 5 60 000 First CNN to be trained on a large dataset (5, 87)

AlexNet 7 60 million Variation of LeNet. First CNN model to win the 
prestigious ILSVRCa in 2012 (88).

GoogLeNet 22 4 million Winner of ILSVRCa in 2014 (89). The main 
contribution is the inception module which 
is composed of different parallel small 
convolutions.

VGGNet 16 - Initially the runner-up in ILSVRC 2014 behind 
GoogleNet (90)

ResNet 18, 34, 50, 
101 or 152

11.7 million – 
60.2 million

To overcome the gradient vanishing issue, ResNet 
authors (91) proposed using a residual function 
F(x) = H(x) - x, where H(x) is the standard 
mapping function that we want to learn with an 
input x through few stacked non-linear layers. 
By reformulating it as H (x) = F (x) + x, where 
F(x) and x represent the stacked non-linear 
layers and the identity function, respectively. 
Based on their hypothesis, it is better to optimize 
the reformulated residual mapping function F(x) 
than optimizing the original mapping H(x).

DenseNet 121, 161, 169 
or 201

8 million – 
20 million

Presented in (92) to take advantage from previous 
findings regarding CNN’s depth increasing and 
identity shortcut connections. The specificity of 
this new network architecture is that each layer 
is connected to all its previous and next layers. 

aLarge Scale Visual Recognition Challenge.
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be used either for unsupervised or supervised learning. It is composed of two 
layers, an input visible layer and an adjacent hidden layer trained with the aim to 
learn a probability distribution in the input set. Nevertheless, unlike original 
Boltzmann machine (11), intra-connections between hidden–hidden or visible–
visible layers in an RBM are disjointed forming a bipartite graph.

Autoencoder (AE)

Generally, AEs act in an unsupervised manner trying to learn a distribution of 
a given dataset (12) and are often used as a dimensionality reduction network 
(13). AEs try to learn a mapping function M w, b (x) = x' ≈ x throughout 
stacked hidden layers mapping an input data x to its similar identity x' 
Generally, an AE is composed of an encoder and a decoder. The first one is 
trying to learn a set of low-dimensional representation features z, while the 
second is trying to reconstruct a similar copy of x using only learned fea-
tures z. A special case of AEs is sparse autoencoder (SAE) (14), where sparsity 
is introduced into the hidden units by making the number of nodes in the 
hidden layer z bigger than in the input layer x. When several SAEs with only 
their encoding parts are stacked on each other, we obtain a stacked sparse 
autoencoder (SSAE) which is often trained in a bottom–up greedy fashion to 
learn deep feature representation from the data (14).

DEEP LEARNING APPLICATIONS IN OMICS DATA ANALYSIS

DL algorithms are specially suitable to analyze complex, heterogeneous, and high-
dimensional data such as omics datasets (15). This section reviews some cases of 
omics data analyses in which DL methods have provided significant insights, and 
the next section provides an overview of some of the main applications in the 
context of precision medicine, such as biomarker discovery for disease classifica-
tion. A summary of the main applications is provided in Figure 1.

Genomics and sequence analysis

Genomics uses a set of techniques to analyze DNA sequences for studying the 
structure and function of genomes, gene regulation, and genetic alterations that 
can be associated with several diseases. During the last years, DL methods have 
been applied to genomics data to address several questions. For instance, Poplin 
et al. developed a method to detect single-nucleotide polymorphisms (SNP) and 
indels by applying CNNs, which outperformed previous tools (16). In this 
context, other approaches have applied ResNets (17), DFF (18) or CNN (19) to 
predict the pathogenic consequences of genetic variants. In addition, Xie et al. 
applied DFFs and SAEs to predict the effect of genetic variants on gene expres-
sion (20). In the field of functional genomics, DL algorithms have been applied 
to predict enhancers’ sequences and regulatory motifs in the genome (21–25) 
from heterogeneous sources of data (histone modifications, chromatin accessi-
bility and so on). Wang et  al. applied CNNs to quantify transcription factor 
(TF)-DNA binding affinities (26). Oubounyt et  al. combined a CNN and an 

CP-08.indb   41 11/4/19   3:43 PM



Martorell-Marugán J et al.42

Figure 1  DNNs have been applied to several biological data types. At the top, there are the 
different types of data. At the middle, there are some examples of DNNs structures. At 
the bottom, there are some of the main applications achieved with these methodologies. 
Source of medical images: TCIA (93) for MRI and CT; Chest X-Ray database (94) for X-Ray; 
MedPix® (https://medpix.nlm.nih.gov) for US; TCGA (58) for the histopathological image 
and ISIC (https://www.isic-archive.com) for the skin lesion. Some graphical elements 
were downloaded from Stockio (https://www.stockio.com/) and Freepik (https://www.
freepik.com/).
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LSTM to predict promoter sequences in genes (27). DL algorithms have also 
helped to identify splice junctions through CNN (28).

Genome-wide association studies

Another important field of application of genomics techniques is the screening of 
genetic regions (loci) that associate with diseases/phenotypes, what is termed 
genome-wide association studies (GWAS). In this context, GWAS analyses iden-
tify SNPs in genomic locations that are incorporated into risk prediction models 
traditionally analyzed by polygenic risk scores (29). However, this method pres-
ents certain limitations such as the inability to reduce the missing heritability, 
dealing with epistasis, assumption of a global linear association model or the rep-
lication of results in different samples (30). 

As an alternative, supervised learning algorithm, especially DL models, is 
gaining relevance in this field. Promising results have been shown by Montaez 
et al. (31) that developed a DL framework for the classification of obesity as a 
binary phenotype. However, the predictive capacity of these genetic markers is 
weak because it is based on single locus. More recently, Fergus et al. (32) modeled 
the epistatic effects of SNPs using SSAEs to classify term and preterm births obser-
vations in African-American women. Although it shows a good performance in 
classification and the capture of loci interactions, it suffers from the common 
black-box problem. The selected SNPs loose the GWAS context making it very 
difficult to evaluate their contribution to the phenotype. A different approach is 
the one proposed by PGMRA (33), a deep unsupervised and data-driven ML 
method designed for fusing genotypic–phenotypic analysis in a semi-supervised 
fashion including unsupervised non-negative matrix factorization (NMF) method 
as an AE (13), multiobjective optimization and pooling, interpretable association 
of types of knowledge, and labeling the associations. Each layer has its own learn-
ing process and constitutes the input of the next layer. The results from PGMRA 
are interpretable and have been able to decrease the missing heritability and iden-
tify the epistatic sets of markers that are composed of the genotypic–phenotypic 
architecture of a disease or trait (34).

Transcriptomics

Transcriptomics quantifies the expression level of all RNA transcripts that are pro-
duced in a cell. Transcriptomics raw data are usually processed to generate expres-
sion matrices containing an estimate of expression level of each gene or transcript 
across several samples and conditions, which are typically the input of DL 
methods. There is a broad range of transcriptomics applications in which DL has 
been successfully applied. For example, one of the main goals of gene expression 
data is the analysis of alternative splicing (i.e., the synthesis of different transcripts 
isoforms from the same gene). In this context, Zhang et al. notably achieved to 
analyze differential splicing between different samples using RNA-seq data and 
combining a DNN and a Bayesian statistical model (35). On the other hand, 
CNNs have been applied to identify actual splice junctions from false positives 
generated during RNA-seq reads alignment (36). In addition, Jha et al. proposed 
a model to integrate RNA-seq and CLIP-seq data in order to improve the study of 
alternative splicing (37).
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Another major research focus in transcriptomics is the prediction of other 
types of RNAs, such as non-coding RNAs (ncRNAs), and the characterization of 
their expression. In this context, Hill et  al. proposed an RNN to differentiate 
between coding and non-coding RNAs (38), demonstrating the capability of their 
algorithm to identify ncRNAs without providing their model with previous 
knowledge. Tripathi et al. developed a method to detect long ncRNAs (lncRNAs) 
(39). They reached a remarkable 99% accuracy rate applying a DFF to reference 
databases. Long intergenic ncRNAs (lincRNAs), a type of lncRNAs which are tran-
scribed in intergenic regions, have been also successfully predicted feeding an AE 
with previous knowledge about lincRNAs (40). 

Epigenomics

Epigenomic studies identify modifications in DNA that comprise markers that can 
potentially alter gene expression without modifying the DNA sequence itself. 
There are several epigenetic markers such as DNA methylation, histone modifica-
tion, and specifically positioned nucleosomes. DNA methylation perhaps is the 
most studied epigenetic modification. DNA methylation studies generate meth-
ylation matrices that, like gene expression matrices, can be used for biomarker 
discovery or disease classification problems. In this context, DL methods have 
been used to accurately predict the sequences recognized by DNA- and RNA-
binding proteins using CNNs (41). A key advantage of this method is the capabil-
ity to integrate data from different technologies used in epigenomics studies, like 
chromatin immunoprecipitation (ChIP)-seq or cross-linking immunoprecipita-
tion (CLIP)-seq. DNase I sequencing data have been also used for predicting the 
three-dimensional chromatin state in a cell using CNN (42). On the other hand, 
Wang et  al. accurately predicted DNA methylation state feeding SAEs with 
sequence and Hi-C data (43). Histone modifications, similar to DNA methylation, 
do not affect DNA sequence but can modify its availability to the transcriptional 
machinery. Using CNNs, Yin et al. designed an algorithm to predict these histone 
modifications by integrating sequence and DNase data (44). In addition, Singh 
et al. used a CNN to infer gene expression from histone modifications data (45), 
while Sekhon et al. used a LSTM to predict differential gene expression, also from 
histone modifications data (46).

Proteomics and metabolomics

Proteomics comprises a set of techniques that can be used to quantify expression 
levels, post-translational modifications or localization of proteins in a cell or a 
biological sample. Metabolomics is the study of a complete metabolome, which 
are small molecules that participate in general metabolic reactions. The technolo-
gies used by these omics-streams are, among others, mass spectrometry (MS) or 
nuclear magnetic resonance (NMR), and the first challenge for researchers in this 
field is to assign raw instrumental signals to proteins or metabolites.

In proteomics, the most common experimental strategy is to split proteins 
into short amino acid chains (peptides) and to analyze these peptides in an MS. 
The MS output signals are compared to peptide profiles stored in public or pro-
prietary databases to identify them. However, these databases are still incomplete 
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and inaccurate. In this context, Zhou et al. developed a software that uses a LSTM 
network to predict peptide MS/MS spectra (47). Knowing peptide spectra a priori 
facilitates the task of assigning MS/MS spectra to peptides comparing them to the 
theoretical spectra. Another proteomics application is de novo peptide sequenc-
ing, which is essential for proteins characterization. In this field, Tran et al. sur-
passed previous software combining CNN and LSTMs networks to effectively 
accomplish such a difficult task (48). Once the collection of peptides has been 
sequenced in a proteomics sample, the next challenge is to identify the proteins 
of origin of such peptides. Kim et  al. addressed this problem through a CNN 
(49), getting better results than other dedicated libraries for this task. DL has 
been also applied to predict protein secondary structures from their amino acid 
sequences (50).

NMR technology is essential for both proteomics and metabolomics data gen-
eration. However, it has the technical limitation to return many noise signals that 
should be filtered in order to improve accuracy. Kobayashi et al. automated this 
necessary step by applying CNNs to remove noise peaks from NMR spectra (51), 
thereby improving the performance.

Applying DL methods to metabolomics data is especially challenging because 
they are unable to identify specific factors that contribute to individual samples, 
which is essential in these types of experiments (52). Despite this fact, some DL 
applications have been developed in this field providing interesting results. For 
instance, Date and Kikuchi combined DNN and mean decrease accuracy metric to 
analyze NMR-based metabolomics data (52). Asakura et al. also applied DNNs to 
metabolomics data, overperforming other ML applications (53).

CLINICAL APPLICATIONS AND PRECISION MEDICINE

Precision medicine basically aims to move away from general therapies for a broad 
population to individualized targeted therapies and treatment protocols depend-
ing on each patient’s molecular background (54), or establish preventive medicine 
strategies based on disease susceptibility estimation (55). Omics data have a key 
role in this transition as they enable studying diseases from several simultaneous 
levels (e.g., DNA sequence, gene expression, and medical images) and identifying 
which parts of the complex biological functions are altered. In this new scenario, 
several ML-based approaches have been applied to medicine (56). However, 
although ML has been demonstrated to be useful in several precision medicine 
applications, it has some disadvantages that can be overcome by DL architectures. 
For instance, ML performance has a strong dependence on the data preprocessing 
to extract features, while DL models include this feature extraction (57).

Biomarker discovery and patient classification

One of the most common applications of omics technologies in biomedical 
research is the identification of new biomarkers for early diseases diagnosis, treat-
ment response, and classification. The availability of large amounts of public 
omics data, especially in cancer, such as The Cancer Genome Atlas (TCGA) 
(58),  has permitted the identification of new biomarkers with both DL and 
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non-DL strategies. A promising study applied an SDAE to classify breast cancer 
samples from the TCGA database into healthy or diseased using gene expression 
data (59). In addition, this method identified a set of highly interactive genes 
which could be good cancer biomarkers. Gene expression data from TCGA have 
also been exploited to accurately differentiate samples into different cancer types 
(60). On the other hand, Si et al. used an AE to classify healthy and breast cancer 
patients using methylation data (61), while Chatterjee et al. used CNN to classify 
different cancer types by their methylation patterns, achieving very promising 
results (62). Multiple omics (RNA-seq, miRNA-seq, and methylation data) have 
been combined by Chaudhary et al. to classify liver cancer patients into different 
survival groups (63). Authors used TCGA data to train their AE model, but they 
expect to improve their method using more clinical data in the future. In a similar 
work, Olivier et al. integrated the same kinds of omics data from TCGA to stratify 
bladder cancer patients by their survival chances (64). They used an AE approach 
to split patients into two survival groups. They also used these clusters to identify 
biomarkers linked to survival rates. Biomarkers for Alzheimer’s disease have also 
been proposed using DFFs (65). Another precision oncology application is a tool 
developed by Yuan et al. to classify cancer types based on somatic mutations (66). 
The authors combined a DFF with other statistical techniques. They trained and 
tested their method with TCGA data for 12 cancer types.

Medical imaging

Medical imaging is one of the main tools for the transition from traditional medi-
cine to precision medicine. This section reviews some DL-based imaging applica-
tions in the context of disease classification and diagnosis.

In skin cancer, the first step for diagnosing is based on visual inspections by 
dermatologists. Consequently, skin cancer diagnosis is a classical image recogni-
tion problem where researchers have applied ML methods and image recognition 
approaches. In a recent work, Estava et al. trained a CNN with thousands of clini-
cal images to automatically identify whether a skin lesion is a skin cancer symp-
tom (67). With their method, they obtained results as good as a panel of expert 
dermatologists. Some other studies addressed this problem with CNNs (68), all of 
them with promising results, and it is expected that this research will be translated 
in a few years into mobile applications able to accurately diagnose skin cancer 
lesions.

In the context of brain cancer, tumor segmentation is essential to define the 
shape and size of the tumor and apply diagnoses and therapies accordingly. This 
tumor segmentation is usually made manually by doctors using magnetic reso-
nance imaging (MRI) images. However, this crucial task is very time-consuming 
and subjective. Therefore, there has been a lot of interest in automating tumor 
segmentation from MRI data. This task is very challenging because MRI data con-
sist of 3D images where tumors are very different between patients, and in addi-
tion, they are very heterogeneous images depending on the device and experimental 
procedures employed (69). Several researchers addressed this challenge using 
CNNs (70–72) or SAEs (73).

Analysis of histopathological images is one of the most common tests for can-
cer diagnosis. As with brain tumor segmentation, the analysis of images is manu-
ally performed by pathologists, which is a time-consuming task. In this context, 
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several attempts have been made in order to automate this process. Litjens et al. 
reported a CNNs-based strategy for prostate and breast cancer diagnosis (74), 
although their results are very preliminary and much more research is necessary 
in this field. In addition, Xie et al. recently combined different DL algorithms to 
classify breast cancer subtypes from histopathological images (75). Colorectal pol-
yps have been also classified applying a ResNet (76).

Computed tomography (CT) is used for the diagnosis of several diseases due 
to its capacity to generate three-dimensional anatomic images. Some DL 
approaches will likely enable the use of CT images in precision medicine. Roth 
et al., for instance, proposed the application of CNNs to automatically classify CT 
images into the different human anatomical parts (77). Such classification is the 
first step in many CT-based diagnostic strategies. There are also some specific 
applications in this field, for instance, for pancreas segmentation (78) or coronary 
artery calcium scoring (79).

Ultrasound (US) imaging is another imaging technique with many medical 
applications, for instance, in heart dysfunctions diagnosis. Carneiro and 
Nascimento innovated this field using DBNs to left ventricle endocardium 
tracking, allowing the automatic detection of different cardiopathies (80). On the 
other hand, Lekadir et al. applied a CNN to characterize carotid plaque composi-
tion (81). In addition, Biswas et al. developed a DL method to characterize liver 
US images, allowing the diagnosis and stratification of liver pathologies (82).

Some DL methods have been also applied to X-ray images. For instance, Nasr-
Esfahani et al. used a CNN to detect vessel regions, a necessary step for coronary 
artery disease diagnosis (83). Bone age assessment is a common technique to 
detect growth abnormalities, and currently, it is done manually by comparing the 
X-ray images from databases. However, some authors applied DL algorithms to 
automate this process (84, 85).

Finally, facial images are being used with very promising results for automatic 
disease diagnosis. In a very recent work, Gurovich et al. have presented a facial 
analysis framework for genetic syndrome classification (86). They used patient 
facial images and CNNs to quantify similarities of facial features to hundreds of 
syndromes outperforming clinicians in diagnosis tasks.

CONCLUSION

Omics technologies are not only changing the way we study biomedicine but also 
introducing novel analytical challenges to bioinformatics analysts. DL is a promis-
ing approach to analyze these complex and heterogeneous datasets to drive preci-
sion medicine. This chapter reviewed some of the most common DL applications 
in omics data analysis and precision medicine. Although these methods have been 
used with very promising results, there are important considerations to take into 
account. The most successful application of DL in biomedical research to date has 
been in supervised learning; therefore, a crucial step is to avoid biases in training 
sets as quality of learning depends on the quality of the input data. No single 
method is universally applicable, and the choice of whether and how to use DL 
approaches will be problem-specific. Conventional analytical approaches will 
remain valid and have advantages when data are scarce or if the aim is to assess 
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statistical significance, which is currently difficult using DL methods. Another 
limitation of DL is the increased complexity, which applies both to model design 
and to the required computing environment. The application of DL methods to 
omics and precision medicine is a very new field. Although there are still some 
limitations, there is an increasing interest and research efforts that is resolving the 
major shortcomings and providing with very promising applications. The increas-
ing availability of a larger number of omics datasets, medical images and clinical 
health records is fuelling the promising applications of DL technology that in the 
near future will play an increasingly important role in this field.
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Abstract: This chapter focuses on several biological sequence analysis techniques 
used in computational biology and bioinformatics. The first section provides an 
overview of biological sequences (nucleic acids and proteins). Bioinformatics 
helps us understand complex biological problems by investigating similarities and 
differences that exist at sequence levels in poly-nucleic acids or proteins. Alignment 
algorithms such as dynamic programming, basic local alignment search tool and 
HHblits are discussed. Artificial intelligence and machine learning methods have 
been used successfully in analyzing sequence data and have played an important 
role in elucidating many biological functions, such as protein functional classifica-
tion, active site recognition, protein structural features identification, and disease 
prediction outcomes. This chapter discusses both supervised and unsupervised 
learning, neural networks, and hidden Markov models. Sequence analysis is 
incomplete without discussing next-generation sequencing (NGS) data. Deep 
sequencing is highly important due to its ability to address an increasingly diverse 
range of biological problems such as the ones encountered in therapeutics. 
A complete NGS workflow to generate a consensus sequence and haplotypes is 
discussed. 
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INTRODUCTION

It has been estimated that over 12 million different species exist on the planet (1). 
The biodiversity across all life forms including plants, animals, and microbes can 
be attributed to their unique genomic and proteomic composition. Like an instruc-
tion manual that guides about all the sequential tasks to be done in the right order 
to accomplish a process, the biological organisms have all the details in their 
genes, creating combinations of nucleotides resulting in the diversity that we see 
in the biological world. There are two types of nucleic acids, DNA (deoxyribonu-
cleic acid) and RNA (ribonucleic acid). In 1953, Watson and Crick proposed that 
the DNA is made up of two long poly-nucleotide chains comprising of four nucle-
otides, namely adenine (A), guanine (G), cytosine (C), and thymine (T) (2). 
In RNA, however, thymine is replaced by the nucleotide uracil (U) as a comple-
mentary nucleotide to adenine. The strands in both DNA and RNA have a 
polyphosphate backbone with adjacent nucleotides forming polyphosphate 
di-ester bonds. DNA is a double-stranded structure; the two chains are twisted 
around each other with hydrogen bonds between the base portions of nucleotides 
holding the two chains together. The sequence of bases in DNA is of crucial 
importance as it contains the code to the formation of diverse proteins and hence 
the complexity and diversity of life. The unique order of bases in DNA results in 
the creation of basic hereditary units called genes. In 2003, the human genome 
project initially estimated 20,000 genes in the human genome (3, 4), and these 
estimates were later revised to 25,000–30,000 genes (5). Based on the sequence 
of DNA, enzymes like RNA polymerase create single-stranded messenger RNA 
(mRNA) that later translate into proteins. This whole process of decoding 
the  DNA  sequence into a protein is referred to as the “central dogma of life” 
(6).  Depending on different organisms, all genes may not code for proteins. 
Composed of amino acids, proteins are much more complicated than nucleic 
acids. There are 20 major amino acids which make up proteins, and each protein 
can have them assembled in different numbers and order. Amino acid sequence of 
proteins is also of crucial importance as it not only determines the physiochemical 
properties of proteins but also determines the different conformations they can 
create in a three-dimensional space (7). These conformational changes result in 
complicated protein structures that in turn allows them to serve unique biological 
functions, for example, transport, functional regulation, and homeostasis. 
Therefore, the importance of nucleotide sequence in DNA/RNA and of amino 
acids in proteins cannot be overstated. 

Sequence comparison of DNA can allow us to compare the differences at gene 
level across different organisms and species. Comparative genomics is a branch of 
science that uses bioinformatics techniques extensively to trace the genes across 
multiple species and study their similarities and differences. Such studies help us 
infer the functional and structural characteristics of newly found or existing pro-
teins. Programmatically, biological sequence analysis is not much different than 
comparing strings and text, and thus, developing the concept of alignment is 
important. Sequences evolving over species and clades through mutations include 
insertions, deletions (indels), and mismatches. When comparing two biological 
sequences, an alignment is generated to view differences between the sequences 
at each position. 
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PAIRWISE ALIGNMENT AND DYNAMIC PROGRAMMING

Pairwise alignment involves comparing two sequences against each other and 
finding the best possible alignment between them. The process involves scoring at 
each position for match, mismatch, and indels. Since matches are preferred over 
deletions, matches are normally assigned the highest scores, and lowest for inser-
tions. Similarity between two sequences is inversely proportional to the number 
of mismatches and indels in their alignment. Although the scoring for alignment 
can be as simple as +1 for match, 0 for mismatch, and −2 for insertion, different 
scoring models have been developed based on the statistically relevant frequen-
cies of one amino acid changing into another. 

Needleman–Wunsch algorithm

Initially developed by Needleman and Wunsch in 1970, the algorithm is based on 
dynamic programming and allows for global or end-to-end alignment of two 
sequences (8). The algorithm involves three main steps, namely initialization, cal-
culation, and trace back. A matrix of dimensions i, j is initialized, where i and j are 
the length of two sequences under comparison. In the second step, F(i, j ) highest 
score for each comparison at each position is calculated,

	 F(i, j ) = max {F(i−1, j−1) + s(xi, yi ), F(i−1, j ) − d, F(i, j−1 ) − d}

where “s(xi, yi)” is the match/mismatch score and “d” is the penalty for deletion.
After the maximum score for each position in the matrix is calculated 

(Figure 1), trace back starts from the last cell (bottom right) in the matrix. Each 
step involves moving from the current cell to the one from which the value of the 
current cell was derived. A match or mismatch is assigned if the maximum score 
was derived from a diagonal cell. Insertion/deletion is assigned if the score was 
derived from the top or left cell. After the trace back is completed, we have two 
sequences aligned end to end with each other with an optimal alignment score (9). 

Smith–Waterman algorithm

Initially proposed by Smith and Waterman in 1981, the algorithm allows for local 
sequence alignment and is like the Needleman–Wunsch algorithm (10). Local 
sequence alignment can be used in situations where it is required to align smaller 
subsequences of two sequences. In the biological context, such a situation may 
arise while searching for a domain or motif within larger sequences. The algo-
rithm comprises of the same steps as Needleman–Wunsch; however, there are two 
main differences. Computation of max score also includes an option of 0:

	 F(i, j) = max {0, F(i−1, j−1) + s(xi, yi), F(i−1, j) − d, F(i, j−1) − d}

Assignment of “0” as max score corresponds to starting a new alignment. It allows 
for alignments to end anywhere within the matrix. The trace back therefore starts 
from the highest value of F(i, j) in the matrix and ends where it encounters 0. 
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HEURISTIC LOCAL ALIGNMENT

One main challenge in bioinformatics sequence analysis is decoding the vast 
number and length of sequences. These big data of protein and DNA sequence 
databases (over 100 million sequences) come from species across the tree of life. 
Although the local alignment methods based on dynamic programming are quite 
accurate and guarantee to find an optimally scored alignment, they are slow and 
not practical for sequence alignments against databases with millions of sequences. 
The time complexity of dynamic programming algorithms is O(mn), that is, the 
product of sequence lengths. In the initial attempts to improve the speed for 
sequence comparisons, heuristic algorithms like BLAST (11), BLAT (12), and 
FASTA (13, 14) were created. Further advancements in the efficiency of similarity 
search algorithms came with algorithms like LSCluster (15), Usearch (16), 
Vsearch (17), Diamond (18) and Ghostx (19). In general, these algorithms search 
for exact matches and extend the alignment from those matches trying to estimate 
the optimal scoring alignment. 

Basic Local Alignment Search Tool, initially developed by Altschul and col-
leagues (11), is based on the idea that the best scoring sequence alignment would 
contain the highest number of identical matches or highly scoring sub-alignments. 
The algorithm carries out the following steps: (i) reduce the query sequence into 
small subsequences called seeds, (ii) search these seeds across the database for 
exact matches, and (iii) extend the exact matches into an un-gapped alignment 
until a maximal scoring extension is reached. The use of seeds to first search for 

Figure 1  Needleman–Wunsch matrix. The calculation uses scores for match +2, mismatch −1, 
and gap −2. The arrows show the matrix cell from where the value is generated. Red-
coloured cell values show the trace back that creates alignment.
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exact matches greatly increases the whole searching process and the un-gapped 
alignment misses only a small set of significant matches. The accuracy and sensi-
tivity of BLAST made it amongst the most widely used search algorithm in the 
biological world. A variant of BLAST named Position-Specific-Iterative BLAST 
(PSI-BLAST) extends the basic BLAST algorithm (20). PSI-BLAST performs 
multiple iterations of BLAST and uses the hits found in one iteration as a query for 
the next iteration. Although slower due to sheer amount of calculations required, 
PSI-BLAST is considered a reliable tool to find distant homology relationships. 

Although BLAST and PSI-BLAST are extensively used, recently developed 
methods offer results with higher accuracy and sensitivity. Hidden Markov mod-
els (HMM) have been used efficiently for numerous applications to understand 
and explore biological data. One such example is HMM–HMM-based lightning 
fast sequence search (HHblits) introduced in 2012 (21). The tool can be used as 
an alternative for BLAST and PSI-BLAST and is 50 to 100 times more sensitive. 
The high sensitivity of the tool can be attributed to the algorithm which relies on 
comparing the HMM representations of the sequences. Although profile–profile 
or HMM–HMM alignments are very slow to compute, the prefilter in HHblits 
reduces the required alignments from millions to thousands, thus giving it a con-
siderable speed advantage. HHblits represents each sequence in the database as a 
profile HMM. Prefiltering reduces the number of HMM comparisons for similarity 
search by selecting only those target sequences where the largest un-gapped align-
ment exists, and a Smith–Waterman based alignment reveals a significant E-value. 

MACHINE LEARNING AND SEQUENCE ANALYSIS

Biological data provide amongst the perfect use cases of machine learning and 
artificial intelligence algorithms. This is the reason that researchers in the field of 
bioinformatics and computational biology have used statistical analysis and infer-
ence since the very beginning. Techniques like maximum likelihood (22) and 
neighbor joining (23) have been used for comparative genomics. Naïve Bayes and 
Markov chains have been extensively used for sequence analysis. Logistic regres-
sions, support vector machines, and random forests have been used in numerous 
applications ranging from prediction of protein sequence or structural elements to 
classification of proteins into different structural and functional classes. With the 
development of deep neural networks, we observe an increase in the use of 
the  algorithms like long short-term memory (LSTM) (24) and convolutional 
neural networks (CNN or ConvNet) (25) to predict the different features and 
behavior of proteins, for example, protein contact prediction and prediction of 
post-translational modifications.

Machine learning methods are broadly divided into two types, supervised and 
un-supervised learning. Based on the inherent features of the data, if it is not 
labeled and cannot be assigned to any type, then classification is done using unsu-
pervised learning. For instance, the classification of proteins into different groups 
is done based on their sequence similarity to each other. K-means clustering algo-
rithm (26) and Markov clustering (27) can be used in unsupervised classification. 
On the other hand, if the data are labeled into different sets, this information can 
be used to train the computer by showing it positive and negative examples. 
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Once the training is complete, the accuracy of training can be tested using similar 
data not used in the training dataset. Any classification technique following 
training and testing procedures using labeled data is termed supervised machine 
learning. Examples for this type of learning include SVM, HMM, random forest, 
and CNN. 

Hidden Markov Models

HMM is a statistical method that can be used to predict the probability of occur-
rence for a future event. HMMs provide the foundations for a range of complex 
models that can be used for multiple sequence alignment, profile searches or detec-
tion of sequence elements. In order to understand the HMMs and their use in 
biological data, consider the example of binding site recognition on a DNA 
sequence. There is an observable sequence of nucleotides which in the right order 
hides underneath a binding site. We can observe the nucleotide sequence, but the 
presence or absence of a binding site remains hidden to us. HMMs are particularly 
suited for such problems because they use observed frequencies to calculate emis-
sion and transition probabilities to decipher the hidden states. An HMM involves 
two types of probabilities, transition and emission probabilities. The probability of 
moving from one state to another is called the transition probability. The probabil-
ity to observe a variable within a state is called emission or output probability. 

Figure 2 shows a schematic HMM with basic architecture and elements. HMMs 
have been used not only to create sequence profiles but also to create probabilistic 
model representation of protein clusters. Pfam is an example database that clusters 
proteins based on their functional elements and represents them with HMM. The 
downside to HMMs is that they assume a future event depends only on the event 
that happened immediately before and not in the distant past. This creates a limita-
tion to use standard HMMs in complex cases where sequence elements influence 
each other that may be close in the three-dimensional space but sequentially lie far 
from each other. Outside of the biological world, one such example is autocomplete 
or word suggestions. The words appearing in suggestion are directly dependent on 
the word that appeared immediately before the present suggestion. 

Figure 2  Hidden Markov model. The HMM is designed to predict the G rich splice site. 
The value inside the boxes show emission probabilities, that is, the probability for each 
nucleotide to appear while the values outside show transition probabilities to move from 
one state to the next. HMM representation adapted from (9).

CP-08.indb   60 11/4/19   3:44 PM



Biological Sequence Analysis 61

Neural networks

Artificial neural networks is another classification technique with numerous applica-
tions in computational biology. Neuron is the basic unit of an artificial neural net-
work. Each neuron can have multiple input connections with weights assigned to 
each of them. The output value from the neurons is calculated according to its activa-
tion function. A neural network may consist of multiple layers, with each layer con-
taining multiple neurons. Figure 3 shows a multi-layered neural network with 32 
neurons and 192 edges. Neural networks are used in supervised learning and clas-
sification. This approach uses labeled data and follows the main steps listed below: 

(i)	 Dataset: Divide the data into training sets and testing set (mostly 70–30% 
split or 60–40% split, respectively).

(ii)	 Training: Use the training data to traverse over the neuron and estimate the 
output. 

(iii)	 Iterate: Based on the difference between the actual and estimated output, 
calculate the error and adjust the weights accordingly. Repeat step 2.

(iv)	 Testing: After multiple iterations between step 2 and 3, the model is trained 
and can be tested. Use the test set (unseen data for model) to compute the 
output. As the actual label is known, the accuracy and sensitivity can be cal-
culated based on the correct (true positives or true negatives) and incorrect 
classifications (false positives or false negative).

(v)	 Validation: The training- and test-set splits are randomized and new sets are 
created from the existing dataset. This new test-train split is then used again 
iterating over steps 2–4. The idea is to create a model independent for gener-
alized datasets. Depending on situations, there can be multiple iterations for 
this step and hence referred to k-fold cross validation. 

Figure 3  Neural network representation. Each node represents a neuron, and the edges depict 
weights that connect the neurons between layers. After each iteration, the weights 
are adjusted to correct for error.
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In order to assess the performance of the model, outputs are calculated from 
different models based on different activation functions or even different neu-
ral network architectures. Sensitivity (recall) and accuracy are calculated 
for  each of the models, and the best performing model should have a high 
recall rate. 

The performance of machine learning in general and neural networks in 
particular depends highly on the quality of the data. A high-quality data would 
have low noise/junk while having a high homogeneity. Noise in biological data 
can refer to ambiguous sequence elements or incorrect labels. A high homo-
geneity results in an equal distribution of diversity in data across different 
data splits. Assuring the good quality of data before model training is a very 
important and time-consuming step for data scientists. If the training dataset 
is not a homogenous representative of the population, it can lead to a biased 
classification in the models. A bias model can show promising results for the 
testing dataset but fails in the actual world. This happens because the model 
is trained to classify only those types of cases that it observed during the 
training, and a bias sample resulted in a skewed perception of the real-world 
scenario. The quality of classification from neural networks also depends 
highly on the training iterations and size of datasets. While the ability for 
high-powered computation has greatly increased in the last decade, coupled 
with biological big data, neural networks can be used to train accurate classi-
fiers. Neural networks have now evolved into their more complex form called 
“Dense Networks” or “Deep learning.” These networks (e.g., LSTM) comprise 
numerous neurons and high number of hidden layers between the input and 
output layers (hence deep network). Although the depth of a network results 
in a better-quality model, they are difficult to train due to the requirement of 
high computing power. 

NEXT-GENERATION SEQUENCING

The last three decades have seen a continuous evolution of sequencing technolo-
gies. Starting from traditional Sanger sequencing to whole genome shot gun 
sequencing by Craig Venter and later next-generation sequencing (NGS) (4). The 
latest amongst these is the “Nanopore,” highly compact and efficient sequencing 
that connects to a computer via USB; it is easily transportable and fits on a small 
desktop. The technology that initially required thousands of dollars per nucleo-
tide is much cheaper now. An NGS pipeline comprises of two main sections: a wet 
lab section involves sample preparation, amplification, and sequencing; and the 
second section involves a bioinformatics workflow that uses the data generated by 
the wet lab to derive a sequence and other information. It is important to note that 
the bioinformatics section involves sequence analysis algorithms that are based on 
statistical and heuristic techniques to analyze and generate sequences. This sec-
tion focuses on the bioinformatics aspect of NGS since it has evolved an ecosys-
tem of computational algorithms and pipelines around it for accurate and efficient 
sequencing. NGS is a massively parallel sequencing technology, also referred as 
high-throughput sequencing, that allows analysis of large fragments of DNA and 
RNA genomes with high sensitivity, much more quickly and cheaply than the 
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previously used Sanger sequencing methodology. In NGS, different platform tech-
nologies follow the same eight major steps (Figure 4):

(i)	 Library preparation: The first step in NGS workflow involves preparation of 
high-quality and high-yield sequence library. The isolated genomic DNA or 
RNA is sheared into smaller fragments ranging from 150–5000 base pairs (bp) 

Figure 4  Overview of NGS data analysis workflow. The steps involved in high-throughput 
sequencing of biological data: (i) biological samples/library preparation, (ii) amplification, 
(iii) sequence reads, (iv) quality control/read filtration, (v) alignment, (vi) variant calling, 
(vii) annotating variant calls, and (viii) interpretation of variants.
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depending on the sequencing platform. The desired library can be created 
using either of the two fragmentation approaches, mechanical shearing or 
enzyme-based fragmentation (28, 29). Mechanical shearing methods include 
acoustic shearing, needle-shear, sonication, and nebulization, whereas 
enzyme-based methods involve transposons and restriction enzymes (endo-
nucleases) (30). The small fragments known as reads have short overhangs 
(sticky ends) of 5’-phosphate and 3’-hydroxl groups. These ends are repaired 
by adenylation at 3’ ends resulting in adapter ligation that is important for 
amplification. During library preparation, unique barcodes can be added to 
the fragments facilitating multiple sequencing of various samples in the same 
run (31). 

(ii)	 Amplification: The goal of this step is to create thousands of copies for each 
read. The library is loaded onto the flow-cell, and the fragments are amplified 
using clonal amplification methods such as emulsion PCR or bridge amplifi-
cation. In emulsion PCR, the library is amplified within a tiny water droplet 
floating in an oil solution (32, 33). In bridge amplification, the single-stranded 
DNA from the library is hybridized to the flow-cell’s surface-bound forward 
and reverse oligos that are complementary to the library adapter sequences. 
Hybridized at one end, the singe-stranded DNA then folds over  to form a 
bridge and binds to adapter-complementary oligos at the other end. DNA 
polymerase adds nucleotides to amplify DNA, and a clonal cluster is gener-
ated as the original strand is washed away leaving complementary strands of 
amplified DNA attached to the flow cell. (34).

(iii)	 Sequencing: The amplified individual sequences are sequenced using differ-
ent platforms and sequencing technologies that include Illumina (Solexa) 
sequencing, Roche 454 sequencing, and Ion Torrent (Proton/PGM sequenc-
ing). Illumina (Solexa) sequencing works by simultaneously identifying DNA 
bases (A, T, C or G), and each base emits a unique fluorescent signal as it is 
added to the nucleic acid chain. Illumina sequencing involves 100–150 bp 
read length. Illumina has some variations that mainly differ in the amount 
of DNA sequenced in one run (Table 1). Roche 454 sequencing is based 
on pyrosequencing; a technique that detects pyrophosphate release, again 

TABLE 1	 Comparison of Illumina sequencing platforms

Sequencing 
platforms Run time

Max output 
(Gb)

Max read number 
(million)

Max read length 
(bp)

iSeq Series 9–17.5 hours 1.2 4 2 × 150

MiniSeq Series 4–24 hours 7.5 25 2 × 150

MiSeq Series 4–55 hours 15 25 2 × 300

NextSeq Series 13–20 hours 120 400 2 × 150

HiSeq Series <1–3.5 days 1500 5000 2 × 150

HiSeq X Series <3 days 1800 6000 2 × 150

Different attributes and key features of different Illumina platforms include run time, maximum output, maximum 
read number, and maximum read length.
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using fluorescence, after nucleotides are incorporated by polymerase to a 
new strand of DNA. Roche 454 sequencing produces sequence reads of up to 
1000 bp in length. Like Illumina, it does this by sequencing multiple reads at 
once by reading optical signals as bases are added. Ion Torrent (Proton / PGM 
sequencing) measures the direct release of H+ (protons) from the incorpora-
tion of individual bases by DNA polymerase and therefore differs from the 
previous two methods as it does not measure light. As in other kinds of NGS, 
the input DNA or RNA is fragmented, this time ~200 bp. These sequencing 
technologies result in raw sequencing reads (20 to 1000 bp) stored in the 
FASTQ format which contains both the nucleotide sequence and its corre-
sponding quality scores. These reads can be either “single-ended” or “paired-
ended.” Paired-end reads are produced when the fragment size used in the 
sequencing process is much longer (typically 250–500 bp long).

(iv)	 Quality control and read filtration: After sequencing is complete, the read data 
are in electronic form and can be processed to generate a whole genome 
or a specific gene sequence using a bioinformatics NGS pipeline. Although 
quality control and filtration is the fourth step in generating a full analyzable 
sequence, it is the first step in a bioinformatics NGS pipeline. Read filtra-
tion involves removing low confidence and erroneous reads from the dataset. 
The amplified raw reads pass through quality control check using FastQC 
(35) that can produce a detailed report on the number, quality, and coverage 
of reads. These methods mostly work on sequence analysis techniques like 
clustering short reads to calculate their frequency and quality scores. It is fol-
lowed by read filtration, clipping of adapters and low-quality base pairs from 
3’ and 5’ ends using software such as CutAdapt (36), trimmomatic (37) and 
others.

(v)	 Alignment: Once the read quality is acceptable, millions of raw sequence 
reads (single-end or paired-end) are mapped and aligned using either a refer-
ence based assembly (in which reference sequence is available) or de novo 
assembly (in the absence of a reference sequence). The sequence reads of 
variable lengths are aligned using different bioinformatics alignment tools 
such  as BWA (38), Bowtie (39), and TopHat (40). These heuristic-based 
aligners allow fast sequence alignment and generate a consensus sequence 
from the alignment by searching the overlapping portions of the reads and 
merging them into longer reads in order to construct a region of interest, 
that is, genes or a whole genome. The main aim of this step is to generate a 
consensus sequence from the millions of reads. A consensus sequence shows 
the genetic makeup at the time of the sample collection. This step marks 
the completion of sequence generation for a partial or a whole genome. The 
following steps are important for an in-depth analysis beyond generation of 
only a single sequence. 

(vi)	 Variant identification: NGS is not only time efficient but also provides the 
data for an in-depth sequence analysis. Variant analysis uses the reads file to 
determine the conserved and variable nucleotides at specific positions. As 
this process involves statistical calculations spanning over millions of reads, 
it is both a time and computationally intensive process. Bootstrap resam-
pling of reads can be used to assess the quality of variant calling scores. The 
variations within the genomic sequences such as single-nucleotide poly-
morphisms (SNPs), single-nucleotide variants (SNV), and indels (insertions 
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and deletions) are detected using software such as SAMtools (41), Genome 
Analysis Toolkit (GATK) (42), and VarScan (43, 44). Both SAMtools and 
GATK use the Bayesian probabilistic approach to identify true variants from 
alignment errors, whereas VarScan uses a heuristic approach. Most NGS 
methods for SNV detection are designed to detect germline variations in an 
individual’s genome, whereas the variations that are identified within a popu-
lation are referred as SNPs.

(vii)	Annotation: The genetic variants detected are annotated based on the pub-
lished peer-reviewed literature and public genetic variant databases.

(viii)	 Interpretation of variants: Lastly, medical professionals will interpret these vari-
ants and obtain the patient’s clinical history in order to establish a most accurate 
diagnosis. This includes examining different disease pathways and gene network 
analysis and identifying actual mutations causing a disease.

APPLICATIONS OF NGS IN CLINICAL PRACTICE

The NGS technologies have several applications in research to solve a diverse range 
of biological problems. Comprehensive analysis of NGS data includes whole-
genome sequencing, gene expression determination, transcriptome profiling, and 
epigenetics. NGS has enabled the researches to sequence large segments of the 
genome (i.e., whole-genome sequencing) and provides insights into identifying and 
understanding the genetic variants such as SNPs, insertions, and deletions of DNA, 
and rearrangements such as translocation and inversions associated with diseases 
for further targeted studies (45). Researchers use RNA sequencing (RNASeq) to 
uncover genome-wide transcriptome characterization and profiling (46). Analysis 
involving genome-wide gene expression (i.e., gene transcription, post-transitional 
modifications, and translation) and the molecular pathway analysis provide a deeper 
understanding of gene regulation in neurological, immunological, and other com-
plex diseases. Other applications include studying heritable changes in gene regula-
tion that occur without a change in the DNA sequence. Epigenetics play a significant 
role in growth, development, and disease progression. The studies on epigenetic 
changes in cancer provide insight into important tumorigenic pathways (47, 48). 

CONCLUSION

Sequence analysis is a broad area of research with sub-domains. Alignment of 
sequences can reveal important information concerning the structural and func-
tional sites within sequences. It is used to explore the evolutionary path of 
sequences by identifying the sequence orthologs and homologs. Sequence analy-
sis also involves the use of machine learning techniques for classification and 
prediction of sequence elements. Statistical methods are used to create sequence 
profiles and identify other distantly related sequences with a higher precision. 
Advancement of sequencing technologies has resulted in a next-generation era 
that opened the doors to personalized medicine and haplotype/quasi-species 
detection. With correctly organized NGS pipelines, it is possible to analyze the 
effects of drugs directly at the sequence level. 
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Abstract: This chapter covers the state-of-the-art multivariate statistical methods 
designed for high-dimensional multiset omics data analysis. Recent biotechno-
logical developments have enabled large-scale measurement of various biomo-
lecular data, such as genotypic and phenotypic data, dispersed over various omics 
domains. An emergent research direction is to analyze these data sources using an 
integrated approach to better model and understand the underlying biology of 
complex disease conditions. However, comprehensive analysis techniques that 
can handle both the size and complexity, and at the same time can account for the 
hierarchical structure of such data, are lacking. An overview of some of the devel-
opments in multivariate techniques for high-dimensional omics data analysis, 
highlighting two well-known multivariate methods, canonical correlation analysis 
(CCA) and redundancy analysis (RDA), is provided in this chapter. Penalized ver-
sions of CCA are widespread in the omics data analysis field, and there is recent 
work on multiset penalized RDA that is applicable to multiset omics data. How 
these methods meet the statistical challenges that come with high-dimensional 
multiset omics data analysis and help to further our understanding of the human 
condition in terms of health and disease are presented. Additionally, the current 
challenges to be resolved in the field of omics data analysis are discussed.
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INTRODUCTION

High-throughput sequencing methods such as the Affymetrix GeneChip 1994, 
Illumina SNP genotyping 2001 and Illumina BeadChip 2005 have provided the 
possibility of collecting millions of molecular variables (i.e., biomolecular data) 
from biological samples (1). Simultaneously, developments in knowledge data-
bases including the Kyoto Encyclopedia of Genes and Genomes 1995, Human 
Genome Project 2003 and 1000 Genomes Project 2015, along with the formation 
of large biobanks such as the Estonian Genome Project 2000 and the UK Biobank 
2006, have provided new means to store and manage biomolecular data. National 
computing services and leading data science companies have established large-
scale computer facilities (e.g., Globus Genomics 2013, Helix Nebula 2013 and 
European Open Science Could 2019) to enable routine access and analysis of 
extremely large databases (2, 3). Many biomedical research institutions have 
established biobanks to store and manage both organic tissue and in silico data of 
patients on genetic and genomic variations, epigenetic measurements, and gene- 
and protein-expressions in various tissues, along with disease phenotypes and 
treatment response (1, 3).

These technological developments in the biomedical field, sometimes collec-
tively referred to as the biotechnological revolution, have created new opportuni-
ties to better understand the human condition in terms of health and disease. The 
development and application of statistical methods that aim to analyze and under-
stand large-scale biomolecular data is referred to as the field of biomolecular big 
data analysis. The topic of this chapter is omics data analysis, which is a subfield 
of biomolecular big data analysis. Omics data analysis aims to analyze and under-
stand large-scale biomolecular data from more than one omics data source, where 
omics is shorthand for a range of -omics domains such as genomics, epigenomics, 
transcriptomics, proteomics, lipidomics, metabolomics and microbiomics. The 
field of omics data analysis has two main objectives (4–6): 

(i)	 To understand the underlying biology of disease conditions with emphasis 
on mechanisms and etiology

(ii)	 To improve our ability to predict, prevent and treat disease conditions (i.e., 
translational medicine).

While there has been considerable progress on these objectives for simple mono-
genic disease conditions (7), such progress has been slow for complex poly- and 
omnigenic disease conditions (5, 8, 9). The main reason for the relatively low 
progress in complex conditions is often attributed to the lag between the tech-
nologies to collect such vast amounts of biomolecular data and the techniques to 
analyze and understand such data (10). Current technologies can measure vast 
amounts of data on simple as well as on complex disease conditions. However, 
complex conditions presumably have multifaceted underlying biological pathways 
that the current techniques are unable to model from the available large-scale data 
sources (9, 11, 12). 
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Advancements in biotechnology offer the possibility to routinely collect, store 
and analyze high-dimensional omics data. The high-dimensionality of such bio-
molecular data refers to the routine practice of collecting biomarkers and disease 
phenotypes (i.e., biomolecular variables) on a large-scale, often measured in the 
thousands to millions, while the number of available samples (i.e., patients) is 
usually measured mostly in the hundreds (i.e., variables >> samples). The collec-
tion and analysis of vast numbers of biomolecular variables is hoped to help bio-
medical scientists to better understand the human condition in terms of health 
and disease. The main goal of omics data analysis is to model biological pathways 
in biomolecular data sources in such a way that the biological pathways best 
model the genetic architecture and the overall underlying biology of disease con-
ditions (8). The resulting biological pathway models then can be used to under-
stand the mechanisms and etiology of disease conditions and ultimately be used 
to improve our ability to treat such conditions. In light of these possibilities, many 
scientists believe that personalized medicine at an extremely detailed molecular 
scale will be possible in the near future (13, 14). 

This chapter provides an overview of the development of techniques that are 
aimed at analyzing and understanding large-scale biomolecular data, with empha-
sis on multivariate techniques for omics data analysis. Multivariate techniques 
can: (i) handle the simultaneous analysis of multiple high-dimensional omics data 
sources, (ii) provide biologically interpretable results, (iii) have well-defined 
objective functions (no-black box methods) and (iv) preferably have open source 
software implementations. A perspective on the gap between the technologies that 
collect, store and manage large-scale biomolecular data and the techniques that 
analyze and understand such data (i.e., the technology-technique gap) is provided. 
The four periods in the history of omics data analysis (Table 1) that are well dis-
tinguishable in terms of paradigm shifts and the way the biomedical scientific 
community approaches large-scale biomolecular data are described. Although 
there are various statistical methods available to analyze omics data, many of them 
do not meet certain requirements. Thus, the so-called supervised machine learn-
ing techniques, which require labeled data for classification (15, 16), are excluded. 
An excellent review that describes supervised and unsupervised techniques can 

TABLE 1	 The four periods of development of multivariate 
techniques and the associated paradigm shifts

Period Time Technique Paradigm Shift

1 Early 2000s Univariate approach Associating one or a subset of biomarkers with a 
single-disease phenotype

2 Late 2000s Multivariate approach Associating subset of biomarkers and disease-
phenotypes with each other

3 Early 2010s Multiset multivariate 
approach

Associating subsets of biomarkers and disease-
phenotypes with each other from various data 
sources

4 Late 2010s Hierarchical multiset 
multivariate 
approach

Associating one or a subset of dependent disease-
phenotypes with subsets of independent 
biomarkers from various data sources
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be found in Ref. (17). Also, methods that can be considered multivariate tech-
niques but do not have well-defined objective functions are excluded (12, 18–20). 
Overall reviews on multivariate techniques for omics data analysis can be found 
in Refs. (14, 21–25). 

EARLY 2000s: THE UNIVARIATE APPROACH

Historically, most techniques focus on analyzing the association between a single 
disease phenotype and one, or a subset of, biomarker(s) from a particular omics 
data source. This approach has been widespread since the early 2000s in genome-
wide association studies (GWASs) (7). The study published in 2002 by Ozaki et al. 
on myocardial infarction is widely regarded as the first successful GWAS study 
(26). Generally, a GWAS aims to analyze the association between a single disease 
phenotype and one or a subset of biomarkers, which translates to a monothematic 
model (1). This is often referred to as the univariate approach, since there is only a 
single dependent variable, namely a disease phenotype, that is associated with one 
or a subset of independent variables, namely the biomarker(s). Biological pathways 
modeled by the univariate model are then composed by a single disease phenotype 
and one or a subset of biomarker(s). This univariate approach, especially in the 
GWAS framework, has made considerable contributions to biomarker discovery 
for monogenic and genetically complex conditions (8, 27). However, many bio-
medical scientists argue that univariate approaches are suboptimal for the pursuit 
of objectives (i) and (ii) mentioned above, especially when applied to data collected 
on patients with complex poly- or omnigenic conditions (1, 8, 9, 11). 

LATE 2000s: MULTIVARIATE APPROACHES 

Complex poly- or omnigenic conditions have complex biological pathways, com-
posed of multiple biomarkers that can be associated with more than one disease 
phenotype. That is, biological pathways of complex conditions can be best mod-
eled in omics data by associating multiple biomarkers with multiple disease 
phenotypes. The emergence of this hypothesis resulted in the development of 
multivariate techniques for omics data analysis, since some multivariate tech-
niques are able to associate multiple disease phenotypes with multiple biological 
markers.

Penalized canonical correlation analysis

Among the first multivariate statistical methods that were developed for omics 
data analysis are the modified versions of canonical correlation analysis (CCA). 
CCA is a well-known multivariate technique that aims to subtract linear combina-
tions of variables (i.e., canonical variates) from two data sources, in a way that the 
canonical variates maximally correlate with each other (28). The objective func-
tion of CCA is:
	 Xa Yb

a,b
max ( , )arg cor , � (1)
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where X denotes the first data source and Xa denotes a linear combination of the 
variables from X, and Y denotes the second data source and Yb denotes a linear 
combination of the variables from Y. Xa and Yb are the canonical variates, and the 
correlation between the canonical variates is called the canonical correlation. 
Thus, the objective function of CCA is to maximize the canonical correlation.

CCA applied to omics data results in a set of biomarkers from one omics data 
source that maximally correlates with a set of biomarkers or disease phenotypes 
from a second data source. Note that CCA does not distinguish between depen-
dent and independent variables. Also, CCA, in its organic form, is not applicable 
to omics data, since the high-dimensional nature of omics data (i.e., variables >> 
samples) causes CCA to fail to subtract canonical variates from the data sources. 
Modified versions of CCA that solve this issue have started to appear from the late 
2000s, among them are penalized canonical correlation analysis (penalizedCCA) 
(29), regularized canonical correlation analysis (rCCA) (30), sparse canonical 
correlation analysis (sCCA) (31) and penalized canonical correlation analysis 
(pCCA) (32). These studies applied a form of penalization to the organic CCA 
framework, which makes penalized forms of CCA applicable to high-dimensional 
data and, in most cases, results in a model that includes only a subset of the origi-
nal variables from the data sources (i.e., variable selection) (33). Variable selection 
is a desirable property when the original variables are too numerous to be inter-
pretable in the results of the analysis, which is exactly the case with omics data. 
The exact properties of variable selection depend on the type of penalization 
applied to CCA, and an overview on penalization methods can be found in 
Ref. (34). In general, penalized forms of CCA have the same objective function as 
the generic CCA, that is, it aims to maximize the correlation between linear com-
binations of two (sub)sets of variables. Applying penalized forms of CCA to omics 
data results in a model with a (sub)set of biomarkers that maximally correlate with 
a (sub)set of disease phenotypes or biomarkers penalizedCCA, sCCA and pCCA 
facilitate variable selection, while sCCA uses a penalization form that makes it 
applicable to high-dimensional data but does not facilitate variable selection.

Penalized partial least squares regression

Other multivariate statistical methods that were developed in the late 2000s for 
omics data analysis are modified versions of partial least squares regression (PLS). 
PLS is a set of general least squares regression techniques applied in an iterative 
algorithmic framework, and, in fact, CCA is a special case of PLS (35). In general, 
PLS techniques aim to subtract two sets of linear combinations of variables 
(i.e., latent variables) from two data sources in a way that the covariance between 
the latent variables is maximized (36). The objective function of PLS is:

	 Xa Yb
a,b

max ( )arg cov , , 	 (2)

where X denotes the first data source and Xa denotes a linear combination of the 
variables from X, and Y denotes the second data source and Yb denotes a linear 
combination of the variables from Y. Xa and Yb are the latent variables. The objec-
tive function of the generic PLS is to maximize the covariance between the latent 
variables. While this objective function can be modified based on the regression 
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techniques used in the iterative framework (35), the early applications of PLS to 
omics data aimed to maximize the covariance between the latent variables.

PLS applied to omics data results in a linear combination of biomarkers 
between two data sources that have maximum covariance with each other. Similar 
to CCA, PLS in its organic form is not applicable to omics data, since high-
dimensional data (i.e., variables >> samples) cause the general least squares 
regression techniques in PLS to fail to subtract linear combinations from the data 
sources. Lê Cao et al. introduced a penalized version of PLS, called the sparse PLS 
(sPLS), to solve this issue (37). Other PLS-based methods are sparse partial least 
squares regression (sPLSR) (38), sparse PLS-discriminant analysis (sPLS-DA) (39) 
and two-way orthogonal PLS (O2PLS) (40). sPLS, sPLSR, sPLS-DA and O2PLS 
facilitate variable selection, which is a desirable property, as discussed above in the 
case of penalized CCA.

EARLY 2010S: MULTISET MULTIVARIATE APPROACHES

From the mid-2010s, the need has become apparent for multiset techniques 
that are able to analyze multiple sets of omics data sources simultaneously 
(i.e., integrated or multiset techniques). The developments of such methods were 
motivated by the hypothesis that biological pathways are composed of a collection 
of biomarkers and disease phenotypes that are not constrained to one or two 
biological domains. This hypothesis was probably influenced by the relatively 
new field of systems biology. 

Systems biology advocates that properties of biological organisms can be best 
modeled by assessing its multiple components and the interactions of its various 
biological domains simultaneously (41). Thus, system biology claims that system 
properties, such as the function and mechanism of complex conditions, can be 
better assessed through a system-wide approach (i.e., integrating and analyzing 
different parts of an organism simultaneously) in contrast to the so-called reduc-
tionist approach (i.e., analyzing different parts of an organism separately). 
Translating this to omics data analysis, one may hypothesize that techniques 
constrained to one or two omics domains result in a monothematic type of knowl-
edge and possibly miss modeling system-wide properties of complex conditions. 
In fact, omics domains are not discrete and separable biological entities, as the 
reductionist approach advocates, but they can rather be better conceptualized as 
different biomolecular data sources measuring the manifestation of particular bio-
logical pathways across different biological sections in the organism. In other 
words, various omics data sources can be seen as measurements of biomarkers and 
disease phenotypes of particular conditions present in the patient, dispersed over 
various biomolecular sections. Therefore, for complex poly- and omnigenic condi-
tions, integrated analysis of multiple omics data sources should be favored (1).

Generalized penalized canonical correlation analysis

The simultaneous analysis of multiple omics domains created the anticipation 
that multiset techniques will enable better biological pathway models through the 
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discoveries of biomarkers and disease phenotypes that are dispersed over multiple 
biomolecular domains (42). One group of such multiset techniques is based on 
generalized penalized CCA (43), which is the generalization of penalized CCA to 
multiple data sources. The objective function of generalized penalized CCA is 
similar to that of CCA in Equation 1, but instead of maximizing the canonical cor-
relation of two canonical variates, it maximizes the canonical correlation of mul-
tiple canonical variates

	
,...,1

X a , X a
a a

j j k k
j

max ,, 1,arg c corj k j k
J

ij )(∑ = ≠ � (3)

where Xj denotes the jth data source and Xjaj denotes a linear combination of 
the variables from Xj. Xjaj is the jth canonical variate and cjk indicates whether 
two data sources are connected; cjk = 1 if Xj and Xk are connected and 0 oth-
erwise (43).

Generalized penalized CCA applied to omics data results in multiple sets of 
biological variables that maximally correlate with each other, thereby enabling the 
simultaneous analysis of multiple biomarkers and disease phenotypes that are 
dispersed over multiple omics domains. Variations of generalized penalized CCA 
for omics data analysis started to appear in the mid-2010s, among them are gen-
eralized CCA (gCCA) (44), sparse generalized canonical correlation analysis 
(sGCCA) (45) and data integration analysis for biomarker discovery using latent 
components (DIABLO) (46). sGCCA and DIABLO facilitate variable selection, 
while gCCA does not. 

Penalized multi-block partial least squares regression

Another group of multiset techniques belong to the extended versions of penal-
ized PLS. These techniques, called multi-block penalized PLS, have a similar 
objective function to that of penalized PLS in Equation 2 (as generalized penalized 
CCA relates to penalized CCA). We omit the equation, as it is almost identical to 
Equation 3, but instead of the correlation, the covariances between the multiple 
latent variables are maximized. Multi-block penalized PLS applied to omics data 
results in multiple sets of biomarkers or disease phenotypes that have maximum 
covariance with each other. Some of the early applications of multi-block penal-
ized PLS to omics data analysis are sparse Multi-Block PLS (sMBPLS) regression 
(47) and Sparse multi-block PLSR (Sparse MBPLSR) (48). Both sMBPLS and 
Sparse MBPLSR facilitate variable selection.

A summary of multivariate methods for one-, two-, and multiset omics data 
analysis can be found in (23). These multiset methods, based on CCA and PLS, 
are able to detect multiple highly associated biomarkers and disease phenotypes 
dispersed over multiple biological domains. Note that all the multivariate tech-
niques described so far are aiming to maximize either the correlation or covari-
ance between linear combinations of (sub)sets of biomarkers and disease 
phenotypes. Therefore, they can at best be used to pursue our understanding of 
the mechanisms of complex disease. However, in order to understand disease 
etiology, analyzing the correlation and covariance between linear combinations of 
subsets of variables is not sufficient (4, 5, 11). 
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LATE 2010s: HIERARCHICAL MULTISET MULTIVARIATE 
APPROACHES

Since the mid-2010s, the need for techniques that are not only able to help detect 
correlated biomarkers and biological pathways of disease phenotypes, but also 
could aid in detection of causal relationships and understanding disease etiology, 
has become more apparent (4, 5, 11). This need was motivated by the hypothesis 
that omics domains have an inherent hierarchical relationship in terms of possible 
interactions. One of the earliest hypotheses for such a hierarchical relationship 
model for biomolecular domains, called the Central dogma of molecular biology, 
was published in the 1970s, sketching plausible interactions between what we 
call today genomics, transcriptomics and proteomics (49). The Central dogma 
postulates that genetic information is transferred from genomics to proteomics 
through transcriptomics. As of today, there are multiple hypotheses on the possi-
ble hierarchical structure between the various omics domains, with most implying 
a genetic information flow from the genome to the phenome (11). In other words, 
there is a hierarchical structure between genome and phenome in terms of the 
phenome being dependent on the genome. Thus, in order to better understand 
disease etiology for complex conditions, multiset multivariate techniques that are 
able to account for a hierarchical structure between omics domains in terms of 
dependent and independent data sources should be favored. Redundancy analysis 
(RDA), the multivariate equivalent of regression analysis, accounts for the genetic 
information flow in omics domains by distinguishing between dependent and 
independent omics data sources. 

Penalized multi-block redundancy analysis

RDA can be seen as the multivariate extension of univariate regression analysis. 
RDA aims to subtract linear combinations of independent variables (i.e., latent 
variables) from a data source in a way that the latent variables explain the most 
variance in a second dependent data source (50). The objective function of 
RDA is:

	 qXa y
a

max , ,1

2
corq

Qarg )(∑ = � (4)

where X denotes the independent data source, Xa denotes a linear combination of 
the variables from X and yq denotes the qth variable from the dependent data 
source (with a total of Q variables). Xa is a latent variable, and the sum of the 
squared correlations between the latent variable and all the variables of Y is called 
the redundancy index. Thus, the objective function of RDA is to maximize the 
redundancy index. Note that RDA maximizes the sum of squared pairwise corre-
lations between a linear combination of variables from an independent data source 
and between variables of a dependent data source. The aim of RDA is then to find 
a linear combination of the independent variables that explains the most variance 
in all the dependent variables. Similarly, we could describe the CCA (or PLS) tech-
niques we presented earlier as techniques aiming to explain maximum variance in 
their canonical variate (or latent variable) pairs. But the CCA and PLS techniques 
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do not distinguish between dependent and independent data sources, since in 
Equation 1, and in Equation 2, the objective function is maximized with respect 
to the canonical variates, and latent variables, from both data sources, and thus, 
the variables in both data sources are regarded as independent variables. In 
Equation 4, the objective function of RDA is maximized with respect to the latent 
variable of X, and the variables from Y are not transformed and are regarded as the 
dependent variables. 

RDA applied to omics data results in a set of independent biomarkers from one 
data source that explains the most variance in the dependent disease phenotypes 
from a second data source. RDA accounts for the hierarchical structure between 
data sources in terms of dependent and independent variables. RDA, in its organic 
form, is not applicable to omics data, since high-dimensional data cause RDA to 
fail to subtract latent variables from the independent data source. Similarly, as 
with CCA and PLS, this can be solved by introducing penalization to RDA. The 
first penalized RDA, called regularized linear redundancy analysis (regRDA), 
appeared in the late 2000s (51), and its first application to omics data analysis, 
called sparse redundancy analysis (sRDA), was in the late 2010s (52). sRDA facili-
tates variable selection and regRDA does not.

Penalized RDA is able to account for the hierarchical structure between two 
data sources, and its multiset extension is able to account for the hierarchical 
structure between multiple data sources. The objective function of multiset penal-
ized RDA is similar to that of RDA in Equation 4, but instead of maximizing the 
redundancy index between the independent latent variable and all the dependent 
variables, it maximizes the sum of redundancy indices of multiple latent variable 
with all the dependent variables (53):

	
,...,1

X a y
a a

j j q
j

max , ,
2

arg corj
J

q
Q )(∑ ∑ � (5)

where Xj denotes the jth independent data source and yq denotes the qth variable 
from the dependent data source (with a total of Q variables). Xj aj denotes the jth 
linear combination of the variables from Xj.

Multiset penalized RDA applied to omics data results in multiple sets linear 
combinations of independent biomarkers that explain the most variance in the 
dependent disease phenotypes. Therefore, multiset penalized RDA enables the 
simultaneous analysis of multiple biomolecular variables that are dispersed over 
multiple omics domains, while it accounts for the hierarchical structure between 
the data sources. One application of multiset penalized RDA is multiset sparse 
redundancy analysis (multi-sRDA) (53), which facilitates variable selection. A sum-
mary of the multivariate methods reviewed in this text can be found in Table 2. 

CONCLUSION

We examined the state-of-the-art techniques aimed to analyze and understand 
large-scale biomolecular data. As also reported by others, we likewise identified 
a technology–technique gap, namely the gap between technologies to collect, 
store and manage large-scale biomolecular data and the techniques to analyze 
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and understand such data. We described four periods in the history of omics 
data analysis that are well distinguishable in terms of paradigm shifts in the way 
the biomedical scientific community approaches large-scale biomolecular data. 
We highlighted some of the main effects of these major paradigm shifts on the 
advancement of the omics data analysis field. The main motivation to switch 
from univariate to multiset multivariate techniques is that analytical techniques 
constrained to one or two omics domains result in a monothematic type of 
knowledge and likely miss modeling system-wide properties of complex 
conditions. Omics domains are not discrete and separable biological entities 
as  reductionist-type approaches. They should be conceptualized as various 

TABLE 2	 Multivariate statistical methods for high-
dimensional omics data analysis, a chronological 
overview

Name Multiset Variable selection Hierarchical Year Reference

Penalized CCA (pCCA) no yes no 2007 (28)

Regularized CCA (rCCA) no no no 2008 (29)

Sparse PLS (sPLS) no yes no 2008 (36)

Sparse CCA (sCCA) no yes no 2009 (30)

Penalized CCA (pCCA) no yes no 2009 (31)

Sparse partial least squares 
regression (sPLSR)

no yes no 2009 (37)

Sparse PLS-discriminant analysis 
(sPLS-DA)

no yes no 2011 (38)

Regularized generalized CCA 
(rGCCA)

yes no no 2011 (42)

sparse Multi-Block PLS (sMBPLS) 
regression

yes yes no 2012 (46)

Generalized CCA (gCCA) yes no no 2014 (43)

Sparse generalized canonical 
correlation analysis (sGCCA)

yes yes no 2014 (44)

Sparse multi-block PLSR (Sparse 
MBPLSR)

yes yes no 2015 (47)

Two-Way Orthogonal PLS (O2PLS) no yes no 2016 (39)

Sparse RDA (sRDA) no yes yes 2017 (51)

Multiset sRDA yes yes yes 2018 (52)

Data Integration Analysis for 
Biomarker discovery using 
Latent cOmponents (DIABLO)

yes yes no 2019 (45)

The first column contains the names, column Multiset indicates whether the method is applicable for multiple omics 
sets, column Variable selection indicates whether the method facilitates variable selection and column Hierarchical indicates 
whether the method is able to account for the hierarchical structure between omics data sources. This table is complementary 
to and based on the tables that can be found in (23).
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biomolecular data sources measuring the manifestations of biological pathways 
across various biological sections in an organism. Therefore, various omics 
domains can be seen as sources for biomarkers and disease phenotypes of par-
ticular conditions present in patients, dispersed over various biomolecular sec-
tions. We described multiset multivariate methods that aim to identify associated 
biomarkers and disease phenotypes dispersed over various biomolecular sec-
tions and therefore provide optimized biological pathway models of complex 
conditions. Therefore, to pursue objectives (i) and (ii) mentioned in the intro-
duction section for complex poly- and omnigenic conditions, multiset multivari-
ate techniques should be favored over univariate ones. To pursue objective (ii), 
techniques that aim to identify causal associations should be favored. We describe 
techniques that aim to identify causal relationships by modeling the hierarchical 
structure between omics domains in terms of interactions between biomarkers 
and disease phenotypes from various omics domains. As of today, there are mul-
tiple hypotheses on the possible hierarchical structure between the various omics 
domains, and most of these hierarchical structures aim to model the genetic 
information flow from the genome to the phenome. We conclude that, in order 
to pursue objectives (i) and (ii) for complex conditions, a prominent research 
direction for the omics data analysis field is the development and application of 
hierarchical multiset multivariate approaches.
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Abstract: This chapter will review the statistical methods used in RNA sequenc-
ing data analysis, including bulk RNA sequencing and single-cell RNA sequenc-
ing. RNA sequencing data analysis has been widely used in biomedical and 
biological research to identify genes associated with certain conditions or diseases. 
Many statistical methods have been proposed to analyze bulk and single-cell RNA 
sequencing data. Several studies have compared the performance of different sta-
tistical methods for RNA sequencing data analysis through simulation studies and 
real data evaluations. This chapter will summarize the statistical methods and the 
evaluation results for comparing different statistical analysis methods used for 
RNA sequencing data analysis. It will cover the statistical models, model assump-
tions, and challenges encountered in the RNA sequencing data analysis. It is 
hoped that this chapter will help researchers learn more about the statistical per-
spective of the RNA sequencing data analysis and enable them to choose appro-
priate statistical analysis methods for their own RNA sequencing data analysis. 
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INTRODUCTION

RNA sequencing, including bulk RNA sequencing and single-cell RNA sequenc-
ing, is a popular technology used in biological and biomedical fields (1, 2). 
Figure 1 shows the analysis flow of RNA sequencing data. In RNA sequencing 
experiments, RNAs of interest need to be extracted first from the cells and then 
converted to complementary DNA (cDNA) to be sequenced by high-throughput 
platforms. Next, the sequenced short cDNA fragments are mapped to a genome or 
a transcriptome, and the summarized count data are derived to estimate the 
expression levels for each gene or isoform (3–5). Finally, statistical methods or 

Figure 1  Analysis flow of RNA sequencing data.
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machine learning methods are applied to the summarized count data after nor-
malization to evaluate transcription levels under different biological and biomedi-
cal conditions, to discover novel transcripts and isoforms, and to detect alternative 
splicing and splice junctions (6). The single-cell RNA sequencing, in addition, 
allows to understand gene expression pattern within the cell; to identify cell het-
erogeneity, cell population, and sub-population; and to examine the effects of low 
copy mRNA distribution and transcriptional regulation (7). Pathway analysis and 
gene enrichment analysis are usually performed further on selected significant 
genes after differential analysis (8, 9).

RNA sequencing has been widely used to study the mechanism of complex 
disease, identify potential biomarkers for clinical indications and infer gene path-
ways (10–12). Similar to bulk RNA sequencing, single-cell RNA sequencing has 
been applied to identify cell populations, infer gene regulatory networks, and 
track different cell lineages (13–15). Single-cell RNA sequencing also has the 
potential to identify drug-resistant clones, assist non-invasive biopsy diagnosis, 
and infer stem cell regulatory networks (16–18).

As the sequencing technology advances rapidly, the cost of both bulk RNA 
sequencing and single-cell RNA sequencing also dramatically decreased 
(18, 19). With this massive amount of RNA sequencing data now available, it 
is very challenging to obtain accurate information from the data and further 
transform this information into useful knowledge (20, 21). Differential gene 
expression analysis also has its own challenges. The distribution of read cover-
age might be different along the genome attributed to the variation of genome 
compositions. Meanwhile, larger genes have more mapped reads than smaller 
genes although their expression levels might be the same. Furthermore, many 
biological variations sometimes cannot be accounted for in the data analysis 
due to relatively small sample sizes for each experimental condition. This 
chapter focuses on the statistical analysis methods used for differential analy-
sis in both bulk RNA sequencing and single-cell RNA sequencing data. 
Commonly used statistical methods, their model assumptions, and tests for 
RNA sequencing differential analysis are discussed (Table 1). The simulation 
results of comparing different statistical methods and challenges encountered 
in the data analysis are summarized. Recommendations on the selection of 
appropriate statistical methods for RNA sequencing differential analysis are 
also provided. 

STATISTICAL METHODS FOR BULK RNA SEQUENCING 
DIFFERENTIAL ANALYSIS

Current popular methods for bulk RNA-seq differential analysis methods could 
be classified into four categories based on the type of statistical methods used for 
differential analysis: (i) t-test analogical methods (Cuffdiff and Cuffdiff2) (22, 23), 
(ii) Poisson or negative binomial model-based methods (edgeR, DESeq, DESeq2, 
baySeq, EBSeq) (24–29), (iii) non-parametric methods (SAMseq and NOIseq) 
(30–32), and (iv) linear models (voom and sleuth) (33, 34).
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TABLE 1	 Summary of gene differential expression analysis 
methods for bulk RNA and single-cell RNA 
sequencing data

Bulk RNA sequencing data

Method
Read count distribution 
assumption/model Differential analysis test Reference

Cuffdiff and 
Cuffdiff2

Similar to t-distribution on log-
transformed data

t-test analogical method (22, 23 )

edgeR Negative binomial distribution Exact test analogous to Fisher’s 
exact test or likelihood ratio test

(24, 25)

DESeq Negative binomial distribution Exact test analogous to Fisher’s 
exact test

(26)

DESeq2 Negative binomial distribution Wald test (27)

baySeq Negative binomial distribution Posterior probability through 
Bayesian approach

(28)

EBSeq Negative binomial-beta empirical 
Bayes model

Posterior probability through 
Bayesian approach

(29)

SAMseq Non-parametric method Wilcoxon rank statistics based 
permutation test

(30)

NOIseq Non-parametric method Corresponding logarithm of fold 
change and absolute expression 
differences have a high 
probability than noise values

(31, 32)

voom Similar to t-distribution with 
empirical Bayes approach

Moderated t-test (33)

Sleuth Additive response error model Likelihood ratio test (34)

Single-cell RNA sequencing data

Method
Read count distribution 
assumption/model Differential analysis test Reference

SCDE Two-component mixture model 
with Poisson and negative 
binomial distributions

Posterior probability of being 
differentially expressed through 
Bayesian approach

(40)

MAST Hurdle model with indicator 
variable and logistic regression

Differences in summarized regression 
coefficients between groups 
through bootstrap method

(41)

scDD Bayesian modeling approach Bayes factor score through 
permutation method

(42)

DEsingle zero-inflated negative binomial 
model

Likelihood ratio test (43)

SigEMD Logistic regression and Wald test for 
selecting genes with zero count 
and then impute zero counts 
using the Lasso regression model

Non-parametric test based on Earth 
Mover’s Distance (EMD) through 
permutation method

(44)

Table continued on following page
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Cuffdiff and Cuffdiff2

Both the Cuffdiff and Cuffdiff2 methods use the t-test analogical method to test 
the changes in gene expression levels between different groups (22, 23). The 
mean gene expression level for each gene is determined using the maximum like-
lihood estimating method for different groups. Then, the mean difference of the 
logarithm-transformed gene expression levels of the estimated gene expression 
levels is used as the numerator in the t-test analogical method, and the estimated 
variance of the mean differences in logarithm is estimated using the delta method. 
The power of the t-test analogical method in Cuffdiff and Cuffdiff2 depends on the 
length of the transcripts tested as longer transcripts yield more reads. Thus, the 
results from Cuffdiff and Cuffdiff2 are biased toward a higher probability of iden-
tifying longer transcripts or genes. The major differences between Cuffdiff and 
Cuffdiff2 are methods used to extrapolate the estimated gene expression levels. 
Cuffdiff determines the estimated gene expression levels using the maximum like-
lihood method with the Bayesian approach and Poisson distribution assumption, 
while the Cuffdiff2 method improves the estimation of gene expression levels 
through modeling cross-replicate variability in transcript-level counts and adopts 
the negative binomial distribution assumption for those estimated counts.

edgeR

For each gene in each sample, edgeR assumes that the summarized count follows 
a negative binomial distribution with mean equal to the multiplication of library 
size and relative abundance (the gene expression levels), and the variance for each 

TABLE 1	 Summary of gene differential expression analysis 
methods for bulk RNA and single-cell RNA 
sequencing data (Continued)

Single-cell RNA sequencing data

Method
Read count distribution 
assumption/model Differential analysis test Reference

SINCERA Exact or normal distribution Welch’s t-test or Wilcoxon rank 
sum test

(46)

D3E Discrete distribution Cramér-von Mises test, 
Kolmogorov–Smirnov test or 
likelihood ratio test

(47)

EMDomics Distribution functions are 
different

EMD-based permutation test (48)

Monocle2 Generalized linear model 
approach

Likelihood ratio test (45, 51)

Linnorm t-distribution with empirical Bayes 
approach

Moderated t-test (49)

Discriminative 
Learning

Multiple logistic regression model Likelihood ratio test (50)
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gene is a function of the mean (24, 25). The genewise dispersion is estimated 
using a conditional maximum likelihood method through the empirical Bayes 
approach. For gene differential expression testing, edgeR uses either an exact test 
analogous to Fisher’s exact test with consideration of overdispersion or a likeli-
hood ratio test within a negative binomial generalized log-linear model 
framework.

DESeq and DESeq2

DESeq uses a modified negative binomial model implemented in edgeR (26). 
DESeq estimates the variance based on the relative abundance of the gene through 
a data-driven approach. DESeq tests gene expression differences between groups 
using an exact test analogous to Fisher’s exact test with test statistics as the sum of 
total count within each group and across groups. DESeq2 takes a generalized lin-
ear model approach to model the group differences in relative abundance, which 
can also accommodate more complex study designs (27). DESeq2 assumes that 
the dispersion follows a log normal prior distribution with means being a function 
of normalized counts for each gene. DESeq2 uses an empirical Bayes approach to 
integrate the dispersion and fold change estimates and tests the gene differential 
expression using the Wald test.

baySeq

baySeq assumes that the summarized count data follow a negative binomial dis-
tribution and use the whole dataset to obtain a prior distribution for the estimated 
model parameters (28). The data dispersion is approximated using the maximum 
likelihood method. The baySeq method uses a posterior probability of non-
differential expression between groups and a Bayesian FDR estimate to select sig-
nificantly differentially expressed genes between groups.

EBSeq

EBSeq assumes that within each biological condition, the expected count from 
each gene follows a negative binomial distribution (29). Within each group, the 
mean of gene expressions is a function of the variance of gene expressions. The 
variance of gene expressions follows a beta distribution with the two parameters 
estimated using the expectation-maximization (EM) algorithm. For the gene 
expression differential tests between groups, EBSeq obtains a posterior probability 
of genes being differentially expressed between groups through Bayes’ rule using 
the EM algorithm within the negative binomial-beta empirical Bayes model frame-
work. EBSeq also uses a Bayesian FDR estimate to assist the selection of signifi-
cantly differentially expressed genes.

SAMseq

SAMseq is a non-parametric method proposed for differential gene expression 
testing between groups (30). For between-group comparisons, SAMseq uses the 
two-sample Wilcoxon rank statistics. SAMseq uses a re-sampling procedure to 
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account for different sequencing depths in the differential data analysis. The null 
distribution of the Wilcoxon rank statistic and FDR are estimated using the per-
mutation method.

NOIseq

NOIseq is also a non-parametric method for testing differential gene expression 
between groups through ratio of fold change and absolute expression differences 
(31, 32). NOIseq uses sequencing-depth corrected and normalized RNA sequenc-
ing count data and models the noise distribution by contrasting the logarithm of 
fold change and absolute expression differences between groups. NOIseq consid-
ers a gene to be differentially expressed between groups if the corresponding loga-
rithm of fold change and absolute expression difference values have a high 
probability to be higher than noise values.

voom

voom takes a linear modeling strategy to model the count data (33). It determines 
the mean–variance relationship based on the delta rule and Taylor’s theorem and 
obtains the estimate for variance through the piecewise linear function defined by 
the fitted LOWESS curve. voom also generates a weight for each observation and 
uses the estimated variance and weight as the input in the limma empirical Bayes 
analysis pipeline. The gene expression differential analysis between groups is 
tested using the moderated t-statistics.

Sleuth

Sleuth uses an additive response error model with the total between-sample vari-
ability being an additive of biological variance and inferential variance (34). The 
biological variance is composed of between-sample variation and variation during 
the library preparation process. The inferential variance includes variation due to 
random sequencing of fragments and variation coming from computational infer-
ence procedures. Sleuth tests gene differential expression between groups using 
the likelihood ratio test.

STATISTICAL METHODS COMPARISONS FOR BULK RNA 
SEQUENCING DIFFERENTIAL ANALYSIS

In 2013, Soneson conducted an extensive comparison of 11 methods used for 
bulk RNA sequencing differential analysis through both simulation studies and 
real RNA sequencing data examples (35). The methods Soneson compared include 
edgeR, DESeq, baySeq, EBSeq, SAMseq, and voom, described before. The com-
parison of those methods showed that all methods had low power with small 
sample sizes, and there was no optimal method applicable for all conditions. 
voom performed well under many conditions and was robust to outliers and com-
putationally efficient. However, voom performed worse when the variances were 
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unequal between groups. SAMseq requires larger sample sizes (at least 4–5 sam-
ples per group) to detect significantly differentially expressed genes. The compari-
son also found that DESeq was often overly conservative, and edgeR was too 
liberal with a larger number of false positives. Both baySeq and EBSeq were com-
putationally less efficient. baySeq showed highly variable results when significant 
genes were all modulated in one direction, and the results were largely affected by 
outliers. EBseq had a poor false discovery rate (FDR) control in most situations 
and was relatively robust to outliers.

Previous experimental validation of selected differentially expressed genes 
from multiple RNA sequencing differential expression analysis methods (Cuffdiff2, 
edgeR, DESeq2) found a high FDR of the Cuffdiff2 method and high false negative 
rates of the DESeq2 method (36). The edgeR method had relatively higher sensi-
tivity and specificity than the Cuffdiff2 and DESeq2 methods. In addition, the 
experimental validation also showed that pooled samples in the experiments suf-
fered from lower positive predictive values than individual samples. 

Using results from qRT-PCR as the gold standard, an extended review of eight 
RNA sequencing differential analysis methods (baySeq, DESeq, DESeq2, EBSeq, 
edgeR, voom, NOIseq, and SAMseq) was conducted to determine their precision, 
accuracy, and sensitivity (37). By comparing the results from qRT-PCR and selected 
differentially expressed genes from each of the eight methods, it was found that 
voom, NOIseq, and DESeq2 showed more consistent results than the other meth-
ods. In addition, the significantly differentially expressed genes selected by con-
sensus of baySeq, DESeq2, voom, and NOISeq had the best performance indicators 
on precision, accuracy, and sensitivity. Furthermore, the investigation also found 
that mapping methods in the pre-processing step of RNA sequencing data analysis 
had minimal effect on downstream RNA sequencing gene differential analysis, 
given that a reference genome for the RNA sequencing data was available.

A recent investigation of six RNA sequencing differential analysis methods 
(DESeq, DESeq2, edgeR, SAMseq, EBSeq, and voom) focused on their stability 
measured by the area under the correlation curve (38). Among the explored fac-
tors that have a potential to affect the stability of RNA sequencing differential 
analysis methods, fold changes of truly differentially expressed genes and their 
variability seem largely to affect the stability of those methods. Larger sample size 
is associated with increased stability, and a sample size of 10 or larger in each 
group results in a plateau on stability. DESeq2 and edgeR were less likely to be 
affected by outliers on their stability measurements.

STATISTICAL METHODS FOR SINGLE-CELL RNA SEQUENCING 
DIFFERENTIAL ANALYSIS

Single-cell RNA sequencing is becoming popular in recent years to better under-
stand the stochastic process and gene regulations in a granular resolution (13, 15, 
16, 39). The commonly used gene differential expression analysis in single-cell RNA 
sequencing can be classified into two categories, with one category modeling excess 
zeros (SCDE, MAST, scDD, DEsingle, and SigEMD) (40–44) and the other category 
without modeling the excess zeros in the single-cell RNA sequencing data (DESeq2, 
SINCERA, D3E, EMDomics, Monocle2, Linnorm, and Discriminative Learning) 
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(12, 27, 45–50). DESeq2 is a popular method used for bulk RNA sequencing data 
analysis, which is also often used for analyzing single-cell RNA sequencing data for 
testing of differential expression between groups.

Single-cell differential expression (SCDE)

SCDE uses a two-component mixture model for the gene expression data from 
single-cell RNA sequencing experiments (40). The excess zero part (dropouts) is 
modeled by a Poisson distribution with user-specified thresholds for the mean 
(such as 0.1). The expressed genes are modeled by a negative binomial distribu-
tion technique. For gene differential expression analysis between groups, SCDE 
takes a Bayesian approach to obtain the posterior probability of a gene being 
expressed in one group and then uses a fold expression difference between groups 
as the test statistics with empirical P-values calculated to select differentially 
expressed genes.

MAST

MAST uses a hurdle model approach for single-cell RNA sequencing gene differ-
ential expression analysis (41). MAST assumes conditional independence between 
expression rate and expression levels for each gene. MAST uses an indicator vari-
able to denote whether a gene is expressed in a cell and fits a logistic regression 
for the discrete indicator variable. For genes expressed in a cell, MAST fits a nor-
mally distributed linear model. The gene differential expression analysis between 
groups is tested using the differences in summarized regression coefficients 
between groups. The null distribution of the test statistics is estimated through a 
bootstrap method with empirical Bayes approach regularizing model parameters. 

scDD

scDD is also based on a Bayesian modeling approach to detect differentially 
expressed genes between groups (42). ScDD models the excess zeros using a 
logistic regression and models the non-zero gene expressions using a conjugate 
Dirichlet process mixture model of normal distributions. For testing gene differ-
ential expressions, scDD calculates an approximate Bayes factor score that com-
pares the probability of differential expression with the probability of 
non-differential expression. The empirical P-values for the differential expression 
tests are computed using a permutation method. 

DEsingle

DEsingle uses a zero-inflated negative binomial (ZINB) model to characterize the 
read counts and excess zeros in single-cell RNA sequencing data (43). The ZINB 
model has two components, one modeling the excess zeros through an indicator 
variable multiplied by the proportion of constant zeros and the other modeling 
the positive gene expressions through a negative binomial model multiplied by 
the proportion of non-zeros. The gene differential expression analysis is con-
ducted through likelihood ratio tests within the ZINB model framework.
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SigEMD

Different from other excess zero modeling methods for single-cell RNA sequenc-
ing differential analysis, SigEMD takes an additional step in modeling the excess 
zeros (44). SigEMD first uses logistic regression and the Wald test to select genes 
with zero counts that are affecting gene expression distributions, then SigEMD 
imputes those zero counts through a Lasso regression model. The gene differential 
analysis between groups is conducted using a non-parametric test based on Earth 
Mover’s Distance (EMD). The P-values are computed using a permutation method.

SINCERA

SINCERA is a pipeline developed for single-cell RNA sequencing data analysis 
(46). SINCERA can be used for the pre-processing of single-cell RNA sequencing 
data, identifying cell types and key gene expression regulators, selecting differen-
tially expressed genes, and predicting gene signatures. For gene differential analy-
sis between groups, SINCERA uses the Welch’s t-test when the sample size of both 
groups is >5; otherwise, SINCERA uses the Wilcoxon rank sum test. SINCERA 
also includes the SAMseq algorithm as an optional method for selecting differen-
tially expressed genes from single-cell RNA sequencing data.

D3E

D3E is a discrete distribution method used for single-cell RNA sequencing gene 
differential expression analysis (47). To identify genes differentially expressed 
between groups, D3E uses either the Cramér-von Mises test, the Kolmogorov–
Smirnov test or the likelihood ratio test. To test the hypothesis of the driving 
mechanism in apparent changes, D3E fits a transcriptional burst model to the 
expression data for each gene through a method of moments or a Bayesian 
approach. Following the transcriptional burst model, parameter changes between 
groups will be calculated. 

EMDomics

EMDomics detects significantly differentially expressed genes between groups for 
single-cell RNA sequencing data by comparing the two distribution functions of 
gene expressions between groups (48). EMDomics compares the differences 
between groups based on EMD, a commonly used approach to compare two his-
tograms in imaging analysis. EMDomics measures the differences between two 
normalized distributions of the two groups through normalized total cost of trans-
forming distributions between groups. Permutation test is used to compute the 
P-values for the EMD tests.

Monocle2

Using the census algorithm, Monocle2 converts the relative single-cell RNA 
sequencing expression levels into relative counts for each gene without experi-
mental spike-in controls (45, 51). The census algorithm in Monocle2 estimates 
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the total number of mRNAs in each cell by calculating the ratio of the total num-
ber of single-mRNA genes to the fraction of the library contributed by them and 
then rescales the transcript per million (TPM) in single cell values into mRNA 
counts for each gene. Monocle2 tests gene differential expression between groups 
through a likelihood ratio test for comparing a full generalized linear model with 
additional effects to a reduced generalized linear model based on negative bino-
mial distributions.

Linnorm

Linnorm proposes a new normalization and transformation method for single-cell 
RNA sequencing data analysis (49). The normalization and transformation param-
eters are calculated based on stably expressed genes across different cells. Linnorm 
uses the moderated t-statistics in the limma package for gene differential expres-
sion analysis through the empirical Bayes approach to centralize the estimated 
variances from the data.

Discriminative learning

Discriminative learning uses the multiple logistic regression framework (50). 
Different from previous single-cell RNA sequencing differential analysis methods, 
discriminative learning uses the group labels as the outcome variables and uses 
the gene expression levels and other characteristics of the samples as the predictor 
variables to identify genes significantly associated with the group labels through 
likelihood ratio tests. 

STATISTICAL METHODS COMPARISON FOR SINGLE-CELL 
RNA SEQUENCING DIFFERENTIAL ANALYSIS

A previous comparison of six methods (SCDE, MAST, D3E, Monocle, edgeR, 
DESeq) for single-cell RNA sequencing differential analysis examined the perfor-
mance of those methods under different unimodal or bimodal distributions (52). 
The comparison found significant differences among those methods regarding 
precision, recall, empirical power, and overall performance. The investigation did 
not suggest an optimal method that performs better than other methods under all 
scenarios. A call for new differential analysis methods for single-cell RNA sequenc-
ing data was suggested as a result from the comparisons.

Another evaluation of 36 approaches for gene differential expression analysis 
in single-cell RNA sequencing data found remarkable differences in the perfor-
mance of those approaches (53). They also found the gene differential expression 
analysis methods developed specifically for single-cell RNA sequencing data did 
not perform generally better than the methods developed for bulk RNA sequenc-
ing data.

A recent comprehensive evaluation of single-cell RNA sequencing differential 
analysis methods compared 11 differential analysis methods, including SCDE, 
MAST, scDD, DEsingle, SigEMD, SINCERA, D3E, EMDomics, Monocle2, edgeR, 
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and DESeq2 (54). The gene expression values from real single-cell RNA sequenc-
ing experiments are multimodal with excess zeros, which makes the gene expres-
sion differential analysis challenging. Currently, there is no method available that 
can handle both multimodality and excess zeros. The comparison showed that no 
single method performs uniformly better than other methods under all circum-
stances. In general, non-parametric methods that could handle multimodality 
perform better than methods modeling excess zeros, while methods modeling 
excess zeros resulted in higher true positive rates and lower false positive rates. 
Gene differential expression analysis methods developed for single-cell RNA 
sequencing data had similar performance as those methods developed for bulk 
RNA sequencing data. In addition, low agreement was found among the selected 
genes from those differential analysis methods for single-cell RNA sequencing 
data. This recent evaluation also indicates the need of new differential analysis 
methods for single-cell RNA sequencing data.

CONCLUSION

As RNA sequencing technology is getting increasingly popular and more advanced 
in the biomedical and biological fields, coupled with a decrease of the cost for 
RNA sequencing experiments, more RNA sequencing differential analysis meth-
ods will be developed to identify differentially expressed genes between groups. 
For gene differential analysis methods used for both bulk RNA sequencing and 
single-cell RNA sequencing data, there is no consensus on an optimal method 
under all circumstances, although DESeq2 is currently very popular for gene 
expression differential analysis for bulk RNA sequencing data within the bioinfor-
matics community. Remarkable differences were also found among different gene 
expression differential analysis methods in terms of numbers and characteristics 
of selected differentially expressed genes. Gene expression differential analysis 
methods specific for single-cell RNA sequencing data have a similar performance 
as methods developed for bulk RNA sequencing data, when both were used for 
single-cell RNA sequencing data. Evaluations of commonly used gene expression 
differential analysis methods for RNA sequencing data indicate a need for better 
differential analysis methods, especially for single-cell RNA sequencing data. 
Taking consensus of the selected differentially expressed genes from multiple 
methods could improve accuracy and reduce the false discovery rate, but it could 
also increase the false negative rate. New methods that integrate multiple 
approaches with both reduced false positives and reduced false negatives might be 
the direction for future differential analysis method development.
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Abstract: Over the past two decades, rapid advances in DNA sequencing tech-
nologies have allowed genome-wide interrogation of epigenetic features. The 
epigenome landscape encompasses a growing number of chemical properties of 
DNA and DNA-associated proteins; these properties are tissue-specific, distinctive 
for disease state and sensitive to environmental exposures. The epigenetic field 
has rapidly evolved from basic research investigations, aiming to understand the 
nature and function of epigenetic marks, to clinical and preclinical applications, 
where vast epigenetic information is used for risk assessment and disease predic-
tion. The large diversity of epigenetic marks is mirrored by the complex variability 
of their genomic patterns and distributions. Mining of large-scale genomic datas-
ets relies strongly on computational approaches and statistical models that should 
be carefully selected and adapted to fit the nature of the signals analyzed and the 
hypotheses tested. Here, we review recent advances in computational approaches 
used to analyze epigenetic data, with an emphasis on histone modifications and 
DNA methylation. We discuss the standard workflows for data acquisition, pro-
cessing, and transformation, as well as the computational approaches used to 
assess statistical significance in comparative analyses. We also discuss the 
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prediction methods utilized to associate epigenetic modifications with human dis-
orders and environmental factors.

Keywords: data modeling; disease prediction; DNA methylation; epigenetics; 
histone modifications.

INTRODUCTION

Gene expression is regulated by the interaction between DNA molecules and 
DNA-binding proteins such as transcription factors (TFs), coactivator, and core-
pressor complexes. Some of these complexes modify the chromatin structure and 
its transcription competency. Chemical modifications to DNA and DNA-associated 
proteins (histones) and non-coding RNAs are considered the main epigenetic 
mechanisms controlling genome activity. The term epigenetics was first coined by 
Conrad Waddington to describe a set of causal heritable mechanisms that trans-
late genotypes to phenotypes (1). More recent definitions describe epigenetics as 
modifications that regulate gene expression without altering the DNA sequence.

Epigenetic mechanisms are generally assessed by measuring their associated 
chemical tags or marks on target molecules, such as the methylation of cytosine 
or the acetylation of histone residues. The epigenome of a cell can be defined as 
the combination of all epigenetic marks at a given time across the genome that 
synergistically dictates the usage of the underlying DNA sequence. Given the large 
number of known epigenetic marks, and probably a much larger number of 
unknown ones, as well as the limitations of current epigenomics methods, the 
epigenome cannot be assessed as a whole, and current studies capture snapshots 
of only a small fraction of it. Epigenetic marks are dynamic and reversible and can 
undergo rapid changes during development and in response to various exposures, 
including drug treatment. Epigenetic alterations are also associated with a number 
of diseases and can be used as diagnostic and prognostic biomarkers of disease 
onset and progression, respectively.

The majority of epigenetic studies seek to identify changes between experi-
mental conditions and further leverage this information to explain other molecu-
lar or physiological alterations. The results of such comparative studies mainly 
rely on the statistical approach and selection criteria used. Here, we review cur-
rent knowledge of epigenetic mechanisms, with a focus on DNA methylation and 
histone modifications. We describe the workflows used to process and interpret 
epigenetic data generated by next-generation sequencing technologies. We also 
discuss the main computational approaches applied to identify differentially regu-
lated loci and prediction methods used to associate epigenetic changes with 
human disorders or environmental exposures.

DNA MODIFICATIONS

Cytosine methylation at the 5-carbon position (5mC) is the most frequent DNA 
modification in eukaryotes. In mammals, 5mC occurs almost exclusively in the 
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context of CpG dinucleotides (2), with the cytosines in both strands usually being 
methylated. The majority of CpG sites in mammalian genomes are methylated 
except at active regulatory elements (REs) (3, 4). 5mC is catalyzed by DNA meth-
yltransferases, DNMT1, DNMT3a, and DNMT3b. DNMT1 is a maintenance 
enzyme that ensures the inheritance of 5mC patterns during DNA replication, 
while DNMT3a and DNMT3b catalyze de novo DNA methylation (5). Formation 
of 5mC is reversible and can be converted by ten–eleven translocation (TET) 
enzymes to 5-hydroxymethylcytosine (5hmC), 5-formylcytosine (5fC), and 
5-carboxylcytosine (5caC) through three consecutive oxidation reactions (6), ulti-
mately leading to the unmethylated cytosine. Initially, 5mC oxidation derivatives 
were considered as intermediates in the process of DNA demethylation. However, 
recent investigations indicate that they may represent distinct epigenetic states 
with regulatory functions (7). Although 5mC was historically associated with 
gene silencing, genome-wide investigations have shown that 5mC readout 
depends on the genomic context. While a high level of DNA methylation at REs 
is indicative of transcriptional silencing, gene bodies show high levels of DNA 
methylation regardless of their expression status (3, 8). In addition to cytosines, 
eukaryotic DNA can also be methylated at the nitrogen-6 position of adenosine 
bases (6mA) (9). In contrast to cytosine modifications, adenosine modifications 
have received less attention and will not be discussed in this chapter.

ASSESSMENT OF CYTOSINE MODIFICATIONS

Cytosine modifications can be assessed by various methods (10) involving two 
main technologies, high-throughput sequencing and methylation arrays. While 
methylation arrays are restricted to annotated loci such as promoters and a frac-
tion of known enhancers, sequencing methods can potentially cover every cyto-
sine in the genome. Whole-genome bisulfite sequencing (WGBS) is currently the 
gold standard technique for assessing cytosine modifications at single-base resolu-
tion across the entire genome. WGBS is based on the bisulfite reaction that con-
verts unmodified cytosines (uCs) into uracils while 5mC and 5hmC bases are 
protected from the conversion (Figure 1). After DNA amplification and high-
throughput sequencing, uCs are read as thymines, whereas 5mC and 5hmC are 
read as cytosines. Given that WGBS cannot distinguish 5mC from 5hmC (11), the 
measured signal represents the sum of both modifications. However, the contri-
bution of each modification strongly depends on its relative abundance in the 
investigated tissue or cell type. 5hmC levels are generally very low in mammalian 
cells and vary across cell types and tissues. 5hmC is abundant in the brain but 
extremely low in blood and spleen and almost undetectable in cultured cell lines 
(12). 5hmC levels can be assessed by a subtractive approach through the combi-
nation of oxidative bisulfite sequencing (oxBS-seq) (13, 14) and bisulfite sequenc-
ing (BS-seq). oxBS-seq implies an oxidation step that converts 5hmC into 5fC, 
which is further converted by the bisulfite reaction into uracil and read as thymine 
after sequencing, similar to uCs. Therefore, oxBS-seq identifies real 5mC, while 
BS-seq identifies 5mC + 5hmC (Figure 1). Consequently, subtracting the oxBS-
seq signal from the BS-seq signal allows the computation of 5hmC levels (15), on 
the condition that the oxBS- and BS-conversion rates are very close to 100%. 
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The majority of DNA-methylation investigations are based on bisulfite conversion 
and assume that 5mC is the major cytosine modification and, therefore, neglect 
the contribution of 5hmC. The current chapter discusses only WGBS analysis, 
which is applicable to all BS-seq data, and the term DNA methylation will refer to 
5mC + 5hmC as measured by BS-seq, unless otherwise stated.

Sequence alignment, read count, and methylation calling

The first step in analyzing DNA methylation data is the alignment (mapping) of 
sequencing reads to the reference genome. To maximize the rate of read mapping, 
it is recommended to trim sequencing adapters and low-quality bases at read 
ends. This process can be performed by using Trim Galore (https://www.bioinfor-
matics.babraham.ac.uk/projects/trim_galore) or cutadapt tools (16). C-to-T bisul-
fite conversion results in reduced complexity of the converted DNA and subsequent 
loss of complementarity with the reference genome. The bisulfite reaction and sub-
sequent DNA amplification produce four individual strands from a single original 
fragment. Additionally, bisulfite libraries can be directional or non-directional, 
with the first approach preserving strand specificity in contrast to the second (17). 
BS-seq analysis tools such as Bismark (18) and QuasR (19) take into consideration 
these parameters and try to identify the best unique alignment by running four 
alignment processes simultaneously. Firstly, reads are C-to-T or G-to-A (reverse 
strand) converted and aligned to an equivalently converted genome. The align-
ment process is time-consuming and requires considerable computing resources. 
For large studies, a high-performance computing cluster is required.

As the assessment of cytosine status strongly depends on C-to-T conversion, 
the bisulfite conversion efficiency must be controlled for every experiment. 
Spiking samples with unmethylated lambda phage DNA provide an accurate 
estimation of bisulfite conversion as all cytosines in this genome should be 
converted. High-quality experiments produce conversion rates greater than 99%.

Figure 1  During bisulfite sequencing (BS-seq), unmodified cytosines (C) are read as thymines (T), while 
methylated (5mC) and hydroxymethylated cytosines (5hmC) are protected from bisulfite conversion 
and read as C. In this scenario, BS-seq does not discriminate 5mC from 5hmC. Oxidative bisulfite 
sequencing (oxBS-seq) includes an oxidation step, during which 5hmC is converted to 5fC and 
read as T after bisulfite sequencing, similar to unmodified C, while only 5mC is read as C. 5hmC 
proportions are computed by subtracting oxBS-seq signals from BS-seq signals.
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In classical WGBS experiments, where 5mC and 5hmC cannot be distin-
guished, both modifications are reported as methylated cytosines. In this context, 
the methylation level of cytosines is reported as the ratio of the number of reads 
with “C” (5mc + 5hmC) over the number of reads with either “C” or “T” (5mC + 
5hmC + C). These reads originate from a population of cells with variable meth-
ylation states. Therefore, the methylation ratio ranges from 0 to 1, where 0 cor-
responds to a fully unmethylated state and 1 indicates a fully methylated state. 
Tools such as Bismark and QuasR produce count matrices containing the number 
of methylated and unmethylated reads for every cytosine that can be used for 
further analysis. In studies combining the oxBS-seq and BS-seq approaches, 5mC, 
5hmC, and uC proportions can be computed using maximum likelihood esti-
mates (20) or binomial modeling (21). It is important to mention that calculating 
the simple difference between BS and oxBS signals as an estimate of 5hmC can 
produce negative proportions and sums (5mC + 5hmC + uC) greater than 1. Such 
inconsistencies may simply represent sequencing artifacts or low-coverage biases 
and have no biological significance.

DNA methylation patterns

Cytosine methylation, as measured by WGBS in the human (3) and mouse (4) 
genomes, has shown that 5mC occurs mostly in the context of CpG dinucleotides, 
while non-CpG methylation is a rare event. The 5mC frequency of individual CpGs 
has a bimodal distribution, with the majority of CpGs being highly methylated and 
a small subset of CpGs showing an unmethylated state. In addition to these two 
categories, a third population of CpGs shows an intermediate range of methylation 
ranging from 10 to 50% (Figure 2). At the genome scale, the methylome can be 
segmented into three distinct classes: fully methylated regions (FMRs), 

Figure 2  Epigenetic landscape. (A) Genomic distribution of the main epigenetic marks. Histones 
are depicted as yellow cylinders; black lines represent DNA, and modifications of histone 
tails are shown as circles. Transcription factors (TF) are indicated by hexagons. Grey blocks 
represent DNA methylation patterns. UMRs, LMRs and FMRs show the unmethylated 
regions, low-methylated regions and fully methylated regions, respectively. Assay for 
transposase-accessible chromatin using sequencing (ATAC-Seq) peaks are depicted in 
orange. (B) Genome browser snapshot illustrating DNA methylation patterns. ac: acetylation; 
H: histone; K: lysine; me: methylation; Pol II: RNA polymerase II.
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unmethylated regions (UMRs), and low-methylated regions (LMRs) (4). FMRs rep-
resent 90% of the genome and are enriched at inter- and intragenic regions. UMRs 
correspond to the majority of CpG islands and active promoters, while LMRs 
exhibit enhancer features such as specific histone marks and binding of TFs (4) 
(Figure 2). While the majority of genomic regions fit this classification, some cell 
types contain contiguous regions showing disordered states of methylation ranging 
from 0 to 100%, with little similarity between neighboring CpGs (3). These loci 
were termed “partially methylated domains” (PMDs). It is important to mention 
that PMDs and LMRs are two distinct methylation profiles, and particular attention 
should be paid to the behavior of PMDs in comparative investigations. Methylation 
distribution in PMDs may affect the identification of LMRs (22) and the computing 
of differential methylation between experimental groups. The presence of PMDs 
can be evaluated using, for instance, the MethylSeekR package (22), and whether 
or not to exclude them from the analysis depends on the study purpose.

Computing differential methylation

After methylation calling, the next step is to compare methylation profiles between 
experimental groups to identify differentially methylated cytosines (DMCs) or dif-
ferentially methylated regions (DMRs). Selecting the appropriate statistical model 
is the most important step in computing differential methylation for studies with 
biological replicates. The different statistical methods used to call DMCs/DMRs 
were summarized in an excellent review by Wreczycka et al. (23), which addressed 
additional aspects of DNA methylation analysis. In general, regression models are 
the best choice for comparing methylation profiles in studies with several repli-
cates per experimental group. The selected method should take into consider-
ation intra-group variability, which is more pronounced in in vivo and clinical 
studies. Beta-binomial distribution is a natural choice for computing differential 
methylation when biological replicates are available as it can correct for techni-
cal sampling and intra-group variability. A number of tools, such as DSS (24) and 
RADMeth (25), are based on the beta-binomial distribution. These tools compute 
differential methylation for single cytosines and require predefined file formatting. 
For more flexibility, the beta-binomial distribution is implemented in a number of 
R packages such as TailRank (https://cran.r-project.org/web/packages/TailRank/
index.html) and AOD (https://cran.r-project.org/web/packages/aod/index.html).

DMRs are usually called based on the FDR-adjusted P-value from the fitted 
statistical model. The value of methylation difference can also be used as an addi-
tional selection parameter. As the outcome of this approach is based on the cut-
offs used, it is important to have a global quantitative view of data distribution by 
generating volcano or simple scatter plots. Another important parameter in calling 
DMRs is the read coverage at the investigated position, because accurate evalua-
tion of methylation differences between samples requires decent read coverage. In 
our own work, we set the minimum number of reads to 15; however, this param-
eter can be changed depending on the data at hand. Computing differential meth-
ylation should also take into consideration a number of covariates such as age, 
sex, and other potential confounding factors. Finally, genetic variations can also 
affect methylation status, and particular attention should be paid to C/T 
single-nucleotide polymorphism (SNPs).
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In addition to differential methylation, increased variability in methylation lev-
els can also be observed at some loci in response to exposures (26, 27) or in rela-
tion to some diseases (28). These variably methylated regions (VMRs) have been 
suggested to be regions of stochastic epigenetic variations (29) that may indicate 
a certain degree of flexibility in the control of local chromatin structure. VMRs 
have been observed to occur preferentially at enhancers and 3′-untranslated 
regions (3′UTRs) (30), suggesting a potential role in gene regulation. VMRs can be 
called simply by calculating the variance; however, this approach is sensitive to 
intra-individual and technical variations. The multiple hypothesis testing approach 
has been suggested to call VMRs by distinguishing biological variability from 
intra-individual variations (31). Although this approach was applied to methyla-
tion arrays, it can also be adapted to sequencing data.

DNA methylation in disease research and risk assessment

Genome-wide association studies (GWAS) have been designed to identify risk-
associated SNPs that can be used as prediction tools in clinical investigations or 
for personalized medicine. Similarly, epigenome-wide association studies (EWAS) 
aim to derive potential associations between epigenetic marks and a particular 
trait, disease or exposure–response profile. To date, the vast majority, if not all, of 
EWAS have been based on DNA methylation. Therefore, these investigations 
should rather be termed “methylome-wide association studies” (MWAS). MWAS 
have been mainly conducted in the context of tumorigenesis, where the methy-
lome of cancer cells is characterized by global hypomethylation except at some 
CpG islands that undergo hypermethylation (32). MWAS have been also con-
ducted in relation to various diseases and phenotypes. The EWASdb database 
records 1319 MWAS associated with 302 diseases and/or phenotypes, including 
autoimmune, metabolic, and exposure-related disorders, to name a few (33).

To date, most MWAS have been based on methylation arrays that interrogate 
mainly annotated regions and poorly cover the complex network of distal REs. 
Given the central role of distal REs in genome regulation, it is crucial to interro-
gate the association of these loci with the traits of interest. For example, WGBS 
investigations in the mouse lung showed that cigarette smoke exposure mainly 
alters DNA methylation at candidate enhancers (identified as LMRs), while pro-
moters are less affected (34). The importance of distal RE is also illustrated by the 
fact that the majority of GWAS-identified hits are located in non-coding regions 
with potential regulatory function, arguing for their informative value in both 
GWAS and EWAS.

Ideally, a comprehensive MWAS would assess cytosine status at a genome-
wide level using WGBS and oxBS-seq in parallel to discriminate 5mC from 5hmC. 
However, this scenario requires high read coverage to accurately evaluate meth-
ylation variations. Finally, an adequate sample size is required to assure sufficient 
power to detect methylation differences (35). These requirements make whole-
genome investigations costly for studies involving large cohorts. Alternatively, 
cytosine methylation can be investigated for a defined set of genomic targets using 
capture techniques (36). This approach allows the design of custom sets of loci to 
address specific needs and to increase the read coverage per site, while reducing 
the cost.
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MWAS must also take into consideration inter- and intra-individual variations 
in DNA methylation levels. Unlike genetic information, where all cell types share 
the same genome, the epigenome varies between cell types and tissues. Thus, 
epigenome profiling in peripheral sources such as blood and saliva may not reca-
pitulate the variations occurring in specific target organs. Cell heterogeneity in 
liquid biopsies may also complicate the use of DNA methylation variations as reli-
able biomarkers. Additionally, epigenetic marks change over time, are sensitive to 
environmental factors and health status, and may be affected by genetic variants. 
The aforementioned confounding factors and many others should be considered 
during the experimental design and computational framework.

DNA methylation results are generally reported as the difference in mean 
methylation ratios between experimental groups, with P-values derived from a 
sound statistical model. In most MWAS, the effect size is modest. It is rare to 
observe cytosines moving from the unmethylated state to fully methylated state or 
vice versa except when comparing methylomes from different cellular origins (37). 
Usually, the association between the response variable (disease, exposure, and the 
like) and explanatory variable (DNA methylation level) relies on the P-value, 
while the effect size is neglected, thus reducing the applicability of MWAS in per-
sonalized medicine. For example, the cg03636183 CpG site located in the F2RL3 
gene is considered a strong marker of cigarette-smoke exposure in blood samples. 
The median methylation level of this CpG is 95% in never smokers and 83% in 
smokers (38). Despite the methylation difference of 12%, this site still belongs to 
the category of fully methylated CpGs and can hardly be used to distinguish 
smokers from non-smokers. However, this site and many others are reproducibly 
found to be differentially methylated in independent cohorts in relation to smok-
ing. Given the binary nature of 5mC at the allele level, these reproducible, but 
weak, variations can be explained by the cellular heterogeneity of blood samples. 
Some DNA methylation variation may reflect the cell-type composition of blood 
samples (39, 40). As mentioned earlier, the measured methylation level represents 
the average of events occurring in a population of cells. Therefore, cell-type-spe-
cific variations may be diluted in the averaged bulk signal. It has been shown that 
many loci, including cg03636183 in F2RL3 and cg05575921 in AHRR, exhibit 
distinct patterns of smoking-associated methylation variations across blood-cell 
types (41). Investigating DNA methylation variations in specific cell types may 
reduce the bias linked to cell heterogeneity and allow more accurate detection of 
cell-type-specific DMRs or DMCs.

Leveraging epigenetic associations to causal biologic mechanisms is still chal-
lenging. DNA methylation variations can be the cause or consequence of the 
investigated phenotype. This complex interaction is illustrated by the chronology 
of promoter hypermethylation in cancer cells. It has been reported that some 
transcriptionally silenced promoters in healthy cells become aberrantly hyper-
methylated during tumorigenesis, implying that the hypermethylation of some 
loci is likely the consequence, rather than the cause, of tumorigenesis (42). Despite 
the lack of clear causality to cancer etiology, DNA methylation levels of a limited 
set of loci have been used to develop diagnostic tests for colorectal, prostate, and 
bladder cancers (43). Cologuard®, a DNA methylation-based diagnostic kit (Exact 
Sciences Corporation, WI, USA), was the first stool DNA screening test approved 
by the U.S. Food and Drug Administration for colorectal cancer.
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Machine learning in MWAS

Machine-learning (ML) algorithms are promising tools for identifying methylome 
variations predictive or indicative of certain phenotypes or exposures. These algo-
rithms seek to identify a set of loci (features) whose methylation levels can be used 
as a signature to categorize samples from different experimental groups (classifica-
tion methods) or to estimate continuous metrics such as age (regression meth-
ods). In the context of MWAS, classification algorithms have been mainly used to 
classify cancer samples. Random forest (RF)-based supervised learning is one of 
the most used ML algorithm in MWAS (37, 44, 45). For example, this algorithm 
has been used to construct a DNA methylation signature based on 20 loci for 
stratifying different types of brain metastasis. This signature also showed a good 
performance on samples from a test set that was not used to train the model (37). 
The good classification power of this signature is probably due to the cell-type-
specific DNA methylation patterns of primary tumors. The RF algorithm has been 
also used to build DNA methylation signatures to classify different tumor types, 
including breast, kidney, and thyroid carcinomas (44), and to classify central ner-
vous system tumors (45). DNA methylation has been also used to classify sub-
types and predict treatment outcome in patients with childhood acute 
lymphoblastic leukemia using the nearest shrunken centroids (NSC) approach.

Regression algorithms have been also applied to methylome data, mainly in 
the context of age prediction. DNA methylation of a limited set of CpGs has been 
used to build age predictors in humans (46, 47) and mice (48, 49). One of the 
first epigenetic predictors of age, termed the Horvath clock (46), is a multi-tissue 
predictor based on 353 CpGs and can estimate chronological age in test samples 
with a median error of 3.6 years. This model has been derived from 8000 methy-
lomes using elastic-net regression. After this pioneering work, a number of other 
DNA methylation clocks have been developed using other tissues and regression 
algorithms (50). Regularized linear regressions are the most used algorithms for 
building age predictors. The regression method selected depends on the data at 
hand and the questions to be answered. Although the most accurate DNA meth-
ylation clocks are derived from elastic-net regression, the beneficial effects of anti-
aging interventions are better computed by ridge regression-based clocks (49). 
ML approaches have mainly been applied to data generated by methylation arrays 
and are only starting to be used for sequencing datasets. In the context of sequenc-
ing datasets, the aforementioned limitations for computing differential methyla-
tion are also valid for ML approaches, and particular attention should be paid to 
poorly covered sites.

CHROMATIN REGULATION

Chromatin is a DNA–protein complex, the primary function of which is to orga-
nize the genetic material in a compact form to fit into the nucleus. The fundamen-
tal chromatin unit, the nucleosome, consists of 147 DNA base pairs wrapped 
around histone octamers. Multiple histone residues, mainly at histone tails, can 
undergo covalent post-translational modifications (PTMs), including methyla-
tion, phosphorylation, acetylation, and SUMOylation. PTM regulation involves 
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three families of epigenetic enzymes: writers that catalyze the addition of various 
chemical groups, readers that recognize and interpret these modifications, and 
erasers that remove them to ensure dynamic epigenetic regulation (51).

Genome-wide mapping of PTMs has identified their functional association 
with chromatin properties, transcriptional competency, DNA-damage repair, and 
DNA replication. The combination of PTMs at a particular locus shapes the local 
chromatin structure and modulates transcriptional activity. This combinatorial 
regulatory code has been termed “histone code.” For example, trimethylation of 
lysine 4 of histone 3 (H3K4me3) marks actively transcribed promoters, while 
monomethylation of the same residue (H3K4me1) marks active enhancers. 
Acetylation of any histone residue (e.g., H3K27ac, H3K9ac or H3K14ac) is always 
associated with active REs (Figure 2). Other PTMs are associated with transcrip-
tional repression. For example, H3K9me2 is a key marker of heterochromatin 
domains (52), and H3K27me3 indicates polycomb group silenced loci (53).

Profiling histone modifications by ChIP sequencing

Chromatin immunoprecipitation (ChIP) followed by high-throughput sequenc-
ing (ChIP-seq) is a powerful technique for profiling the genomic distribution of 
PTMs and other DNA-binding proteins such as TFs and epigenetic enzymes. 
ChIP-seq involves an immunoprecipitation (IP) step using antibodies directed 
against the target protein. The captured DNA is further subjected to next-
generation sequencing, and the resulting reads are mapped to the reference 
genome to identify the binding sites of target proteins (Figure 3). The general 
assumption is that target protein binding sites will produce more reads than the 
rest of the genome, which will be covered by the sequencing noise/background 
captured by unspecific binding of the IP antibody. The sequencing noise is 
generally assessed by sequencing a fraction of the input chromatin prior to the IP 
step. This noise is not uniform and reflects local chromatin accessibility, amplifi-
cation, and mappability biases. The interpretability of ChIP-seq experiments 
strongly depends on antibody specificity, the amount of starting material, and 
epitope integrity after cell lysis and chromatin shearing. The impact of these 
parameters is reflected by the signal-to-noise ratio in the sequencing data.

Once the sequencing reads are aligned to the reference genome, the next step 
is to identify genomic regions that are enriched for the target protein. This step is 
usually termed peak-calling, because the first ChIP-seq experiments were mainly 
designed to map TFs and resulted in very short enriched regions (0.5 kb to 1 kb) 
with a peak shape and clear summit (maximum read density) when visualized on 
genome browsers. However, not all ChIP-seq experiments generate narrow peaks. 
Some PTMs such as heterochromatin marks are uniformly enriched in very large 
regions with no clear summit, while other PTMs such as active promoter marks 
(e.g., H3K4me3 and H3K9ac) are enriched in relatively short regions (1 kb to 
2 kb) with a clear local maximum read density. More complex patterns include a 
mixture of narrow peaks and diffused regions such as the H3K27me3 mark. The 
majority of peak-calling tools (listed in two reviews (54, 55) were designed to 
detect narrow peaks and may not perform accurately on ChIP-seq experiments 
with broad and diffuse enriched regions. However, some tools such as the popular 
MACS (56) and Epic (57) have included new parameters to model mixed enrich-
ment events in recent updates.
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Modeling the background distribution of reads is an important step in peak 
detection and can be performed from the input control, but not all studies include 
this control. Consequently, the majority of algorithms model the intrinsic back-
ground of ChIP samples. While this approach performs well for narrow-peak 
experiments, it provides poor results for diffuse enriched regions. In our opinion, 
the input control should be included in all ChIP-seq experiments. A simple scatter 
plot comparison of read counts over genomic windows from ChIP samples versus 
the input control (Figure 4) provides a primary evaluation of ChIP-seq quality. 
Additionally, we believe that the input control is mandatory for investigating het-
erochromatin marks, given their genomic distribution. Finally, particular atten-
tion should be paid to repetitive elements that produce very short peaks with a 
high number of reads, as these peaks represent sequencing biases rather than 
binding events.

Figure 3  ChIP-seq workflow. Sheared chromatin is incubated with an antibody directed against 
the target protein. Upon purification, the captured DNA is then subjected to high-throughput 
sequencing, and the resulting reads are aligned to the reference genome. Aligned reads can 
be visualized on genome browsers and computed to identify binding sites of target proteins.
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The initial goal of ChIP-seq experiments was to investigate the genomic distri-
bution of DNA-binding proteins in the context of basic research, and the first 
ChIP-seq studies rarely included biological replicates. Comparative analyses 
mainly consisted of detecting differentially enriched regions at defined coordi-
nates, such as annotated promoters based on read count cut-offs. With the con-
tinuous decrease in sequencing costs and widespread application of the technique, 
including in clinical investigations, most recent studies include biological 
replicates. A number of approaches have been suggested to leverage biological 
replicates to improve the accuracy of peak detection (58). Most of these methods 
compare the overlap between peaks detected independently in the different repli-
cates and select confident peaks based on reproducibility. While this approach is 
convenient for identifying highly confident-enriched regions, it is not suitable for 
identifying significantly differentially enriched regions based on read counts in 
comparative analyses (e.g., case vs. control).

To identify differentially enriched regions between experimental groups, we 
suggest that the analysis should include all potentially bound regions, even those 
with low confidence. If a peak caller is used, peaks from different replicates and 
experimental groups can be merged to build a unique set of loci. A more holistic 
approach consists of assessing differential binding/enrichment at genomic win-
dows along the chromosomes. Once a consensus set of loci is defined, read counts 
can be generated for all replicates. Differential binding can then be computed 
based on read counts similar to differential expression in RNA sequencing data. 

Figure 4  Example of a high-quality ChIP-seq experiment. The genome-wide ChIP signal 
(number of reads per 1-kb window) is plotted against the corresponding input control. 
Enriched/bound loci (indicated in green) show higher read numbers in the ChIP sample than 
in the input control. Unbound loci show low read numbers in the ChIP sample. Reads 
originated from unspecific binding and/or sequencing biases are present equally in ChIP and 
input samples (indicated in red).
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This step can be performed using the DEseq2 package (59), which uses negative 
binomial distribution to compute the statistical significance between groups. 
Other packages such as Diffbind and MMDiff have been developed specifically for 
differential ChIP-seq analysis. Diffbind uses DEseq2 internally but offers the pos-
sibility to integrate input controls, while MMDiff takes in account the distribution 
of reads within the enriched regions. The choice of which approach to use is dic-
tated by the questions to be answered, number of replicates, and availability of 
control experiments. Although the majority of available tools perform a normal-
ization step, it is important to ensure the scaling of unequal datasets by library 
size.

Genome-wide chromatin investigations are rarely conducted in clinical studies 
because of the complexity of chromatin properties, amount of starting material 
required, and multiplicity of processing steps. Additionally, histone modification 
patterns are cell-type-specific and need to be generated from target organs rather 
than from peripheral sources, which restricts the investigations to postoperative 
and post-mortem samples. A search for clinical trials involving chromatin among 
the 308,830 clinical trial records available in the ClinincalTrials.gov database 
resulted in only 82 and 16 hits for the terms chromatin and ChIP-seq, respec-
tively. The recent adaptation of the ChIP-seq protocol to small cancer biopsies 
(60) may, however, facilitate the future use of this approach in clinical studies.

Assessing chromatin accessibility by ATAC-seq

The assay for transposase-accessible chromatin using sequencing (61) (ATAC-seq) 
allows detection of accessible (i.e., open) chromatin regions, which are mainly 
active REs and TF-binding sites. ATAC-seq is based on a process called tagmenta-
tion, which involves simultaneous fragmentation and sequencing-adapter liga-
tion. This reaction is carried out with a hyperactive mutant of Tn5 transposase 
that inserts sequencing adapters into open chromatin regions. Reads produced 
from these regions during high-throughput sequencing are used to detect peaks, 
similar to ChIP-seq data. While ChIP-seq ideally requires a few million cells, a 
standard ATAC-seq experiment requires only 50,000 cells, making it more suit-
able for studies with a limited amount of starting material. Although ATAC-seq 
provides no information about the identity of the binding proteins, ATAC-
seq-enriched regions show high overlap with active RE-associated PTMs such as 
H3K4me3 and H3K27ac. ATAC-seq has been recently used to investigate open 
chromatin distribution in 23 cancer types (62).

CONCLUSION

Advances in sequencing technologies have enabled scientists to reveal the striking 
immensity of gene-regulation mechanisms and, particularly, the large repertoire of 
epigenetic pathways. Although a number of these mechanisms are now well 
understood, many others remain to be elucidated. For example, the human 
genome codes for hundreds of TFs, but only a small fraction of them have been 
studied (63). Similarly, the roles of many histone and DNA modifications remain 
unclear. Transcriptional alterations play a central role in almost all human 
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disorders, and these alterations are very likely preceded by changes in epigenetic 
patterns and TF binding and/or activity.

The diversity of measurable epigenetic marks holds the promise of using epi-
genetic events as early markers of human disorders and for providing mechanistic 
clues to disease etiology. However, this initial excitement about epigenetic mark-
ers has been tempered by the complexity of their biological outcomes and their 
interactions with other molecular signals (e.g., gene expression). At the molecular 
level, most, if not all, epigenetic marks are binary, and their variations in some loci 
can, in theory, be used to monitor a number of biological processes. However, 
most of the observed epigenetic changes in EWAS are modest and reflect the aver-
age of events occurring in a heterogeneous population of cells. Advances in single-
cell investigations may help unveil more reliable epigenetic markers as exemplified 
by the recent characterization of DNA methylation profiles of circulating tumor 
cells using single-cell methylomes (64) and single-cell ChIP-seq investigation of 
breast cancer heterogeneity (65). Another limitation of currently available EWAS 
is the poor investigation of non-coding regions that contain most of the distal REs 
and represent the vast majority of disease-associated variations at the genetic level.

In our opinion, improvement of EWAS outcomes should be articulated around 
three main axes: reduction of cell-type heterogeneity, increase in genome cover-
age, and combination of a larger panel of epigenetic marks. Overcoming these 
challenges will require massive computational and technical efforts in both aca-
demic and industrial research. Generating interpretable genome-wide data from 
low cell number or single-cell samples will likely be the next breakthrough in 
clinical investigations. This new type of data will require the development of new 
computational approaches prioritizing personalized assessment rather than group 
comparisons. Computational investigations should also leverage the diversity of 
epigenetic marks together with other omics data to better understand the flow of 
events leading to disease onset, possibly identifying combinatorial markers for 
disease progression and drug response.
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Abstract: Understanding of biological processes and aberrations in disease condi-
tions has over the years moved away from the study of single molecules to a more 
holistic and all-encompassing view to investigate the entire spectrum of proteins. 
This method, termed proteomics, has been enabled principally by mass spectrom-
etry techniques. The power of mass spectrometry-based proteomics lays in its 
ability to investigate an entire proteome and associated expression or modification 
states of a huge amount of proteins in one single experiment. This massive amount 
of data requires a high level of automation in data processing to render it into a 
reduced set of information that can be used to answer the initial hypotheses, 
explore the biology or contextualize molecular changes associated with a physio-
logical attribute. This chapter gives an overview of the most common proteomic 
approaches, biological sample considerations and data acquisition methods, data 
processing, software solutions for the various steps and further functional analyses 
of biological data. This enables the comparison of various datasets as a summation 
of individual experiments, to cross-compare sample types and other metadata. 
There are many approach pipelines in existence that cover specialist disciplines 
and data analytics steps, and it is a certainty that many more data analysis meth-
odologies will be generated over the coming years, but it also emphasizes the 
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inherent place of proteomic technologies in research in elucidating the nature of 
biological processes and understanding of disease etiology.

Keywords: data analysis; mass spectrometry; proteomics; software; workflows 

INTRODUCTION

The development and improvement of high-throughput techniques in “omic” sci-
ence have paved the way not only to a broader view of the molecules involved in 
a specific condition but also to generate networks of all interacting elements 
(genes, proteins, and metabolites) to gain a better understanding of how a specific 
biological system works. Despite the over-abundance of genomics research in this 
field, there is so much more complexity left out in a system that can be explained 
by the understanding and integration of proteomic data. The proteome is more 
complex and is not as stable as the genome, and it is not only based on what is 
observed in the genome but also influenced by several factors. Protein expression 
depends on tissue type, environmental stimuli, and post-translational modifica-
tions (PTM) that influence its level of activity, structure, function and regulation 
(1, 2). Moreover, life depends on proteins, as they are responsible for many 
complex processes within a cell, from replication, gene transcription and transla-
tion to cellular senescence and death. Therefore, by having a better understanding 
of the proteome, a wider comprehension of cellular regulation can be achieved. 
Proteomics is the high-throughput study of proteins incorporating the identifica-
tion, quantitation, analysis and comparison of differential expression of proteins 
from samples under specific biological conditions. The characterization of the 
proteome involves the identification of structure, function, interactions and 
modifications (3).

Because of its improved sensitivity and specificity, mass spectrometry (MS) 
proteomics is the most widely used approach, and it is considered the method of 
choice to obtain global measurements of proteins (4). The most common and 
classic applications of proteomics are to characterize large datasets to create an 
inventory of identified proteins in different tissue or cellular samples, as well as to 
generate lists of differentially expressed proteins from samples under specific con-
ditions (5). However, these data alone lack a biological meaning, and therefore, it 
is essential to pursue additional approaches to allow a better interpretation of 
biological processes (6, 7).

Qualitative and quantitative methods are also of importance in network analy-
ses. Qualitative approaches are much more common. Although quantitative net-
work analysis can generate more specialized results and are better adapted to 
generate new insights and advancement in biomedical research by unraveling the 
significant proteins that interplay in a disease, producing new diagnostic hypoth-
esis, the standardization and homogenization of its analysis still need improve-
ment to establish its reliability and reproducibility when analyzing high-throughput 
data (8, 9).

High-throughput technologies and bioinformatic tools are fundamental for 
proteomics data interpretation to discover new biological insights on cellular pro-
cesses, disease etiology and biomarker candidates. Although these tools are under 
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continuous update and new approaches are implemented, the development of 
harmonized benchmarks for datasets and analysis, as well as to establish gold-
standard workflows, is imperative to produce more reliable and reproducible 
results, and by doing so, it will help to overcome the challenges of proteomics 
data interpretation (10, 11).

The acquisition of a vast amount of high-quality raw spectra using MS is nowa-
days a relatively simple task with the right equipment and involves a high level of 
automation, which however leads to a fundamental, and crucial, step to mathe-
matically and statistically interrogate the data and ultimately match it to a library 
of known or hypothetical molecules. This is of particular importance in strategies 
such as shotgun proteomics and other large-scale MS screens, whereas specific 
applications such as selective or multiple reaction monitoring (SRM/MRM) have a 
different requirement for the entire workflow and require appropriate specific 
software solutions (12). Figure 1 shows a general overview of a typical proteomics 
workflow, starting from protein and peptide preparation from tissues to the com-
putational procedures to obtain a list of molecules with associated confidence or 
significance scores that can then be analyzed further.

SAMPLE TYPES AND SAMPLE PROCESSING APPROACHES

Body homeostasis is maintained through specialized systems, which are orches-
trated by the interplay between cells, tissues and organs. Each system anomaly 
can be better described by specific samples; therefore, to characterize diseases, 
it becomes essential to analyze the proteome of the appropriate samples. Many 
sample types are suitable for proteomic analysis, including cells, organs, tissues 
and body fluids. Biomarker discovery helps to identify pathological states, track 
disease progression and improve diagnostics or disease etiology, which are some 
of the common applications when using these sample types (13). An important 

Figure 1  Flowchart and procedures for a generic proteomics pipeline.
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factor to be considered for the success of a proteomic approach is the quality 
and quantity of the sample, due to the challenge that its complexity implies for 
MS techniques. As the detection rates of proteins using MS are directly related 
to the absolute quantity of these biomolecules in a sample, high-abundance 
proteins tolerate losses during processing quite well. However, the detection 
rates of low-abundance proteins are usually much more sensitive towards loss 
due to common instrumentation and processes, and therefore, the preferred 
workflow is microproteomics, which minimizes this loss and increases the sam-
ple processing efficiency (14). Samples, such as the ones derived from cancer or 
tumour cells, exemplify low-abundance protein samples. They should be ana-
lyzed by specific microproteomic workflows with special adaptations of the 
techniques for sample preparation, cleaning, fractionation and separation to 
ensure minimal losses before analysis and increase sensitivity of nano/
microgram-samples that allows maximal identification of low-abundance pro-
teins (15, 16). 

Cell lines

A general overview of disadvantages and applications of each sample-source 
type is presented in Table 1. Although heterogeneous cell populations that com-
pose tissues can be individually isolated and analyzed, cell lines are believed to 
reflect the protein composition of primary cells and specific tissues. Moreover, the 
reproducibility in proteomic analysis using cell lines is one of its main advantages 
over other sample types. It also allows proteomic subcellular analysis (17). Several 
applications of proteomic analyses using cell lines have been established to inves-
tigate molecular pathways of specified cell types, differences between normal and 
disease phenotypes, and different stages of diseases (18, 19). However, problems 
in cell line culturing are rather common if no quality control is carried out and can 
lead to unreliable results if not detected and treated. The most common problems 
with cell lines are genomic instability, infections by microorganisms that could 
alter cell turnover and protein expression patterns and cross-contamination lead-
ing to the growth of a mixture of cell types, affecting the results of the study even 
before proteomic analysis can be performed (20).

Tissue culture

Proteomic analysis with tissue culture as a sample is also a very informative 
approach. It allows the interaction and analysis of the diverse cell types involved 
in a disease, leading to a broader view of the biological systems of importance in 
pathology. It is basically based on the growth of tissue outside the organism, under 
controlled conditions. Tissue samples for this are obtained through surgery from 
humans or animals. Tissue culture-based proteomic profiling is useful for under-
standing the biological mechanisms underlying a disease, biomarker and thera-
peutic target identification as well as effects in a sample due to viral, drug or 
genetic changes (21). Techniques, such as 3D co-culture systems, fresh tissue 
proteomics and tumour spheroid models, have improved the analysis and results 
(22). However, its accessibility remains as its major downside, and no accurate 
track in disease progression can be performed without re-sampling.
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Organ

Organ samples can be maintained under specific culture conditions, and its differ-
ent cell types can be analyzed. It is the most difficult sample to obtain from 
humans, and since biofluids are secreted from several organs and make proteins 
more accessible, they are the sample of choice for biomarker discovery and pathol-
ogy research (23, 24). However, reliability and reproducibility are still issues to be 
addressed, before they can be eventually established as a good source of clinical 
proteomics. Like the tissue samples, animal models serve as a good source of 
organ samples. They provide a controlled environment and the possibility to fol-
low up the changes in proteomic profiling throughout the course of a disease. The 
major drawback using animal models is that they cannot accurately predict how 
a system works in humans (25). However, in order to overcome this issue and to 
have a better and broader understanding of the interaction of human proteome 
within a system, new engineered model systems have been created, such as mul-
tiorgan lab-on-a-chip platforms, that show a better correlation with human sys-
tems than animal models, mimicking the key aspects of responses like drug 
treatment (26, 27).

Exosomes

Besides the analysis of the proteome in cells, proteins secreted by the cells have 
gained attention when unraveling the etiology of diseases. All together, these pro-
teins are known as secretome, and a specific component of the secretome that has 
been studied in relation to pathology is the exosome. Exosomes are membrane 
vesicles, differentiated from other vesicles by size and expression of the CD81 
protein. They have a very low abundance of proteins, which is undetectable using 
biofluid analysis (28). Among these proteins are some that are specific to the bio-
logical fluid or cell, making the exosomes an interesting source for biomarkers to 
advance the identification and understanding of pathologies (29).

Biological fluids

Depending on the purpose of the research, diverse body fluids can be collected 
and processed for proteomic analysis. A general overview of disadvantages and 
applications of each sample-source type is presented in Table 1. Among the com-
monly analyzed biological fluids in proteomics are blood, serum, plasma, cerebro-
spinal fluid (CSF), urine, saliva and semen. The fluctuation in their protein levels 
is expected to reflect pathophysiological conditions; however, some drawbacks 
such as protein content, high abundance of masking proteins, and sample insta-
bility can lead to complex interpretations (30). Blood, serum and plasma are the 
most common biological fluids in proteomic research due to its non-invasive 
nature and its high concentration of protein/peptides, as well as the assumption 
that blood reflects the pathophysiological state of several organs. Biofluids such as 
urine and CSF are not the most desirable samples for proteomics because they 
contain a lower protein/peptide concentration (31). In addition, a complicated 
collection process is a hindrance in obtaining a reasonable amount of CSF 
sample (31).
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TABLE 1	 Biological fluids overview: Applications and 
disadvantages

Biological 
fluid Applications Disadvantages

Serum and 
plasma

Serum and plasma have 
been used for multiple 
proteomics–based biomarker 
discovery studies.

Dynamic qualitative and quantitative range of 
proteins; small number of highly abundant 
proteins can mask potential biomarkers; 
biomarker of interest can be lost upon the 
removal of highly abundant proteins. 

Cerebrospinal 
fluid (CSF)

Potential diagnostic utility in 
neurodegenerative diseases 
including Alzheimer’s, 
multiple sclerosis and 
Parkinson’s.

Requires a lumbar puncture or a spinal tap, invasive 
procedures. Traumatic punctures can alter CSF 
protein expression levels and skew a diagnosis; 
small volumes of samples obtained; yield a 
highly dynamic range of protein concentrations; 
small number of highly abundant proteins can 
mask potential biomarkers; depletion techniques 
are neither time nor cost-effective techniques; 
biomarker of interest can be lost upon the 
removal of highly abundant proteins.

Urine Good source of biomarkers 
for urogenital and systemic 
diseases.

Definition of disease-specific biomarkers is 
complicated; significant changes in the proteome 
throughout the day can be connected with the 
time of collection, fluid intake, diet, exercise, 
circadian rhythms and circulatory levels of 
various hormones; presence of MS hampering 
salts; lower concentration of proteins/peptides 
compared to serum and plasma.

Saliva Most of the biomolecules that 
are usually detected in urine 
and blood can also be found 
in salivary secretions; about 
30% of blood proteins are 
also present in saliva.

Very low concentration of proteins; very rapid 
protein degradation in whole saliva at room 
temperature, this may occur during saliva 
collection and handling.

Semen Applications in research areas 
such as reproduction and 
prostate cancer, and used 
for many purposes in the 
diagnosis of male fertility.

Small number of highly abundant proteins can mask 
potential biomarkers; biomarker of interest can be 
lost upon the removal of high abundant proteins.

Circulating 
tumour cells 
(CTC)

Practical application in diagnosis 
and disease treatment, 
determine the prognosis of 
metastatic progression or 
relapse, monitor anti-cancer 
treatments, understand the 
mechanism of metastatic 
disease and develop 
new strategies in disease 
treatment.

Very low abundance of CTC in blood; cell 
heterogeneity makes it difficult to isolate the 
whole CTC population.
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Although the technicalities of sample collection, management and storage are 
known to be of vital importance to keep the composition and quality of the sam-
ple to be reproducible and reliable, there is no commonly accepted standardiza-
tion protocol for bio-sampling procedures. Variables, such as storage times; 
temperatures and number of freeze-thaw cycles; removal of additives, such as 
heparin to prevent clotting; as well as the consumables, such as collection and 
processing tubes, are important parameters to be considered in order to avoid dif-
ferences in protein composition among samples (31, 32). Bio-sampling optimiza-
tion and standardization are essential steps to improve reproducibility for accurate 
correlations among different studies (33).

DATA ACQUISITION

Proteomics has become a feasible and a promising approach with the advance-
ments in MS methodologies. MS/MS innovations and possible combinations are 
constantly under improvement, and nowadays, it has become the gold standard 
for any kind of proteomic studies. Furthermore, high-resolution mass spectrom-
eters have been recently adapted for high-throughput proteomics (34). MS/MS 
has a high impact in lowering sample complexity by the isolation of precursor 
ions through a mass filter, as well as their fragmentation and further detection by 
high-resolution mass analyzers (35). Moreover, for each of these steps, technolo-
gies have been developed to identify and distinguish peptides more accurately, 
with a better resolution, coverage and reproducibility. Also, computer tools have 
been under constant development to improve the analysis of the complex out-
come data (Table 2). In order to achieve a more accurate protein identification, 
three main approaches have been described: bottom–up (BU), top–down (TD) 
and, more recently, middle–down (MD) (Figure 2).

Bottom–up data analysis

In contrast to TD and MD proteomics analysis, for BU data analysis, a deconvolu-
tion step is not required when implementing ESI, due to the rare generation of 
double- and triple-charged fragment ions (36). Mass spectra raw data are com-
monly processed by Proteome Discoverer or MaxQuant platforms using several 
search engines, such as Sequest, Mascot, Andromeda, X!Tandem and COMET, 
usually against UniProt databases (37–39). MaxQuant software can also deter-
mine protein quantitation and estimate the error of PTM false localization. For 
downstream correlation and clustering analysis, the identified proteins are com-
monly processed in the Perseus platform (38, 40, 41). To reduce data complexity, 
principal component analysis (PCA) has been the method of choice, and also to 
identify the relatedness of the differentially expressed proteins within and among 
samples (39, 41). Moreover, to interpret the potential function of the datasets 
obtained, the DAVID platform is commonly used to enrich them with Gene 
Ontology terms, KEGG pathway information and InterPro protein domains (39, 
42). Additionally, constructed networks are commonly visualized in Cytoscape, 
and in order to identify functional and physical associations among mRNA and 
protein data, the STRING database is used (43). All MS data are usually deposited 
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in the ProteomeXchange Consortium via the PRIDE partner repository for shar-
ing, general availability and further study (44, 45).

Top–down data analysis

In TD data analysis, Proteome Discoverer is commonly used to process raw data 
files, and through its ProSight tools, as well as through MascotTD, identification 
and characterization of intact proteins can be achieved (46, 47). A database search 
using ProSight against specific databases (UniProt, SwissProt and RefSEQ) leads 
to top–down data interpretation and also identifies PTMs within a protein sample 
(48, 49). Furthermore, deconvolution is crucial for data interpretation, and it is 
commonly achieved through Xtract, MS-Deconv and YADA (within ProLuCID), 
among other tools (50). Additionally, in order to give meaning to the identified 
intact proteins/proteoforms and analyze them more deeply, an integrated network 
approach can be followed. As an example, “Proteoform” Suite has been recently 
used for dataset identification and proteoform integration. By assessing its func-
tion using gene ontology (GO) analysis, it also enables the visualization of 

Figure 2  Bottom–up, middle–down and top–down proteomic high-throughput approaches. 
A general view of each of the approaches and the essential steps to follow are shown from 
top to bottom. Up-to-date tools, methodologies and techniques most commonly and 
successfully applied for high-throughput proteomic analyses are highlighted in blue for each 
of the approaches.
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association and abundance within networks through Cytoscape (51, 52). Although 
top–down proteomics is still rapidly evolving, the complexity of the analysis and 
technological issues remain, preventing it to be a typical method to follow when 
studying high-throughput PTMs.

Middle–down data analysis

MD approaches are based mainly on ESI, where multiple peaks of charged frag-
ment ions are generated. Therefore, it is essential to perform deconvolution prior 
to MS spectra interpretation. Several tools have been described for this purpose, 
such as Xtract and YADA (within ProLuCID) or Proteome Discoverer (45, 53). 
The subsequent dataset analysis and database searches are usually performed 
using Mascot or Sequest (44, 45, 53). Moreover, new software tools are under 
development to filter Mascot and Sequest results, such as isoScale, where Mascot 
results are imported and peptides with confidently assigned combinatorial PTMs 
are identified, which means that all the modifications are uniquely validated by 
ions that determine and confirm the localization of a PTM site (45, 53, 54). Since 
MD proteomics research has a considerable impact on PTM research, specific soft-
ware tools have been created to analyze PTMs and relevant data. Among these 
tools are the previously mentioned isoScale software and the Skyline software 
(55). MD proteomics is still lacking established and standardized tools suitable for 
data interpretation, and although algorithms and software tools remain under 
constant development and improvement, this issue is mainly overcome by using 
TD proteomics tools instead. However, due to a different focus (no proteolytic 
peptides), such MD analyses are prone to error.

DATA HANDLING AND WORKFLOWS

The general process of data analysis, shown in Figure 3, involves procedures of 
raw data conversion, deconvolution, normalization, spectral identification, peak 
alignments, validation, statistical modeling, peptide identification, abundance 
measurements, protein inference, data storage (raw and processed), data visual-
ization, eventual further data analysis steps such as dataset comparisons and ulti-
mately deposition of data into public data repositories.

Data processing software

A vast amount of computational solutions have been developed to handle and 
analyze proteomic MS data, ranging in thousands of applications, add-ons and 
scripts, covering every single aspect of data conversion, deconvolution, normal-
ization and alignment, as listed in website (https://omictools.com/proteomics-
category). Currently, the main problem is to find the most appropriate and suitable 
analysis tool rather than to find a way to analyze the experimental MS spectra. 
A good overview of the software landscape of such tools can be found in Ref. (56), 
which also poignantly describes the incompatibility issues when faced with such 
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a huge array of computational tools. Therefore, a focused view of the most general, 
yet commonly used software solutions is summarized in Table 2.

Figure 3  Data processing workflow from raw MS spectra to identified biomolecules. Raw data 
conversion, deconvolution, data processing and data archiving are the main steps illustrated. 
The most popular tools within each of them are highlighted in blue. Commercial (blue) and 
open-source integrated software platforms (green) for the analysis of proteomic data are 
included. They all encompass modules to manage raw spectral file data, peptide 
identification using search engines, clustering and sample comparison, identification of 
PTMs, quantification, statistical analysis and visualization tools. The most common data 
processing algorithms, data bases and data repositories to release data into the public 
domain are also shown.
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Integrated pipelines

The exuberance of programs and applied algorithms in data processing led to a 
fragmented landscape of often incompatible steps needed to perform MS data 
analysis, and the obvious solution was to integrate these various steps into one 
single workstream implemented in platform tools. A considerable amount of 
reviews of existing platform software programs are available (57–59). Common 
amongst many platform solutions is that they usually have one or more of the 
aforementioned protein/peptide search engines embedded in the workflow. All 
major MS system manufacturers also provide integrated software solutions for the 
analysis of proteomic data and specific applications, thereby eliminating the need 
of having separate software solutions for data acquisition and data processing; 
however, it needs to be noted that MS instrument control might still require 
vendor-specific applications. As a consequence, data formats of raw MS data are 
specific for the manufacturer of the MS equipment, and inter-operability of soft-
ware solutions is severely hampered and sometimes impossible. This lock-in has 
understandable commercial reasons, but quite a number of open-source solutions 
have also been made available over the years. One of the main differences between 
commercial and open-source solutions is user friendliness, where open-source 
programs might require specialist computing skills in order to implement the 
various components of the software programs. However, in recent developments, 
more user-friendly platforms have been generated that integrate these open-source 
solutions or algorithms. Therefore, most of these open-source applications feature 
a modular design, where individual algorithms and procedures are combined to 
form the entire workflow.

DATA INTERPRETATION AND FUNCTIONAL ANALYSIS

One of the key aspects in proteomic research is the downstream analysis, whereby 
lists of molecules are interrogated using a variety of software tools in order to put 
biological meaning into such lists, extract statistically evaluated parameters or 
match them against other known assemblies (Figure 4). These steps generally 
involve the use of other databases that hold specific information for each mole-
cule, such as functionality, disease association or pathway data. More than 300 
software tools to accomplish various aspects are listed at this website (https://
www.ms-utils.org/) alone, and thousands more have been developed and used in 
proteomics research over the last 20 years. Table 2 lists some of the most common 
tools used in proteomic downstream analysis.

Statistical approaches

The large-scale nature of proteomic data, which reflects not only the biological 
factors but also the technical and experimental factors, often requires algorithms 
to reduce the dimensionality. Statistical tools are an essential part in the analysis 
of such data, ranging from outlier detection methods and imputation of missing 
data to expression profiling and group comparisons, including networks and 
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protein cluster detection (60). A vast number of these procedures have been 
implemented as scripts in the statistical open-source tool R, or in one of its deriva-
tives such as Bioconductor, where a number of packages were written specifically 
for use in proteomics applications and data analysis (61). A basic first step in the 
analysis of large MS-derived datasets can also involve a possible enrichment of 
specific protein families or domains. The InterPro database is an integrated docu-
mentation resource for protein domains, families and functional sites, incorporat-
ing other databases with similar scope, namely ProDom, PROSITE, PRINTS and 
Pfam (62). Analysis of the protein landscape using the InterPro resource is gener-
ally a practical and efficient way to interrogate proteomic datasets.

Gene ontology

One of the most prominent and heavily used data resource for downstream analy-
sis is the GO database, whose aim is to generate a dynamic, yet controlled vocabu-
lary that can be used in all eukaryotes as the knowledge of gene and protein roles 
in cells is growing and constantly changing (63). The database unifies similar prior 
approaches from other databases and describes molecules in terms of their involve-
ment in biological processes, their molecular function and their sub-cellular 
location in a hierarchical way. Originally, this process of annotating functionality 

Figure 4  Downstream data analysis in proteomics research and relationships of analysis scopes. 
Full lines depict direct information flow between the analysis or data types, and dashed lines 
depict indirect associations.
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tags to molecules was done manually, but nowadays it is performed mainly through 
computational tools. There are many software solutions that make use of the GO 
database, and surprisingly, depending on the algorithm used in GO-analysis, the 
results can vary drastically (64). Therefore, one needs to carefully evaluate which 
tools to use and which are trustworthy in their analysis outcomes.

Pathway analysis

Other high-quality, manually curated databases that extend the knowledge of 
molecular functionalities are comprised of pathway databases, and more than 600 
databases within this scope are currently listed at this website (http://pathguide.
org). Pathways, such as signaling and metabolic cascades, can be used to physi-
cally link proteins in a concatenated manner to a series of events with a measur-
able outcome, thereby reducing the complexity of the protein-centric view to a 
more meaningful one through identification of functional biological processes 
(65). They can also be used to bridge or integrate data from one omics stream 
such as proteomics and another like metabolomics. Additionally, many signaling 
cascades, in particular gene-activation pathways, terminate at the point where 
gene expression is induced or repressed, thereby breaking the information flow 
from one signaling event to another via an intermediary step of gene modulation. 
In order to fill this gap, it is necessary to identify potential transcription factors, 
their DNA binding sites and the targeted genes (66). Such information can be 
used for both down-stream pathway mapping and up-stream analysis, thereby 
enabling the exploration of causes leading to the observed proteomic profile 
changes, as well as the consequences of such changes.

Interactomes

An additional aspect to consider is that most proteins do not act alone and inde-
pendently, but rather as an assembly of multiple proteins to perform specific 
actions by forming transient or stable complexes. Examples are scaffolders that 
bring proteins into close proximity in protein signaling cascades, protein regula-
tory networks and structural components. Based on the composition of such 
complexes, a specific protein might be involved in a function that is fundamen-
tally different from the same molecule participating in an assemblage with other 
proteins. Therefore, in order to gain a better understanding of the biological data 
from MS-derived experimentation, the use of protein–protein interaction data-
bases can be particularly helpful (67). Most protein–protein interaction databases 
contain literature-based interaction data that were manually curated and assessed, 
whereas some resources use literature mining tools to populate the database, and 
their data are therefore not necessarily based on experimental observations, but 
rather predicted interactions.

Disease mapping

Further contextualization of proteomic data can also be achieved by interrogating 
disease databases, where disease terms are linked to a collection of associated 
genes derived from the literature. Two such examples are the Online Mendelian 
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Inheritance in Man (OMIM) (68) and DisGeNET (69). Both are expert-curated 
databases that analyze text-mined data to establish a link between phenotypes and 
genes and both have their own web interface to query the databases. While OMIM 
and its derivative table of gene-disease associations termed MorbidMap are only 
covering human genes and disease conditions, DisGeNET additionally includes 
data from animal disease models. Although they are comparable in scope, they 
both do not use the exact same medical term dictionary, which can cause prob-
lems comparing and fusing results using both databases

Integrated frameworks

The diverse nature of biological questions to be answered by proteomics can make 
it difficult for non-experts in data analysis to make the right selection of analysis 
tools, and together with specific requirements such as R scripting or programming 
skills, it can become a daunting endeavor. Yet, new tools are emerging that bring 
together various data downstream processing procedures most commonly used in 
omics research such as Babelomics and Cytoscape that will help researchers to put 
meaning into large-scale datasets, and some of the tools described before have also 
been integrated into these software solutions as well. Babelomics, although in 
principle more useful in gene and array analysis, can also be used in the functional 
characterization of proteomic datasets and other downstream analysis steps (70). 
It includes a comprehensive suite of modules to perform differential expression 
profiling, enrichment analysis, GO and pathway analysis, text mining and protein 
interaction analysis. It is implemented as a web-based application and is freely 
available and accessible. Cytoscape is an open-source and freely available software 
framework for interaction network analysis and is offered as a desktop application 
or a web-plugin (71). In itself, it provides basic functionalities such as graph 
drawing and network layout and construction and enables linking to large data-
bases. It is extendable by providing a run-time environment for other data analy-
sis plug-ins. Currently, approximately 350 additional apps are available.

CONCLUSION

MS, and in particular the LC-MS/MS shotgun proteomics workflow, is widely 
used to identify and quantify sample peptides and proteins. The methodology, 
however, still poses several challenges for large-scale use, such as the 
MS-manufacturer dependent diverse raw data file formats, the relatively large 
false-positive peptide assignment rate and the disconnect between observed pep-
tides and originating sample proteins. There are still quite a number of issues to 
be resolved concerning proteomics in general, such as missing data or data depth, 
where the sensitivity of the mass spectrometer is insufficient to reliably detect low-
abundance molecules, or where the very nature of the molecules under investiga-
tion prohibits certain applications, which is commonly encountered with 
transmembrane spanning proteins. Problems that arise due to masking effects, 
particularly encountered with high-abundance molecules that raise the detection 
threshold, are more of a technical issue that can be overcome with improvement 
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of methodologies, whereas database drift, which is associated with underlying 
reference databases where accession numbers are lost over time due to various 
reasons, can pose real problems in the long term.

While many elegant software solutions of data acquisition to spectral data analysis 
exist, the field is rather fragmented and disjointed when it comes to downstream data 
analysis such as integrating or merging results derived from pathway mapping, termi-
nology clustering and disease analysis. Yet, tremendous efforts have already begun to 
pay off in collating and merging individual applications and algorithms into a more 
cohesive framework. One such framework, the Pan-omics Analysis Database (PADB) 
initiative, has been in existence for more than 15 years and has been successfully used 
to address proteomic and genomic large-scale data analysis in various disease areas 
(72). Another obvious solution is the reuse of existing pipelines and workflows gener-
ated in other omics-streams, in particular from the genomics and transcriptomics 
fields. These tools can be helpful in many ways in proteomics data analysis, yet they 
might also confuse the picture of available tools and analysis workstreams.

Nevertheless, it is very apparent that since proteomics entered the mainstream 
and has become an accepted standard in large-scale biological investigations, 
many breakthroughs were achieved that were unthinkable before. A very new 
view of the small-scale world has opened and, although the most obvious impact 
at that moment was how little we understand in terms of molecular flux and inter-
play, enabled us to start interrogating biological processes on an unprecedented 
scale. In particular, disease analysis, understanding of abnormal phenotypes and 
how to pharmacologically interfere with the protein landscape at various stages of 
disease progression, has started to bear fruit and will continue to do so in the 
foreseeable future.
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Abstract: Metabolomics can be viewed as an evolved form of chemical analysis, which 
required an early instrumental revolution in which the technological core of spectros-
copy and spectrometry was developed. This was followed by the advent of high-
throughput and high-performance liquid chromatography, together with the 
establishment of compound libraries and database systems. The ease in the use of 
metabolomics platforms was coupled with an implementation of data mining methods 
and bioinformatics tools using machine learning approaches. Cheminformatics makes 
use of software packages and tools to convey workflows and to streamline data analysis. 
On the other hand, computational biology offers the contextual approach to the func-
tional characterization of metabolite profiles from a dataset, providing ontologies and 
annotations. In this chapter, we discuss the main technical procedures used in metabo-
lomics data acquisition, data processing and pipelines, followed by data mining and 
statistical approaches including machine learning, and ultimately how metabolomics 
data can aid in elucidating aberrant pathways and metabolic dysfunctions in disease.
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INTRODUCTION

The metabolome is the genome’s final product, which is defined as the total 
quantitative group of small molecular weight compounds (metabolites) pres-
ent in a cell or organism that is involved in metabolic reactions (1). Metabolites 
are small molecules that are chemically transformed during metabolism, 
providing functional information of the cellular state, which serves as 
direct signatures of biochemical activity. Therefore, they are easy to correlate 
with phenotypes when compared to genes and proteins, whose function is 
subject to epigenetic regulation and post-translational modifications, 
respectively (2). Metabolomics (Figure 1) is part of the omics strategies 
(genomics, proteomics and transcriptomics) that aim to describe the 
metabolome qualitatively and quantitatively by applying various analytical 
platforms and methods (3).

Metabolomics combines analytical chemistry strategies and is based on several 
technological platforms such as mass spectrometry (MS) and nuclear magnetic 
resonance (NMR) spectroscopy with streamline data analysis (4). In metabolo-
mics, the choice of platforms and techniques is less evident, whereas in genomics 
and proteomics this appears to be more intuitive to implement for a given study, 
such as the use of next-generation sequencing (NGS) or microarrays and in-gel or 
in-solution MS, respectively (1). Nevertheless, MS and NMR are usually the pre-
ferred choices for metabolome investigations (5). Data generated through these 
acquisition platforms need to be further processed using different open-source 
software or commercial software, such as MZmine (6), Mnova, MetAlign (7), 
MathDAMP (8), MS-DIAL (9), and XCMS (10) (Table 1). The software can be 
jointly used with other online or commercially available libraries and databases, 
depending on the purpose of the study, like the Dictionary of Natural Products 
(DNP), ChemSpider (11), MarinLit (12), or in-house/custom databases, to 

Figure 1 Tree mapping of the most frequent terms in the metabolomics field. Data mining from 
abstracts indexed in PubMed using as primary key word – “metabolomics” in “Pub-tree” 
available at https://esperr.github.io/pub-trees/.
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identify secondary metabolites based in the information of the chemical structure 
of known natural products. Accordingly, the processed data are further subjected 
to multivariate statistical analysis applying, for example, soft independent model-
ing by class analogy (SIMCA), which uses unsupervised clustering such as partial 
component analysis (PCA) or supervised clustering like orthogonal partial least 
squares discriminant analysis (OPLS-DA), to provide information on the putative 
bioactive metabolite at the first fractionation step or detect putative biomarkers in 
a cellular process (13).

Screening for new compounds of pharmacological interest for a specific dis-
ease or a disease class has a long history of success cases. For instance, the use of 
high-throughput screening (HTS) methods for early-stage drug discovery directly 
yielded cyclosporin A (14), a fungal-derived immunosuppressant medication, 
and mevastatin, a mold-derived agent, used to normalize cholesterol levels (15). 
Likewise, drug discovery using structure-based drug design (SBDD) led to the 
development of new drug candidates such asdorzolamide (16), which is a topical 
ophthalmic agent applied in the treatment of glaucoma. This method was also 

TABLE 1	 Software solutions for acquisition and pre-
processing data across metabolomics platforms

Software package Selected features Platform Distribution Ref.

MS-DIAL Built-in DIA analysis, annotation 
and visualization

GC/LC/MS open-source (9)

XCMS User-friendly, retention time 
correction, statistical analysis

LC/MS (10)

MZmine2 Batch mode, deconvolution, 
statistical analysis, visualization

LC/MS (45)

Mnova Single suite for processing and 
visualization

NMR, GC/LC/MS commercial —

speaq 2.0 Peak picking and grouping; 
multivariate statistical functions

1D NMR open-source (47)

MetaboAnalyst Modules for integrative data 
analysis

NMR, GC/LC/MS (48)

rDolphin  Enhances ROI by estimation of 
baseline and signal parameters 
to maximize fitting of the 
signals

1H-NMR (49)

BATMAN Concentration estimates for known 
compounds from raw spectra

NMR (50)

rNMR Visualisation of NMR signals from 
multiple spectra concurrently 
by assigning chemical shift 
ranges

NMR (51)

ROI, regions of interest; NMR, nuclear magnetic resonance; IR, infrared Raman; XRF, X-ray fluorescence; DIA, data 
independent acquisition.
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used to develop imatinib, a cancer chemotherapy agent for specific treatment of 
many leukemia subtypes. Other examples include vemurafenib, a BRAF inhibitor 
used as chemotherapeutic agent in late stages of melanoma (17). Although it 
becomes apparent that an ideal workflow for earlier drug discovery should rely on 
a whole range of tools, from detection and analytical platforms, used either cou-
pled or in parallel, through to computational and statistical steps (Figure 2). This 
will not only assist in the investigation of novel compounds, but accelerate the 
discovery stage or even to boost drug repurposing programs (18). This becomes 
even more apparent when costs are factored in, since the development of a new 
drug, from target identification to the availability of a final product including 
approval for prescription to the general public by a governmental or local state 
authority, involves a multi-step procedure, which can easily take around 12 to 
15 years, and is associated with extremely high costs for companies (19). This 
process starts with basic research that includes lead identification, synthesis scale-
up and in vitro pharmacology. This is followed by preclinical development which 
includes assessing of in vitro toxicity and measuring specific activities by conduct-
ing studies of absorption, distribution, excretion and metabolism, and activity of 
relevant enzymes (20). Alternatively, if the lead target such as a protein is known 
and its 3D-structure has been elucidated, in silico approaches to predict drug–
enzyme interactions can be pursued, using docking algorithms and other well-
established computational structure-based approaches (21).

METABOLOMICS DATA ACQUISITION AND PRE-PROCESSING

This section gives an overview of common detection methodologies in metabolo-
mics, conversion of machine data to spectral files and mapping to both known and 
putative libraries, and ultimately construction of discovery matrices allowing peak-
metabolite pairing and quantitative measures. Acquiring raw data from metabolo-
mics analytical platforms and their conversion to extracted data, such as peak lists 
and spectral bins, requires specific software packages that in many cases need pro-
prietary licenses that are often tied to the platform manufacturer (Table 1).

Mass spectrometry analytical platform

Mass spectrometry (MS) is the analytical technique of choice in metabolomics for 
identification and/or quantification of varied classes of metabolites, consisting in 
the production of gas-phase ions that are then detected and characterized by their 
mass and charge (22). Basically, a mass spectrometer consists of a sample inlet, an 
ion source, a mass analyzer and a detector and, in that order, functions by intro-
ducing the sample into the mass spectrometer, generates gas-phase ions via an 
ionization technique, separates the ions according to their mass-to-charge ratio 
(m/z) and generates an electric current from the incident ions that is proportional 
to their abundances (22). Moreover, the combination of separation techniques 
such as gas chromatography (GC), high performance liquid chromatography 
(HPLC), and capillary electrophoresis (CE) allows improved metabolite identifica-
tion and quantification by MS, which is particularly beneficial when dealing with 
complex biological samples (5). The recent introduction of a reengineered 
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Figure 2  Metabolomics workflows. Data acquisition (a), pre-processing steps including discovery 
matrix generation (b), data integrity check (c) and data normalisation (d). Followed by statistical 
analysis (e), machine learning (ML) approaches (f) and validation based of randomisation (g), 
and functional analysis (h). Abbreviations: Gas Chromatography (GC), Liquid 
Chromatography (LC), Mass Spectrometry (MS), Nuclear Magnetic Resonance (NMR), 
Leave-One-Out Cross Validation (LOOCV), n-times/fold Cross Validation (CV), k-nearest 
neighbours (KNN), probabilistic principal component analysis (PPCA), Bayesian principal 
component analysis (BPCA), singular value decomposition (SVD), analysis of variance 
(ANOVA) , Principal Component Analysis (PCA), Partial Least Squares (PLS).
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chromatographic technology such as ultra-high-pressure liquid chromatography 
(UHPLC) has led to enhanced resolution, higher throughput, lower running times 
and better cost-effectiveness than traditional HPLC. The use of MS in metabolo-
mics has important advantages such as requiring small sample volumes and pro-
vides highly sensitive detection and metabolite identification via interpretation of 
the spectra and comparison of molecular formula determination via precise mass 
measurements (23). Additionally, MS is also destructive, and therefore an ana-
lyzed sample is not recoverable, and is a relatively slow detection methodology, 
unlike NMR spectroscopy (23).

Nuclear magnetic resonance analytical platform

NMR spectroscopy is a widely used technique for metabolomics studies with 
many benefits, such as being specific and at the same time non-selective and non-
destructive, and requires no separation or derivatization, is fast and offers highly 
reproducible and quantitative analyses (1). ANMR spectrum is specific and unique 
to each compound and provides valuable structural information about the com-
ponents of the analyzed sample. It combines the information of chemical shift 
(the nature of the chemical environment), signal multiplicities (neighboring sig-
nals), homonuclear and heteronuclear coupling constants, integrals of the signals 
(number of protons), spin–spin coupling (number and nature of neighbors and 
connectivity information), and relaxation or diffusion (size of molecule and large-
scale environment of location) (24). Although one-dimensional (1D) proton (H) 
and carbon (C) NMR is one of the most used modes, currently alternative tech-
niques are available, offering additional chemical and structural information, 
since, in some cases, 1H and 13C NMR are insufficient to provide enough 
information to entirely characterize metabolites (5) and resolve their identity. To 
complement the 1D experiments, it is possible to perform two-dimensional (2D) 
correlation spectroscopy such as 1H-1H COSY, 1H-13C HMBC, 1H-13C HMQC, 
1H-13C HSQC,1H-1H ROESY, and 1H-1H NOESY, which enables the elucida-
tion of complex structures. Additionally, samples can be reused, since this 
technique is non-destructive and does not require pre-selection of analysis 
conditions like ion source, which is a pre-requisite of MS, or chromatographic 
operating conditions such as stationary phase, mobile phase, and temperature (1).

Metabolite identification strategies, libraries and algorithms

The metabolomics field has been evolving according to the need for chemical 
characterization of the composition of biological matrices and extracts from a 
diverse range of organisms. A fundamental task and simultaneously one of the 
major bottlenecks in many research areas that use metabolomics workflows is to 
accurately identify unknown small molecules from the MS and NMR spectra data. 
Therefore, libraries containing reference spectra with peak assignment to metabo-
lites from previous experiments are being collated and maintained in spectral and 
compound databases. NMR-based spectral databases are SDBS (13C-NMR, ESR 
and Raman spectra) (25) (13C-NMR, ESR and Raman spectra), BioMagResBank 
(26), NMRShiftDB2 (27) and The Birmingham Metabolite Library Nuclear 
Magnetic Resonance database (BML-NMR) (28). On the other hand, MS-based 
spectral databases consist of METLIN (29), NIST (30), GMD (31) and MassBank (32). 
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The Madison Metabolomics Consortium Database (MMCD) (33), The Human 
Metabolome Database (HMDB) (34) and MetaboLights (35) cover both MS and 
NMR spectra. Splitting by analytical platform and type of content, either selecting 
only by spectral data or selecting only by compound annotations, is rather con-
ceptual, since many “modern” metabolomics databases aim to implement both 
contents in an integrative way. Despite the steady increase in the number of 
metabolite identities across databases, many cannot be detected through this 
strategy of database matching due to the absence of their spectral information. 
Conventional approaches for the identification of these unknowns require reduc-
tion of sample complexity by successive steps of fractionation, in order to isolate 
the target metabolite or compound from the complex mixture, which poses sev-
eral technical challenges and is highly time-consuming. However, it often does 
not guarantee identification of low-abundance metabolites via NMR or other 
spectroscopic techniques (36). Instead, either using the raw or crude sample 
mixture or even partial sample fractionations can achieve elucidation of the 
metabolite structure. Then software implementations such as MetFrag2 (37) and 
CSI:FingerID (38) are available, where MS2 (MS/MS) LC-MS/MS spectra of an 
unknown experimental metabolite is compared with the in silico generated MS2 
fragmentation spectra of putative metabolite structures to find a best match. Other 
approaches include the use of NMR chemical shifts, in a straight analogy with the 
previously mentioned strategy, comparing in this case the deconvoluted experi-
mental chemical shifts of unknown metabolites with predictions to yield a best 
match, where deconvolution is a process to remove instrument-specific signal 
distortions (39). Recently, the possibility to perform joint analysis with comple-
mentary platforms such as NMR and MS was suggested to solve the current para-
digm of identification of unknown metabolites (40). Hybrid strategies, such as the 
SUMMIT MS/NMR (41), primarily resolves all the chemical formulas of the sam-
ple detected in the MS1 spectra and then generates all the possible structure per-
mutations. This follows a prediction of NMR chemical shifts for each structural 
rearrangement and comparison with experimental records acquired to consis-
tently identify molecular structures from both platforms. Other groups used over-
simplistic approaches by correlating signal intensities from peak lists from NMR 
and LC-MS data as proof of principle for the identification of individual metabo-
lites in a sample (42).

Data pre-processing

This step aims to generate a matrix that typically comprehends features 
(rows) and samples (columns) with each pair coding for an observation from 
primary raw data. Here, the analysis cascade usually is performed in a step-
wise manner and also involves other pre-processing workflows for quality 
control (QC) dependent on the nature of the acquisition platform, for 
instance, deconvolution of overlapping peaks, peak picking, integration and 
alignment (43).

One of the initial steps in the analysis of mass spectrometry data is to convert 
the vendor-specific binary files to an open or universal format. Thus, LC-MS raw 
data can be split by ionization mode (positive and negative) using, for instance, the 
ProteoWizardmsConvert tool (44), and then imported and processed using the 
open-source MZmine2 (45) toolbox or other software solutions displayed in 
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Table 1. MZmine2 can carry out peak detection, alignment, deconvolution (decom-
posing overlapping peaks), peak picking and deisotoping, filtering (e.g., removing 
low-intensity peaks) and gap-filling when, for instance, peaks were detected in 
some runs or scans but not in others. Additionally, this allows the prediction of 
putative molecular formulas for each feature by minimizing mis-assignment of fea-
tures by stepwise removing adducts and complexes (45). This is followed by veri-
fying how novel the “new” compound is by applying dereplication methods, which 
are particularly relevant for the discovery of new compounds derived from natural 
product metabolomic data, since it filters from the analysis all the known ones 
(46). Similar approaches can be found in subtractive and differential genome anal-
ysis. DEREPLICATOR+is such an improved algorithm for the dereplication task of 
core importance in natural products discovery (46).This algorithm assembles theo-
retical spectra of peptides from non-ribosomal peptide synthetases and ribosomally 
synthesized post-translationally modified peptide synthetases by first generating a 
decoy database of peptidic natural products. It then builds predicted spectra for all 
peptidic products within the database, thereby generating and attributing a score 
for each peptide and associated spectrum matches, calculating P-values and cor-
rection for multiple testing using false discovery rate for the former pairs matching 
and infer the initial seed of peptidic products by spectral network approaches. 
Customized libraries with relevant peptidic products can be created by applying 
dereplication algorithms and further explored or reused by coupling with state-of-
the-art software toolboxes such as MZmine2.

On the other hand, the acquired NMR data can be processed with the com-
mercial MestReNova (Mnova) software to confirm and elucidate chemical struc-
tures. The 1D and 1H spectrums are processed using the following steps: The 
baseline is corrected by manual phasing and by using the Whittaker Smoother, 
and Gaussian is set to 1 Hz for apodization. The chemical shifts are given in ppm 
and the coupling constants are given in Hz. Chemical shifts in ppm are used to 
generate the unique primary ID while there are no other secondary IDs consid-
ered. It is possible to add the integral number that gives information about the 
number of hydrogens present in the structure and the multiplicity indicating the 
neighboring number of hydrogens, thereby allowing a positive assignment of 
measured data and structure information.

DATA MINING APPROACHES, STATISTICAL ANALYSIS 
AND ML METHODS

This section will give a brief description of some ML algorithms and performance 
metrics with examples from the literature of their implementation in the analysis 
workflow of metabolomics datasets. This includes the initial use of dimensionality 
reduction methods for visual inspection or data summarization tasks, additional 
feature selection through filtering metabolites that show higher variability across 
samples and further computational downstream analysis (Table 2). The popularity 
and choice of ML algorithms is highly dependent on the domain of science, avail-
ability, computational cost, model complexity and interpretability. The eternal 
model trade-off between “too simple,” yet highly biased, and “too complex,” yet 
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highly variable, is a core concept in statistics and ML. Standard ML performance 
metrics such as area under the curve (AUC) are derived from receiver operating 
characteristic curves (ROC), R2/Q2 ratios, and k-fold cross-validation. This also 
includes concepts like sensitivity, the ratio of the proportion of true positives and 
the sum of the proportion of false negatives and true positives, which in medical 
sciences could be interpreted as the proportion of individuals with disease whose 
test is positive. This is in contrast to specificity, the ratio of the proportion of true 
negatives and the sum of the proportion of true negatives and false positives is the 
proportion of individuals without disease whose test returned negative.

Dimensionality reduction and multivariate analysis

Today, an extensive variety of statistical methods is available, ranging from 
unsupervised methods, such as principal components analysis (PCA), or hierar-
chical clustering (HCA) to supervised methodologies like partial least squares 
(PLS), partial least squares discriminant analysis (PLS-DA) and orthogonal par-
tial least squares discriminant analysis (OPLS-DA) (52). Processed MS and NMR 
data usually are in the form of a matrix of signal intensities signal origins, and, 
since both are in the same format, it is possible to apply standard analysis tech-
niques to both (53). The first step in metabolomics data analysis is using PCA as 
an initial exploratory and visualization method that gives an overview of the 
variability of the dataset as the samples are grouped based on similarity or dif-
ferences within the group of samples. This enables the detection of trends, 
groups and outliers, and it is possible to visualize the data as a score plot and a 
loading plot. In the score plot, each point represents an individual sample, 
while the loading plot gives information about which variables have the greatest 
contribution to the positioning of the samples on the scores plot and are respon-
sible for the clustering of samples (24). PCA analysis is followed by supervised 
pattern recognition techniques, which applies class information of the samples 
to maximize the separation between different groups of samples and detect the 
metabolic signatures that contribute to the classifications (24). OPLS-DA is the 
most used supervised methodology, which has the same predictive power as 
PLS but gives better interpretation of the relevant variables. This methodology 
provides information about the causes for class separation (54). In metabolo-
mics, most of the analysis workflows are bespoke procedures, thus requiring 
implementation of individual software solutions for a given task. For instance, 
MS-derived MZmine Ids can be combined with ionization mode (positive and 
negative) to generate a unique primary ID, while other variables like retention 
time (RT), m/z and molecular weight (MW) should be considered as secondary 
IDs. Then, using OPLS-DA to compare among groups, it is possible to discrimi-
nate and rank metabolites according to their variable importance in projection 
(VIP) value, ranging from 0 to 1. This is achieved by applying Pareto scaling, 
which is similar to autoscaling (55), and models can be validated based on 
multiple correlation (R2) and cross-validation (Q2) coefficients as well as by 
permutation tests for the supervised method.
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Kernel methods

Support vector machine (SVM) is the best well-known classification algorithm 
within machine learning kernel methods, which is the gathering of kernel func-
tions able to map any two points in the initial space representation based on the 
distances between them into the new space representation, avoiding the compu-
tational burden to compute all data point coordinates into the new space. SVM is 
broadly applied to many classification problems, and a boost in its use was 
observed with the rise of omics high-throughput data since in most setups it per-
forms well with multidimensional and noisy data. Conceptually, it aims at solving 
classification problems by finding optimal decision margins between two sets of 
points belonging to two distinct categories. A decision margin can be described as 
a line on a surface separating training data into two spaces corresponding to two 
categories. The classification of new data points is to verify which side of the deci-
sion margin they fall on. The data are mapped to a new high-dimensional repre-
sentation where the decision margin can be expressed as a hyperplane, which is a 
straight line in any case of dealing with only two dimensions. An optimal decision 
margin is computed by trying to maximize the distance between the hyperplane 
and the nearby data points from each class, a procedure named margin maximiza-
tion, which allows generalization to new samples outside of the training dataset 
(56). Thereby, data points nearby the maximum margin hyperplane that sit on the 
margin are so-called support vectors. SVM is a good generalization classifier and 
has shown good performance using metabolomics data. For instance, Mahadevan 
et al. (57) did show that SVM gives better predictive models for diagnosis of pneu-
monia among individuals based on NMR spectral data measured in urine, yielding 
a classification accuracy greater than 99% using only 30 features selected via 
recursive feature elimination (RFE). On the other hand, traditional PLS-DA 
achieved >98% accuracy using 50 features ranked by VIP score. Others built clas-
sifiers using SVM with LOO cross-validation for the diagnostic purpose of ovarian 
cancer with an accuracy superior to 90% using LC/TOF-MS metabolic data 
detected in serum samples (58). Similarly, using ultra performance (UP) liquid 
chromatography (LC) with tandem MS for the detection of serum metabolites in 
early-stage ovarian cancer, the authors claim that using only 16 features selected 
by SVM-RFE, they are able to discriminate early ovarian cancer (N=46) from 
healthy controls (N=49) with perfect performance metrics in accuracy, sensitivity 
and specificity (59).

Ensemble algorithms, decision trees and random forests

Popular ensemble algorithms are bagging and boosting. The first trains each 
unconstrained model in parallel and the latter trains constrained models in series, 
learning from the previous ones, and thus evolving overtime. In ML, random for-
ests (RF) (60) is a widely used ensemble algorithm that combines the output of 
multiple randomly generated decision trees into a composite averaged tree model. 
RF is applied in many domains of science in classification and regression tasks 
since it is easy to train and does not require complex tuning adjustments. 
Additionally, RF yields accurate and robust predictions and is recognized to be 
less prone to over fitting, a term used to describe the generation of a statistical 
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model that fits too well to the test or investigation data and fails subsequently in 
fitting subsequent data, since the rise in the number of each independent random-
ized tree in an ensemble model would be less likely to increase the generalization 
error (60). In metabolomics, RF has proven its value in many classification tasks, 
for instance, by building classifiers to distinguish colorectal cancer (CRC) patients 
and healthy individuals, as well as pre-surgical against post-surgical CRC patients 
based on the GC-MS measured urinary metabolome (61). After evaluation of the 
classification performance, RF, compared with LDA, SVM and PLS via AUC, R2/
Q2 and 10-fold cross-validation, outperformed in all of those metrics. Ranking 
each metabolite through the RF Gini score, and further selection of those with a 
score >50, yielded, among others, homovanillate and lysine, which are able to 
discriminate healthy and CRC cases in an early-stage discovery study. Other 
examples of applicability of this ML algorithm are the development of classifiers 
able to discriminate among a large set of individuals infected with Zika virus with 
a specificity and sensitivity over 95% through the use of previously built RF clas-
sifiers containing 42 spectral signatures measured in blood using high-resolution 
mass spectrometry (62).

Functional annotation and biological interpretation of 
metabolomic data

At this stage, it is expected that a set of compounds or metabolites are identified 
in at least one chemical database. This simplifies further analysis since most of 
the available functional and enrichment analysis tools require different database 
identifiers. Thereby, once identified in any database, it becomes relatively trivial 
to cross-map compounds to other databases. Additionally, if information of 
sample concentration or expression is known and allows comparison across 
sample groups, for example, case versus control, this should be incorporated in 
the analysis. After having generated a list or matrix with annotated metabolites 
or compounds and their expression, concentration or ratio metric quantitative 
values, one can perform enrichment analysis, over-representation analysis, 
topology-based pathway analysis and activity profiling within pathways. This 
can be accomplished by using KEGG mapper web server functionality (https://
www.genome.jp/kegg/mapper.html). However, this requires that the input is 
KEGG accession IDs that can be converted from chemical names using web 
solutions such as the CTS (https://cts.fiehnlab.ucdavis.edu) or MetaboAnalyst 
(48) ID converter functionality. The final output of the analysis however is only 
a list of pathways with the number of “hits” found. For a more formal statistical 
determination of pathway importance modules, Metabo Analyst can be used for 
enrichment or topological pathway analysis (48). Network-based analysis can 
be performed using Cytoscape (63), a standalone Java application, which pro-
vides multidimensional representations of large-scale networks. This platform 
supports directed, undirected and weighted graphs, filtering functionalities, 
merging and extensions for searching active sub-networks and pathway mod-
ules, and also incorporates a built-in statistical analysis of the network param-
eters. Several plug-ins are available for specific tasks, such as metabolomics 
integration with genomics and proteomics which is implemented in the 
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MetScape app (64). Additionally, Cytoscape allows interfacing with R and 
Python, which is useful for scaling and automation of tasks. For pathway editing 
and mapping metabolites or joint integrative analysis with genomics and pro-
teomics, PathVisio (65) enables visualization and pathway statistical inference 
using firstly BridgeDb (66) to cross map molecular identifiers and then relies on 
curated collections of pathways from Wiki Pathways (67) and Reactome (68). In 
this tool, estimation of over-representation of pathways is based on a Z-score 
statistical procedure under the hypergeometric distribution and a P-value rank-
ing based on a permutation procedure, which compares actual and permuted 
Z-scores.

CONCLUSION

The metabolomics field is rapidly evolving and appears to be catching up with 
genomics and proteomics approaches, which are more established in the 
research for disease biomarkers. Nevertheless, to establish foundations, proto-
cols and standard operating procedures (SOPs), a more detailed evaluation of 
how to handle missing data is required through the assessment of the effects of 
imputation of missing values by means of statistical analysis across analytical 
metabolomics platforms and by the type of biological matrix. Inclusion and 
integration of other contextual biological counterparts such as genomics and 
proteomics will support a global overview of the system in study. Currently, 
matching experimental spectral data requires the query of many individual 
database resources to enable the best coverage and maximize compound identi-
fication. Ideally, those resources should cover both spectral and compound 
chemical characteristics, along with biological activities aggregated from many 
sources, and records would preferentially be manual-annotated and corrected to 
ensure the highest quality. Structural elucidation of new compounds is a com-
plex, challenging and time-consuming task, but computational-assisted tools 
and algorithms will reduce such burden and potentiate in-line joint analysis of 
higher dimensional NMR experiments with high-resolution MS to achieve accu-
rate identifications (24). In the years to come, we will undoubtedly see advances 
in the development of comprehensive metabolite spectral libraries, algorithms 
and bioinformatics tools for functional characterization and biological interpre-
tation of metabolite profiles, thereby not only improving our understanding of 
biology and etiology of disease but also having an impact on drug discovery and 
personalized medical therapies.
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Abstract: Researchers in biological sciences and genetics are faced with 
high-dimensional data, such as the microarray data, and the analysis and proper 
interpretation of these data are very important in bioinformatics and systems 
biological sciences. In such types of data, the number of variables, for example, the 
genes, is many times greater than the number of samples. Therefore, the dimension 
of the data must be reduced at the primary point. Then, the analysis, for example, 
clustering, is performed on the compacted data. This process is called data summa-
rization. There are various ways to summarize high-dimensional data, which 
depends on the nature of the data. The aim of data summarization is to remove 
unnecessary features so that the data are classified more accurately. Shannon’s 
entropy information is a common method for clustering genes in microarray data 
and selecting a set of disease-related genes. This chapter introduces and illustrates 
statistical inference concepts of entropy in microarray data clustering to select a set 
of the most important genes associated with a disease.
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INTRODUCTION

To analyze high-dimensional data, many mathematical and statistical models have 
been developed. Most of these models focus on eliminating the unnecessary and 
unimportant features of a dataset, so that the clustered data are accurate. A popular 
source of clustering and modeling of high-dimensional data is the microarray data. 
The concept of systems biology has become more prominent in biological sciences 
(1). Systems biology is the science of summarizing data and detecting patterns among 
datasets. In other words, systems biology is the computational modeling of biosystems 
to interpret high and complex genetic data and other complex biological systems 
(2–4). Systems biology incorporates computational science, mathematics and statis-
tics in the modeling of genetic and biological data (Figure 1). Entropy is one of the 
mathematical concepts that can be used in the modeling of systems biology data. In 
entropy, there are two concepts: entropy and information. Researchers usually do not 
distinguish between the two concepts. Entropy represents the irregularity (i.e., uncer-
tainty) of a system, while information represents the difference between the maximum 
and the actual value of entropy of a system. In other words, information shows the 
correlation between two systems (e.g., two genes), which is derived from the entropy 
of the two systems and their subscription (5). Entropy application is a kind of math-
ematical challenge in analyzing biological data that can be important in determining 
relationships and clustering of results. Researchers have used entropy techniques to 
model cellular systems and study changes in gene expression patterns. In this chapter, 
the role of entropy to model the expression of genes in microarray data is discussed 
with emphasis on clustering, refinement and Shannon’s entropy theory.

Figure 1  Schematic diagram for the concept of communication in systems biology.
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DATA NORMALISATION METHOD

Data refinement is very important in the analysis of complex systems such as the 
microarray data. The calculation of gene expression in the microarray technique 
is based on the coloration of the genes, and problems associated with coloration 
are not uncommon. The occurrence of such problems leads to an unreasonable 
or artificial increase or decrease in the expression level of genes. A simple method 
to avoid outliers is to use mean ± 3SD and, occasionally, mean ± 2SD intervals. 
This approach eliminates the values outside of these ranges. Another approach to 
avoid staining errors in the microarray data is the fold-change criterion. Usually, 
this criterion is obtained based on the expression of a gene in healthy and diseased 
samples as follows:

2 ,
2

Fold change

Ave C

Ave N
log

− =
( )
( )







where the mean of gene expression levels in healthy and patient samples is indi-
cated by Ave(C) and Ave(N), respectively. A cut-off is considered for the obtained 
fold-changes, so that fold-changes less than the cut-off are usually left out of the 
analysis process.

SHANNON’S ENTROPY

In the analysis of high-dimensional data, there are two approaches to estimating 
parameters and effects: the classical approach (i.e., frequentist) and the Bayesian 
approach. Entropy is a classical approach, and it indicates the degree of irregular-
ity or uncertainty in a system. Uncertainty exists in many of the learning stages of 
high-dimensional data (6). Although the concept of entropy is used and defined 
in physics and mathematical sciences, we have attempted to determine a set of 
coordinates with the least irregularity in a signaling complex using the concept of 
entropy. Entropy is based on the concept of uncertainty, which means one is 
unconfident about the occurrence of a process. Therefore, increasing the uncer-
tainty of a system means reducing the entropy of that system. In fact, evaluation, 
measurement and modeling of uncertainty that affects the whole process of data 
analysis have a significant impact on the learning performance of high-dimensional 
data. Without considering this uncertainty, the performance of learning strategies 
is sharply reduced. Claude E. Shannon, an American mathematician, introduced 
Shannon’s entropy and information theory in 1948 under the title “A mathemati-
cal theory of communication” (7). In the concept of entropy, Shannon refers to the 
degree of uncertainty in the received information and expresses it with probability 
theory. Shannon’s entropy in information theory is the criteria for measuring the 
uncertainty expressed by a probability distribution.

Note, information theory is the expectation value of information (i.e., mean) con-
tained in each variable which can also be a gene. In other words, the entropy of each 
variable is the amount of its uncertainty. To calculate the uncertainty of a system, we 
must be able to formulate the probability of events in that system. Let us consider a 
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random experiment X (e.g., microarray data) with m events x1, x2,…, xm, with the 
occurrence probabilities p(x1), p(x2),…, p(xm), respectively. In this case, we can con-
sider xi as the ith gene, in a microarray dataset. The uncertainty of X (i.e., entropy) is 
represented by H(X), and the function must depend only on the p(xi), i = 1, 2,…, m. 
The formulation of H(X) function should be the following properties.

Property 1: The desired function should not be dependent on the sequence of 
events (e.g., genes), hence:

H(p1, p2,…, pi, pi + 1,…, pm) = H(p1, p2,…, pi+1, pi,…, pm).

Note, the H(X) function on any pi = p(xi), i = 1,2,…,m must be continuous.
Property 2: Since the entropy function is continuous, so with a slight change in 

the probabilities p(x1), p(x2),…, p(xm), the amount of uncertainty (i.e., entropy 
value) will also change.

Property 3: If an event divides into two events, the original H(X) function must 
be the sum of the weighed H(X) functions.

Property 4: The entropy function H(p1, p2,…,pi, pi+1,…, pm) should be estab-
lished in the following equation:

, ,..., , ,..., , .1 2 1 2 3 1 2
1

1 2

2

1 2

H p p p H p p p p p p H
p

p p

p

p pm m( ) ( ) ( )= + + +
+ +





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Property 5: Let, two experiments X and Y with m and n events (n < m), respectively. 

If occurrence probability of the events in the two experiments is 1

m
 and 1

n
, then:

	 



 ≥ 



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1
,...,

1 1
,...,

1
H

m m
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It can easily be shown that the entropy function has the above properties. 
Shannon’s entropy can be defined for a random variable with a discrete or con-
tinuous distribution (7). In this section, we try to mention both together and 
illustrate the concept of entropy by several examples. Let a discrete random vari-
able such as X = {x1, x2,…, xm} with a probability mass function p(x). The entropy 
of X is:

	
1

[ ( )],1 2 1 2H X p x log
p x

p x log p x E log pi
n

i
i

i
n

i i x( ) ( ) ( ) ( )( ) = Σ

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


= −Σ = −= =

where p(xi) = Pr(X = xi) and is the probability of the ith value of the random vari-
able X.

Now, let a continuous random variable X. Usually, entropy for the continuous 
random variables is called the differential entropy. The entropy value for the con-
tinuous random variable X with the probability density function f(X) is:

H(X) = H( f(x)) = E[−log( f(x))] = – ∫ f(x)log( f(x))dx,

where 0log0 = 0.
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The entropy may have a logarithmic base 2, 10 or Euler’s number e. If the 
logarithmic base is 2 or e, then the entropy unit is “bit” or “nat,” respectively. 
Here  we should note that some physicists and mathematicians such as 
Lazare  Carnot, Ludwig Eduard Boltzmann, and Rudolf Clausius have tried to 
introduce the concept of entropy theory, and others such as Claude Elwood 
Shannon were leading the introduction of entropy information theory (4, 7, 8).

Let, two random variables X and Y with probability density functions f(X) and 
f(Y) from the support regions S and T, respectively. The three entropies (i.e., 
H(X), H(Y), and H(X, Y)), the mutual information I(X; Y), and the entropy of 
X conditioned on Y and vice versa (i.e., H(X|Y) and H(Y|X)), are shown graphically 
in Figure 2.

The above features will be described below. The entropy function is funda-
mentally different from the maximum likelihood function. To further under-
stand the entropy concept compared to maximum likelihood, let a Bernoulli 
random variable X with parameter p. The entropy value of the Bernoulli ran-
dom variable is:

1 1 1 1 ,0
1 1 1

2H X p p log p p p log p plog pX
X X

b
X X

b( )( ) ( ) ( ) ( ) ( )( ) = −Σ − − = − − − −=
− −

where b = 2,10 or e; then,

log
( )( ) =

−









−
1

.

1

H X
p

pb

p

p

The Bernoulli entropy function has the highest value when 
1

2
p = . Here are 

some simple examples for understanding entropy and calculating it.

Figure 2  Features of Shannon’s entropy function.
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Example 1

Let us assume X is the presence or absence of a G allele in the CAPN10 gene, 
which associate with type 2 diabetes mellitus. The G and A alleles are detected 
with the probability p and (1−p), respectively, that is,

{= ( )−0 1 ; “A”
1 GX with prob p for allele

with prob p; for “ ” allele

For various values of p, that is, G allele frequency, the entropy value for the 
random variable X is shown in Table 1. In fact, when p is closer to 0.5, the uncer-
tainty level over the G allele is increased, and thus, the amount of information 
about the test will be increased. In this example, we obtain an entropy G allele 
with p = 0.25.

1 1

= (0.25 (1 – 0.25) [0.25 (1–0.25) ])+

(0.25 )(1 – 0.25) [0.25 (1-0.25) ]) = 0.56

0

1
1 1

1 1-1 1 1-1

0 1-0 0 1-0]

H X p p ln p p

nat .

x

x

x x x

ln

ln

∑ ( )( ) ( )( ) = − − −
=

− −

Example 2

In this example, we will show how to calculate the Shannon’s entropy informa-
tion, which is a kind of dependency between variables using discrete expression 
profile. Now, suppose the discrete expression profile for two genes A and B is 
[1, 1, 0,-1, 0] and [1, -1, 0, 1, 1], respectively. The occurrence probability of each 
mode for the genes is presented in Table 2.

Therefore, the amount of entropy for the gene A and gene B is:

( )( ) = −Σ = − × 











+ × 











+ × 



















 ==

2

5

2

5

2

5

2

5

1

5

1

5
1.05 ,0

3H A P ln p ln ln ln natx x x

( )( )= −Σ = − × 











+ × 











+ × 



















 ==H B P ln p ln ln ln natx x x

3

5

3

5

1

5

1

5

1

5

1

5
0.95 .0

3

TABLE 1	 The five various values and entropies of G allele 
of CAPN10 gene

p: 0 0.25 0.50 0.75 1

H(X): 0 0.56 0.69 0.56 0
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To calculate H(A,B), the nine possible combinations with respect to the joint 
probabilities P(A,B)s should be considered as follows:

( ) ( ) ( )= = − =1,1
1

5
; 1,0 0; 1, 1

1

5
,P P P

( ) ( ) ( )= = − =0,1
1

5
; 0,0

1

5
; 0, 1 0,P P P

( ) ( ) ( )− = − = − − =1,1
1

5
; 1,0 0; 1, 1 0,P P P

then H(A, B) = 1.61. Finally, the mutual information between the two expression 
profiles A and B is:

I(A, B) = H(A) + H(B) – H(A, B) = 1.05 + 0.95 – 1.61 = 0.39 nat.

Note, high levels of mutual information suggest similarity between two expression 
profiles.

In addition to the mentioned concepts, one of the important entropy rules for 
random variables (iid) is the asymptotic equipartition property (AEP) theorem, 
which points out that the joint probability of a sequence of random variables, that 
is, p(X1, X2,…, Xn), is very close to 2–nH(X).

Let X1, X2,…, Xn be a sequence of iid random variables with a probability of 
density function f(X), then:

( ) ( )( ) ( )( ) ( )−  → − =
1

log , ,..., log1 2n
f X X X E f X H Xn

p .

The above definition leads to the definition of a typical set A¨
(n)

; so that ¨ >0 

and ∀n, the usual set A¨
(n)

 is defined as follows:

, ,... :
1

log , ,..., ,( )
1 2 1 2A x x x S

n
f x x x H Xn

n
n

n( )( ) ( ) ( )= ∈ − − ≤∈







∈

where

( ) ( )= Π =, ,...,1 2 1f x x x f xn i
n

i .

In the context of entropy, we encounter another concept called joint and 
conditional differential entropy. In other words, the differential entropy for a set of 

TABLE 2	 Frequency distribution of the expression profile 
of A and B genes

Gene: P(1) P(0) P(-1)

“A” 2/5 2/5 1/5

“B” 3/5 1/5 1/5
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n random variables X1, X2,…, Xn with the density function f(x1, x2,…, xn) is defined 
as follows:

H(X1, X2,…, Xn) = – ∫ f(x1, x2,…, xn) log(f(x1, x2,…, xn)) dx1 dx2…dxn.

For example, suppose that n random variables X1, X2,…, Xn have a multivariate 
normal distribution with mean vector µn×1 and a variance–covariance matrix ∑, 
then the entropy of a multivariate normal distribution is:

π( ) ( )= Σ, ,...
1

2
log 21 2H X X X en

n ,

where |∑| is the determinant of variance–covariance matrix ∑.
On the other hand, if X and Y are two random variables (e.g., two genes) with 

a joint density function f(X, Y), then their conditional differential entropy indicated 
by H(X, Y) is defined as follows:

H(X|Y) = -∫ f(x,y)log(f(x|y)) dxdy.

Since

( ) ( )
( )=
,

f x y
f x y

f y

can be written as

H(X|Y) = H(X, Y) – H(Y).

In choosing a set of random variables (e.g., a set of related genes), we must use 
two concepts of relative entropy and mutual information, which are referred to 
next. The relative entropy for continuous random variables X and Y with probabil-
ity density functions f(X) and g(Y) is equal to:

∫( ) ( )
( ) ( ) ( )

( )=


















=






log log .D f g E
f x

g x
f x

f x

g x
dxf

Note that relative entropy is always non-negative, that is,

D(f ||g) ≥ 0.

The mutual information for the two continuous random variables X and Y with 
the joint probability density function f(X, Y) is:

∫ ( ) ( )
( )( ) ( )

( ) ( ) ( )=












=







;

,
,

,
.I X Y E log

f X Y

f X f Y
f x y log

f x y

f x f y
dxdy
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For simplicity, the mutual information can be written as follows:

I(X; Y) = H(X) + H(Y ) – H(X, Y ) = H(X) – H(X|Y) = H(Y) – H(Y|X),

hence:

I(X; Y) = D(f(x, y)||f(x)f(y)).

Note,

I(X; Y) ≥ 0,

H(X|Y) ≤ H(X).

In H(X|Y) ≤ H(X), equality will be achieved if and only if X and Y are independent.

Example 3

Now, let two gene expressions corresponding to A and B genes as two random 
variables, which they have bivariate normal distribution as follows:

σ ρσ σ

ρσ σ σ
( )( )



 ∼ Σ Σ =











µ

µ , , .
1
2

1 2

1 2 2
22

1
A

B
N

Suppose that the gene expressions of two genes A and B for three tumor tissues are:

Then, the measures of entropies H(A), H(B) and H(A,B) are:

∫ π σ πσ
( ) = −















σ
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−∞

∞ − −
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1

2

1

21
2

2

1
2

2

1 2

1
2

1
2

1
2

H A e ln e dA

A

∫ πσ
πσ

µ
σ( ) ( )
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−









µ
σ

( )Α−

−∞

∞ 1

2
2

2
1
2

2
1
2 1
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1
2

1
2

1
2
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∫πσ
σ

µ
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−
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Note, the above equation shows that the high variance increases the measure of 
entropy or uncertainty.

Consider the gene expression levels in Table 3 for the two genes and three 

tissues. Therefore, ( ) ( )=µ
µ

2.40
2.48

2

1 , and

( )( )( )
( )( )( )

Σ =
σ ρσ σ

ρσ σ σ













=










=






1.66 0.98 1.29 1.49

0.98 1.29 1.49 2.22
1.66 1.88
1.88 2.22

1
2

1 2

1 2 2
2

In this case, H(A) = 1.93, H(B) = 2.22 nat. In addition, H(A, B) calculate as follows:

π Σ π ρ( )( )( ) ( ) ( )=   = + + σ σ + − =ln,
1

2
2 1 2

1

2
1 1.88 .2

1 2
2H A B e ln ln ln nat

Gel’fand and Yaglorn (9) showed that an exact relationship between entropy 
information, I(A,B), and the correlation coefficient for A and B gene, r is:

ρ( )( ) ( )( ) ( )= + − = − − =, ,
1

2
1 1.61. .2I A B H A H B H A B ln nat

The important limitation of entropy information is that its upper limit is unknown, 
that is, I(X, Y) ¨ (0, +∞) Therefore, an index to measure the correlation of two 
random variables based on entropy information should be introduced, which 
does not have this limitation. The normalized mutual information, U(X,Y), has 
such property. The normalized mutual information concept, U(X,Y), is used to 
choose a set of correlated variables using the uncertainty function, which is shown 
for two random variables (e.g., two genes) X and Y as follows:

( ) ( )
( ) ( )=

+
,

2 ,
U X Y

I X Y

H X H Y
,

where 0 ≤ U(X,Y) ≤ 1. The value U(X,Y) close to zero means that the two random 
variables X and Y have a high mutual relevance, that is, relation, while the value 
U(X,Y) close to 1 means that the two random variables have a low mutual 

TABLE 3	 The gene expression levels for three tumor 
tissues

Tissue 1 Tissue 2 Tissue 3

Gene “A” 1.12 2.65 3.68

Gene “B” 0.98 2.28 3.95

CP-08.indb   170 11/4/19   3:44 PM



High-Dimensional Data Using Entropy Information 171

relevance, that is, independence (4, 10). Therefore, U(A,B) with respect to data in 
example 3 is 0.78 nat, which it is a low mutual relevance. For further study on 
entropy and its properties, we suggest two books: Handbook of Statistical System of 
Biology and Elements of Information Theory (4, 8).

APPLICATION

In this section, we use the results of Bahreini et al. (11) which extracted the informa-
tion (i.e., gene expression) from the study of Notterman et al. (12). In their study, 18 
adenocarcinoma colon and 18 normal tissue samples from the Cooperative Human 
Tissue Network were evaluated. In that research, the mean (±SD) age of the patients 
was 67.56 (±14.09) years. Of the total 7465 available cDNAs, only 3,228 genes had 
fold change more than one and they were selected for analysis. Shannon’s entropy 
method was used to select an appropriate set of genes associated with colon cancer, 
and 29 genes with the highest amount of information were finally selected.

Before using entropy to select a gene set associated with colon cancer based on 
gene expressions, the hierarchical method was used for clustering of the genes 
(Figure 3). The figure shows that 3128 selected genes are shared in three clusters. 
However, the hierarchical cluster analysis dendrogram shows that the frequency 

Figure 3  Cluster map derived from a two-way cluster analysis by the hierarchical method. 
Approximately 3000 common genes in tumor tissues and paired normal tissues were 
combined in a matrix. Clustering was performed on this matrix. Each color patch on the 
cluster map indicates the expression intensity level of the associated gene in that tumour 
and normal tissue samples. The color patches on the cluster map have continuity on 
expression levels from yellow (highest) to red (lowest) (11).
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of the yellow points (i.e., high gene expression) in tumor samples is higher than 
normal samples, but it is simply not possible to identify a set of most relevant 
genes with colon cancer recognition. In other words, in Figure 3 there is no 
specific visible pattern in the color spectrum. Usually, clustering is appropriate 
when a specific spectrum of colors can be found in normal and tumor samples. 
Therefore, although the genes are shared into three clusters in Figure 3, the 
obtained result is not accurate. One of the problems may be the lack of refinement 
of the levels of gene expression. In studies on gene expression analysis, data 
refinement process and the removal of outlier values are very important.

Figure 4 demonstrates the importance of refining the data. The data refinement 
methods are numerous and varying. For example, in analyzing microarray data, the 
gene expression levels obtained may be very large. In this case, fold change can be 
used to refine the data. Due to the choice of a suitable cut-off point in the fold-
change index, we can omit the outside domain data from the analysis to yield more 
accurate results. It should be emphasized that we were not able to find a proper and 
accurate statistical method for choosing the fold-change critical point. In Bahreini 
et  al.’s study (11), 29 genes were selected from 3128 genes after performing 
Shannon’s entropy information to determine a collection of the most relevant genes 
associated with colon cancer. Usually, for graphical representation of the gene 
expression levels, a dendrogram plot was used. Figure 4 shows that the 29 selected 

Figure 4  Cluster map derived from two-way cluster analysis with the hierarchical method. 
We combined 29 common genes in tumor and normal tissues in a matrix. Clustering was 
performed on this matrix. Each color patch on the cluster map indicates the expression 
intensity level of the associated gene in that tumor and normal tissue samples. The color 
patches on the cluster map have continuity on expression levels from yellow, that is, highest, 
to red, that is, lowest (11).
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genes are shared into two clusters by Shannon’s entropy method. By comparing two 
dendrograms (Figures 3 and 4), it can be seen easily that in the second dendrogram 
(Figure 4), the gene expression in tumor samples is far more than in normal samples, 
while such a difference was not obvious in the first dendrogram (Figure 3).

CONCLUSION

To reduce dimension in the microarray data and to prevent common errors in 
statistical modeling, many methods have been introduced, and entropy is one of the 
most widely used concept in medical and genetic sciences. Entropy was introduced 
by Nicholas Georgescu-Roegen in 1971 and later developed by scientists based 
on the principles established by Shannon. Shannon had a major role in introducing 
entropy information, which has been widely used in high-dimensional studies. One 
of the advantages of entropy is that calculation of values is based on theoretical 
forms, not the empirical and personal concepts. These values give small or large 
weights, proportional to the small or large actual values. Where researchers seek 
to  estimate the risk from an agent, the level of uncertainty is the basis of the 
computational form of the risk value (Risk = Uncertainty + Damage, where “Damage” 
in the equation shows the measure of the loss). The function of conventional feature 
selection algorithms is based more on the choice of the ones that have the most 
connection with the target class and the least redundancy among the selected 
features. The major disadvantage of these algorithms is that they ignore the 
dependencies between the candidate and the unselected feature. However, based 
on  Shannon’s entropy information, we can introduce a theoretical algorithm 
that does not display such disadvantages. Although entropy is often used as a feature 
of the information concept, it is crucially dependent on the probability model.

Conflict of Interest: The authors declare no potential conflict of interest with 
respect to research, authorship, and/or publication of this chapter.

Copyright and permission statement: To the best of our knowledge, the materi-
als included in this chapter do not violate copyright laws. All original sources have 
been appropriately acknowledged and/or referenced. Where relevant, appropriate 
permissions have been obtained from the original copyright holder(s).

REFERENCES

	 1.	 Stadtländer CTK-H. Systems biology: Mathematical modeling and model analysis. J Biol Dyn. 
2018;12(1):11–15. http://dx.doi.org/10.1080/17513758.2017.1400121

	 2.	 Westerhoff HV, Winder C, Messiha H, Simeonidis E, Adamczyk M, Verma M, et al. Systems biology: 
The elements and principles of life. FEBS Lett. 2009;583:3882–90. http://dx.doi.org/10.1016/j.
febslet.2009.11.018

	 3.	 Breitling R. What is systems biology? Front Physiol. 2010;1:9. http://dx.doi.org/10.3389/
fphys.2010.00009

	 4.	 Stumpf MPH, Balding DJ, Girolami M. Handbook of statistical systems biology. 1st ed. Chichester: 
Johan Wiley & Sons, Ltd., The Atrium; 2011.

CP-08.indb   173 11/4/19   3:44 PM

http://dx.doi.org/10.1080/17513758.2017.1400121�
http://dx.doi.org/10.1016/j.febslet.2009.11.018�
http://dx.doi.org/10.1016/j.febslet.2009.11.018�
http://dx.doi.org/10.3389/fphys.2010.00009�
http://dx.doi.org/10.3389/fphys.2010.00009�


Soltanian AR et al.174

	 5.	 Adami C. Information theory in molecular biology. Phys Life Rev. 2004;1:3–22. http://dx.doi.
org/10.1016/j.plrev.2004.01.002

	 6.	 Wang X-Z, Xing H-J, Li Y, Hua Q, Dong C-R, Pedrycz W. A study on relationship between 
generalization abilities and fuzziness of base classifiers in ensemble learning. IEEE Trans Fuzzy Syst. 
2015;23(5):1638–54. http://dx.doi.org/10.1109/TFUZZ.2014.2371479

	 7.	 Shannon CE. A Mathematical theory of communication. Bell Syst Tech J. 1948;27:379–423. http://
dx.doi.org/10.1002/j.1538-7305.1948.tb01338.x

	 8.	 Cover TM, Thomas JA. Elements of information theory. New York: John Wiley & Sons; 2012.
	 9.	 Gel’fand IM, Yaglom AM. Calculation of amount of information about a random function contained 

in another such function. Am Math Soc Transl. 1957;2(12):199–246. English translation of original 
in Uspekhi Matematicheskikh Nauk 12(1):3–52.

	10.	 Cover TM, Thomas JA. Elements of information theory. New York: John Wiley & Sons, Inc.; 1991. 
http://dx.doi.org/10.1002/0471200611

	11.	 Bahreini F, Soltanian AR. Identification of a gene set associated with colorectal cancer in microarray 
data using the entropy method. Cell J. 2019;20(4):569–75.

	12.	 Notterman DA, Alon U, Sierk AJ, Levine AJ. Transcriptional gene expression profiles of colorectal 
adenoma, adenocarcinoma, and normal tissue examined by oligonucleotide arrays. Cancer Res. 
2001;61(7):3124–30.

CP-08.indb   174 11/4/19   3:44 PM

http://dx.doi.org/10.1016/j.plrev.2004.01.002�
http://dx.doi.org/10.1016/j.plrev.2004.01.002�
http://dx.doi.org/10.1109/TFUZZ.2014.2371479�
http://dx.doi.org/10.1002/j.1538-7305.1948.tb01338.x�
http://dx.doi.org/10.1002/j.1538-7305.1948.tb01338.x�
http://dx.doi.org/10.1002/0471200611�


175

In: Computational Biology. Holger Husi (Editor), Codon Publications, Brisbane, Australia. 
ISBN: 978-0-9944381-9-5; Doi: http://dx.doi.org/10.15586/computationalbiology.2019

Copyright: The Authors.

License: This open access article is licensed under Creative Commons Attribution 4.0 
International (CC BY 4.0). https://creativecommons.org/licenses/by-nc/4.0/

Abstract: Cryo-electron tomography (Cryo-ET) has made possible the observation 
of cellular organelles and macromolecular complexes at nanometer resolution in 
native conformations. Without disrupting the cell, Cryo-ET directly visualizes both 
known and unknown structures in situ and reveals their spatial and organizational 
relationships. Consequently, structural pattern mining (a.k.a. visual proteomics) 
needs to be performed to detect, identify and recover different sub-cellular compo-
nents and their spatial organization in a systematic fashion for further biomedical 
analysis and interpretation. This chapter presents three major Cryo-ET structural 
pattern mining approaches to give an overview of traditional methods and recent 
advances in Cryo-ET data analysis. Template-based, supervised deep learning-based 
and template-free approaches are introduced in detail. Examples of recent biological 
and medical applications and future perspectives are provided.

Keywords: cryo-electron tomography; deep learning; macromolecular com-
plexes; structural pattern mining; visual proteomics
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INTRODUCTION

Cryo-electron tomography (Cryo-ET) is a powerful diagnostic and research 
tool that combines specimen cryo-fixation and multi-angle electron micros-
copy imaging (1), which enables structural biologists to produce three-
dimensional (3D) volume reconstructions of near-native state cells and 
determine the structure of sub-cellular structures with molecular-scale reso-
lution (2). Those images contain information about the 3D cell structure pro-
jected into a single plane. In order to recover the actual 3D arrangement of 
components in the specimen, the information in 2D projection images should 
be integrated computationally. Cryo-EM has experienced a dramatic increase 
in the attainable resolution of 3D reconstructions. Complexes with high 
intrinsic contrast, such as ribosomes, have been successfully analyzed. The 
discrete conformation of membrane receptors can be recognized, which pro-
vides a theoretical basis for exploring the structural basis of signals in the 
whole cell.

In recent years, the amount of information about molecular roles involved in 
cellular processes has increased dramatically, and it has become possible to detect 
or obtain cellular tomograms with information about macromolecular complexes, 
their structures and spatial positions in the cell. Proteomics, based on genomics 
and mass spectrometry, has carried out a comprehensive analysis of the cell 
proteome. Nevertheless, it is still very challenging to discover the structure of 
unknown complexes in tomograms. Due to various shapes, sizes, cellular 
abundance of unlabeled complexes, high crowding levels, limitations of template 
libraries, low signal-to-noise ratio (SNR) and the limited range of tilt angles 
(3), the structural discovery can be detected by structure pattern mining methods. 
The methods for molecular separation and purification for structural and func-
tional studies have been a great success. This chapter focuses on three major 
Cryo-ET structural pattern mining approaches, giving an overview of traditional 
methods and recent advances in Cryo-ET data analysis. Template-based, super-
vised deep learning-based and template-free approaches are included. Examples 
of recent applications in biology and medical field along with future perspectives 
are discussed.

TEMPLATE-BASED STRUCTURAL PATTERN MINING

Template search/match has been the most popular template-based method for 
detecting spatial location and orientation of a known structure of interest. The 
visual proteomics method is capable of identifying individual protein complexes 
in intact cells (4). A guide on how to implement the visual proteomics method 
was proposed by Förster and colleagues (5). There are three main processing steps 
included in this method. First, a library containing the reference structure of the 
target protein complexes resampled to the relevant electron optical conditions is 
assembled. Second, for all possible positions and directions, the local cross-corre-
lation coefficient between each reference structure and tomogram is calculated 
and stored in the cross-correlation volume. Finally, the distribution of 
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cross-correlation values in these volumes is translated into a list of locations by 
peak extraction and statistical methods. For data acquisition, an experimental 
setup is required. It is desirable to obtain the highest quality frozen electron 
tomography in terms of SNR, and the dosage spent on the specimen during the 
acquisition should be well controlled. Recommendations on choosing acquisition 
parameters after analyzing the different factors on signal content in Cryo-ET can 
be found in this work (5).

The template-matching process includes four parts: handling MolMatch, 
creating motif lists, scoring and visualization of molecular atlases. The scoring 
function (SF) for visual proteomics (6) relies on three different knowledge-
based, empirical readouts. Besides, they also discuss other technical improve-
ments. To detect low-abundance protein complexes with confidence, data 
acquisition and post-processing should be paid enough attention. The signal 
in visual proteomics is due to the contrast given by the surrounding solvent, 
so a better dosage control during the data acquisition is unavoidable. Also, 
phase plates may help to obtain a better performance. The electron dose that 
can be applied to the specimen limits the resolution that can be achieved by 
Cryo-ET, which leads to the limitation of the Cryo-ET application in visual 
proteomics.

It is important to assess whether the subtomogram, which is a small 3D 
cubic subvolume containing one macromolecular complex, or the recovered 
structure can be matched to a particular known structure. A template-match 
calculates the structural correlation between a subtomogram or a recovered 
structure with a known structural template. However, a simple correlation 
score cannot fully conclude the template matching. Rigorous statistical tests 
need to be carried out. Wang et al. (7) proposed a Monte Carlo sampling 
hypothesis testing framework based on generative adversarial network model-
ing for assessing template matching results. First, a generative adversarial net-
work is constructed by using known structures to generate the structural 
distribution of macromolecular complexes. The structural generator is trained 
to the extent that the discriminator cannot distinguish between a known 
structure and a pseudo one. Second, a large number of pseudo macromolecu-
lar complexes are generated from the learned structural distribution in a 
Monte Carlo sampling fashion. Third, the subtomogram or recovered struc-
ture of interest is compared to the known structure and pseudo structure to 
assess the statistical confidence of template matching. This method computes 
not only a correlation score of template matching but also the P-value of 
whether the structure is significantly close to the template. Such a statistical 
assessment provides rigorous evidence of template matching and reduces its 
false-positive rate.

SUPERVISED SUBTOMOGRAM CLASSIFICATION AND 
SEGMENTATION

Since 2017, supervised deep learning approaches, including classification and 
semantic segmentation, have been applied to Cryo-ET.
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Semantic segmentation using convolutional neural networks

The first deep learning-based semantic segmentation framework proposed for 
Cryo-ET data (8) classifies tomogram 2D slices in a voxel-wise binary fashion. 
With training data voxel-labeled manually, it predicts the segmentation mask of 
ribosomes, mitochondrial membrane, microtubules, and vesicles. To facilitate the 
prediction of membrane structures in different orientations, data augmentation 
was integrated into the training process with a moderately increased computa-
tional cost.

3D ConvNet (9) is a 3D semantic segmentation model for Cryo-ET data based 
on the U-Net architecture. 3D ConvNet predicts the segmentation mask of ribo-
somes, membrane and membrane-bound ribosomes in a multi-class fashion. As a 
result, the computational time does not increase linearly with the increase of class 
numbers (8).

Two 3D semantic segmentation convolutional neural networks (SSN3D) and 
their variants segmenting the main structural region from subtomograms have 
been proposed (10). This is a very useful step in subtomogram analysis because 
masking out neighboring structures can significantly reduce the structural bias for 
further analysis such as averaging and classification. Inspired by encoder-decoder 
type segmentation networks and fully connected networks, the networks are 
designed to be an encoder connected to a decoder inputting both high-level fea-
tures and low-level features. The encoder is designed with alternation of convolu-
tion layers and max-pooling layers. The decoder is designed with alternation and 
convolution layers and upsampling layers. By combining different types of layers 
and combining both high-level and low-level feature information, the two 
segmentation networks can achieve high accuracy in 3D subtomogram semantic 
segmentation tasks.

Subtomogram classification

Similarly, a deep learning-based particle subdivision approach (11) proposes 
two convolutional neural networks, namely Inception3D network and DSRF3D 
network, for subdividing heterogeneous subtomograms into some homoge-
neous subsets. After extracting features from subtomograms using the 
Inception3D or DSRF3D network, unsupervised clustering can be applied. 
Furthermore, it was demonstrated that the generalization ability of models of 
novel structures that do not exist in the training data can still be discovered and 
clustered. Based on this work, Che et al. (12) proposed three convolutional 
neural networks with promising classification performance for datasets of 
extremely low SNR (0.01): (i) DSRF3Dv2, an extended version of DSRF3D 
(Deep Small Receptive Field 3D); (ii) RB3D, a 3D residual block-based neural 
network; and (iii) CB3D, a convolutional 3D (C3D)-based model, with improved 
classification accuracy. Among these, the CB3D achieves the best performances 
and yields accuracy close to 0.9 for normal datasets.

Model compression

Guo et al. (13) proposed a model compression approach for Cryo-ET data. 
Based on the deep neural network employed for the classification of 
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subtomograms, knowledge distillation to compress such networks was used. 
In previous works related to model compression on 2D images (14, 15), a 
model compression approach through knowledge distillation was proposed in 
order to speed up the separation of macromolecules at the prediction stage. 
The DSRF3D-v2 (Deep Small Receptive Field) model was chosen for compres-
sion considering the processing time and performance among the pre-existing 
models (12). Three student networks have been proposed to reduce the num-
ber of layers and parameters. The student network is a simplification of the 
teacher network. The compression includes compressing convolutional lay-
ers, pooling layers and eliminating one of the two fully connected layers. 
Reduction of the number of filters leads to simpler convolutional layers. 
DSRF3D-v2-s1 achieved the best performance by increasing the pooling size 
and stride from 2×2×2 to 3×3×3 and dismissing the dropout layers and one 
fully connected layer. Usually, a higher compression rate will lead to a greater 
loss of accuracy. Distilled models proposed in this study reduce the number of 
parameters, time and cost, and improve accuracy.

Domain adaptation

For Cryo-ET, it is usually time-consuming and computationally intensive to cre-
ate valid training data due to a massive demand for labeled training data. 
Obtaining training data from a separate data source where the annotations are 
readily available or can be executed in a high-throughput manner would be 
beneficial. The challenge is that the cross-data source prediction is often biased 
due to the different image-intensity distributions (a.k.a. domain shift). Domain 
adaptation has been shown to be beneficial for addressing this challenge. Lin et 
al. (16) adopted an adversarial domain adaptation framework called 3D-ADA 
for the structural classification of macromolecules captured by Cryo-ET. In 
order to obtain a robust model for a cross-data source macromolecular struc-
tural classification, this framework utilizes 3D convolutional neural networks 
and adversarial learning, mapping subtomograms into a latent space shareable 
between separate domains. Also, the training-feature extractions on multiple 
source domains can extend 3D-ADA to utilize multiple training data sources of 
Cryo-ET. Covariate shift is a typical case of domain shift (17). Compared to the 
original adversarial domain adaptation method (18), they have several modifi-
cations: (i) 2D CNNs to 3D with new 3D network architectures for Cryo-ET; 
(ii) two independent feature extractors to extract features from both source and 
target domains, making target domain features more robust; (iii) independent 
feature extractor for target data to enable the target domain feature to be more 
flexible and robust; and (iv) gradient forwarding of adversarial loss function. To 
avoid a local minimum for the model, the adversarial loss uses the proper 
domain supervision information for both the adversarial discriminator and the 
feature extractor training that avoids gradient vanishing in back-propagation.

Simultaneous classification and segmentation by multi-task learning

Built on the above semantic segmentation and classification model, a multi-
task learning neural network model was proposed (19) to perform semantic 
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segmentation, classification and coarse structural recovery (regression) 
simultaneously. The feature extraction layers are shared, which later split into 
three networks to perform each individual task independently; the loss of 
each task is linearly combined. This network design allows the training of the 
three tasks to mutually reinforce each other for better feature extraction 
and  therefore higher accuracy. The accuracy of this model for classification 
and semantic segmentation outperformed single-task models (10, 11).

TEMPLATE-FREE STRUCTURAL PATTERN MINING

Template-based methods have their own shortcomings due to the possibility that 
the template structure can misfit its targets. If the template structures come from 
different organisms, there will be different conformations in the template 
structures. Also, the conformational changes or additional bound components to 
the structure in vivo can be challenging to template-based methods. Under such 
circumstances, several template-free structural pattern mining methods have been 
proposed recently.

De novo structural pattern mining via multi-pattern pursuit

A framework called multi-pattern pursuit (MPP) was designed for discovering 
frequently occurred structural patterns in Cryo-ET (3). It formulates the template-
free visual proteomics analysis as a de novo pattern mining problem. The aim of 
MPP is to cluster, detect and estimate the abundance of large-scale complexes 
inside single cells automatically.

In this framework, first, after subtomograms are detected using template-
free particle picking methods (20, 21), feature patterns are initialized. Second, 
initialized feature patterns are assessed for adding to the pattern library. Third, 
patterns are selected and aligned into common frames. Fourth, subtomograms 
are aligned with the candidate patterns and redundant patterns are discarded. 
The steps are iterated until high-quality patterns are distinguished and further 
refined individually. Therefore, representative and abundant patterns in a 
tomogram can be discovered without templates of known structures. Moreover, 
after patterns are successfully discovered, they can be embedded in the tomo-
gram to visually present or statistically analyze their spatial distributions and 
interactions.

After the above subtomogram data processing steps, one of the most crucial 
steps is to average and cluster the subtomograms. To recover the structure of 
macromolecular complexes inside subtomograms which are heavily distorted 
by the noise and missing wedge effects, the use of a large number of subtomo-
grams (usually more than a thousand) containing the same structure and aver-
aging is recommended. The averaging process includes rotating and translating 
each subtomogram in a reference-free fashion because guidance from the known 
structures may bias the structural recovery. Only if the macromolecular 
complexes in the subtomograms are rotated and translated to a homogeneous 
orientation, and centered, the underlying true structure can be fully recovered 
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from averaging. The task becomes more challenging when there are multiple 
classes of subtomograms, meaning that different subtomograms may contain 
different macromolecular complexes. Averaging as well as clustering need to be 
refined during each iteration (22–24).

Autoencoder for mining abundant and representative features

A convolutional autoencoder-based unsupervised approach has been pro-
posed (25) for coarse selection of subtomograms of interest from a large num-
ber of subtomograms (scale ranging from thousands to millions). After 
subtomograms are extracted from the tomogram using particle picking meth-
ods, an optional pose normalization approach is provided to adjust the parti-
cle orientation and center for better clustering of the same structures of 
different orientations, which simplifies the process of structural mining. 
It  also  assists the image-features characterization in a less orientation-
dependent way. A convolutional neural network is designed for encoding 
each  subtomogram into a feature vector and decoding the feature vector to 
reconstruct the tomogram. K-means clustering algorithms and autoencoder 
networks are combined together to cluster Cryo-ET small-subvolumes into 
sets with homogeneous image features. Subtomogram-cluster centers are 
decoded and plotted for visual guidance for selection. Therefore, selecting 
among a large number of subtomograms becomes selecting among a few 
(usually less than a hundred) clusters. Interesting clusters, such as clusters of 
membrane features or globule features can be selected for further analysis. In 
addition, we designed a weakly supervised semantic segmentation convolu-
tional neural network to which results from the convolutional autoencoder 
can be applied.

As illustrated in Figure 1, the autoencoder and MPP can be integrated into an 
unsupervised pipeline for template-free recovery of representative structures. 
Although the current template-free structural pattern mining approach is still 
more of proof-of-concept, when more and more unsupervised methods are devel-
oped in the future, we expect a powerful system of template-free methods to 
accurately and efficiently detect and recover both the known and unknown rep-
resentative structures in a systematic fashion (26).

CRYO-ET BIOLOGICAL AND MEDICAL APPLICATIONS

Due to the ability of Cryo-ET that can reveal the native structure and arrange-
ment of macromolecular complexes inside intact cells, a lot of investigations 
have used this method to better understand the structural information of cells. 
Recently, there has been growing interest in establishing Cryo-ET as a diag-
nostic approach to complement conventional methods. Some recent examples 
of structural discovery and medical application using Cryo-ET are discussed 
in the following section. The increasing number of Cryo-ET medical applica-
tions demonstrates the potential of establishing Cryo-ET as a powerful diag-
nostic tool.
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Figure 1  Unsupervised structural pattern mining pipeline integrating the autoencoder and 
multi-pattern pursuit approach.
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Bacterial cell biology

Cryo-ET is capable of discovering detailed structure of bacterial cells in their 
native environment. Bacteria are viewed as structurally complex assemblies of 
macromolecular machines rather than undifferentiated bags of enzymes. This 
organization includes highly ordered arrays of chemosensory components 
(27, 28). Cryo-ET further enables the characterization of microcompartments for 
optimizing metabolism and storing nutrients (29–33). A visual inspection of more 
than 15,000 tomograms of intact frozen-hydrated cells belonging to 88 different 
bacterial species and several uncharacterized features in these tomograms has 
been reported (34). This has greatly improved our understanding of the complex-
ity of bacterial cells. The advent of cryogenic focused ion beam (FIB) milling has 
extended the domain of Cryo-ET to include regions even deep within thick 
eukaryotic cells.

Medical diagnosis

Since 2014, there has been a growing interest in the research community to 
establish Cryo-ET as a medical diagnostic tool to help resolve molecular differ-
ences between healthy and diseased states. Cryo-ET was applied to human clin-
ical samples to elucidate human ciliary structural defects in patients with 
primary ciliary dyskinesia, where the conventional diagnosing tool EM failed 
30% of the time (35). Later, Wang et al. (36) demonstrated the effectiveness of 
using Cryo-ET as a non-invasive tool to identify ovarian cancer patients by 
imaging their platelets. They built a simple model using the number of mito-
chondria and length of microtubules in Cryo-ET images and correctly predicted 
20 out of 23 cases. Other studies have identified cellular structural changes in 
disease states such as Leigh syndrome (37), Huntington’s disease (38), and virus 
infection (39).

CONCLUSION

Cryo-ET led to a revolution in in-situ structural biology. However, due to the low 
SNR and structural complexity, it also poses challenges to the subsequent compu-
tational analysis. Template-based methods have enabled the systematic detection 
of known structures. To reduce the computational cost, a supervised deep learn-
ing-based approach was proposed to classify and segment cellular components. 
However, the success of such a supervised approach depends heavily on the avail-
ability of a large amount of properly labeled training data. The template-free 
approach has made it possible to automatically recover representative structures 
and the discovery of even unknown structures. Although the template-free 
approach has opened up promising new possibilities, the current accuracy and 
efficiency still has a large room for improvement. With an increasing amount of 
data being collected and an increasing amount of robust computational methods 
being developed, Cryo-ET has a large potential to advance structural biology and 
medical diagnosis progressively.
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