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Preface 

Fuzzy Systems and Data Mining (FSDM) is a yearly well-established interna-

tional conference dealing with four main groups of topics: a) fuzzy theory, 

algorithm and system, b) fuzzy application, c) interdisciplinary field of fuzzy 

logic and data mining and d) data mining. Following the great success of pre-

vious FSDM editions, which started in 2015, FSDM 2021 has become the sev-

enth edition in the FSDM series, to be held in Seoul (South Korea) initially, 

and finally as an online conference, in a forum for experts, researchers, aca-

demics and industry people to introduce the last advances in the field of Fuzzy 

Sets and Data Mining. The most frequent topic this year is Fuzzy Systems. 

This volume contains the papers accepted and presented at the 7th Interna-

tional Conference on Fuzzy Systems and Data Mining (FSDM 2021), held 

online on 26–29 October 2021, due to the pandemic. All papers were carefully 

reviewed by program committee members and took into account the breadth 

and depth of the research topics that fall into FSDM scopes. From 266 submis-

sions, the 52 most promising and relevant contributions were included in this 

volume, which presents original ideas or results of general significance sup-

ported by clear reasoning and compelling evidence, and methods. 

The conference program of FSDM 2021 includes keynote and invited 

presentations, oral and poster contributions. This event brought together more 

than 100 qualified and high-level researchers and experts from over 20 coun-

tries, including 6 keynote speakers, which created a good platform for re-

searchers and engineers worldwide to enjoy academic communication. 

I would like to thank all the keynote and invited speakers, authors and 

anonymous reviewers for putting their effort in preparing a contribution for the 

conference. We are also very grateful to the people, especially the program 

committee members and reviewers, who devoted time to assessing the papers. 

It is an honour to continue with the publication of these proceedings in the 

prestigious series Frontiers in Artificial Intelligence and Applications (FAIA) 

published by IOS Press. Our particular thanks also go to Joost Breuker, Nicola 

Guarino, Pascal Hitzler, Joost N. Kok, Jiming Liu, Ramon Lopez de Mantaras, 

Riichiro Mizoguchi, Mark Musen, Sankar K. Pal, Ning Zhong, who are the 

FAIA series editors, for supporting this conference. 

Last but not least, I hope you enjoyed your online stay and first virtual 

contact with Seoul city, which may be followed with a face-to-face conference 

in Seoul in the future if the situation of the global pandemic of COVID-19 is 

brought under control. 

 

 

 Antonio J. Tallón-Ballesteros 

 University of Huelva, Spain 
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How Artificial Intelligence May Impact 
Your Job 

Gianluca P. M. VIRGILIOa,1 and Manuel Ernesto PAZ LÓPEZ 
b 

a
 Universidad Católica Sedes Sapientiae, Nueva Cajamarca, Peru 

b
 Universidad Nacional de Tumbes, Tumbes, Peru 

Abstract. Recent developments of Artificial Intelligence, Machine Learning and 
Big Data technologies are posing a threat to white-collar workers and managers alike. 
Whereas until a few years ago only manual jobs were at risk of replacement, 
nowadays there is no guarantee that intellectual jobs will remain in human’s hands 
for long. Hopes that new technologies will generate more new jobs than those lost 
are vanishing. The new challenge faced by human workers is made up of entities 
that display more intelligence, whether real or just simulated, than them. We, as 
humans, need to invent new strategies to survive in a job market that seems ready, 
in one or two generations, to get rid of us. This paper identifies the main issues 
around intelligence and provides hints about what intelligence imitation/simulation 
cannot do that human intelligence can. It also discusses aspects of creativity, 
allegedly a human-only skill that looks like the most promising area in which human 
development may progress, reducing risk of silicon replacement. 

Keywords. Artificial Intelligence, Big Data, Machine Learning, unemployment 

1. Introduction 

The more and more ubiquitous presence of Artificial Intelligence (AI) in business 
processes is going to impact firms at all levels. The origins of the Fourth Industrial 
Revolution date back to the 1960s with introduction of mechanical robots in the 
automotive manufacturing industry to replace blue collar workers in unsafe and 
unhealthy tasks. Since then, progression towards the unmanned workplace has been 
abrupt and irregular. However, recent advances in the AI arena seem to have paved the 
way to the future. 

The famous Turing Test defines AI as a machine behavior that an independent 
evaluator would be unable to distinguish from a human one [1]. Many years have passed 
since the original formulation of the Turing Test and the problem seems to have turned 
around [2]. Currently it is up to humans to simulate AI behavior if they want to safeguard 
their jobs against silicon competitors. Not only can blue collar workers now be replaced, 
but even physicians, engineers, teachers, and managers are not guaranteed to keep their 
job against AI carrying out similar tasks with better performance. 

Several categories of low-skill workers are now at risk to lose their job to AI. Hopes 
they will re-train into AI scientists to find another job are thin; once fired, they are likely 
to face life-long unemployment. It may be argued that this is the price to pay to progress 
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and it is true that their children who studied engineering or business management may 
fill the newly-created positions (the ‘digital divide’). Yet, because of ever-improving AI 
capabilities, they may follow their parents’ destiny in one decade or two. Technology is 
progressing (at worst) linearly whereas human capabilities are improving (at best) 
asymptotically. The AI bar keeps moving upward and mankind may not keep pace. 

In the last few decades, managers and other highly skilled professionals have been 
at the forefront of industrial automation, only to find themselves on the brink of being 
ousted by the Artificial Intelligence Revolution, where the intelligence to be replaced is 
theirs. It is no longer enough to label a job as ‘intellectual’ or ‘cognitive’ to make it 
immune from the risk of falling prey to AI. 

2. Artificial Activities 

2.1. AI in manufacturing 

The First Industrial Revolution began with the deployment of mechanical looms in textile 
factories. Since then, automation in the clothing industry has progressed a long way. 
Yang et al. [3] argue as today AI-based systems make decisions on production, marketing, 
choice of fabrics, colors, shapes. The proposed solutions adhere most to customer's 
preferences, selected on the basis of advanced statistical techniques and Big Data, by 
retrieving information from a huge number of fashion magazines. 

More in general, in the manufacturing industry, AI has proved able to identify the 
production processes that need improvement. Then, it collects data, executes analyses, 
identifies causes of poor performance, provides measures for improvement and carries it 
out [4]. On the supply side, Thomassey and Zeng [5] describe a digital platform 
consisting of two modules: the first one allows to make decisions about selecting 
suppliers using multi-criteria techniques while the second one uses a genetic algorithm 
for optimizing cost and lead time. Finally, Nanda Kumar and Panneerselvam [6] propose 
an AI-based solution for optimizing the outbound logistic process. 

2.2. AI and MOOCs 

Massive Open Online Courses, Knowledge Management, and Computer-Assisted 
Learning are terms that have taken on the meaning of flexibility and ease of learning for 
students [7] and unemployment for teachers, educational programmers and school 
managers. According to the World Economic Forum report, the day of human teachers 
being largely replaced by AI is not far away: World Economic Forum [8] includes 
university and higher education teachers among the most likely redundant jobs in the 
next future. 

2.3. AI in Medicine 

In medicine, Arslan et al. [9] report of high performance, AI-assisted investigation 
methods that made early diagnosis of prostate cancer achievable. Additionally, with the 
aid of AI-driven deep learning, Big Data and statistical techniques it was possible to 
successfully identify the most appropriate therapeutic intervention for 
gastroenterological patients [10] or patients with Alzheimer’s disease [11]. In spine 
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surgery, Buza and Gum [12] present a case of robotic-assisted surgery in which screw 
size, length and orientation are delegated to robotic technology in order to ensure a 
minimally invasive approach. In these and many other cases AI has at some extent been 
replacing physicians’ work; more pervasive replacement is expected in the next decade 
[13]. 

2.4. AI and speech content 

A common criticism to Artificial Intelligence applications concerns its lack of content-
comprehension, a core topic in managerial jobs. Gröndahl et al. [14] addressed this issue 
by detecting hate speech on social networks. They used node-representation learning 
techniques as anti-fraudster tool in order to identify opinion frauds, groups of fake 
accounts and search engine poisoning [15]. AI has also been used to combat adversarial 
perturbations and malicious data manipulation through Big Data and machine learning 
techniques [16]. 

2.5. AI in Human Resources Management 

Klüver and Klüver [17] simulate the behavior of a human brain by implementing input 
and output neurons, activation functions, learning rules and variable weight values to 
make decisions about Human Resources (HR) Management and Models of Procedure 
for planning and performing industrial processes. As long as firms keep employing 
human workers, human behavior will remain a parameter to be closely monitored within 
organizations, with motivation being as usual at the forefront of search for performance. 
Technology-based communication is spreading all over and lack of face-to-face 
relationships is a serious concern for HR managers. Pratt and Cakula [18] highlight the 
potential AI has in increasing effectiveness of communications and enhancing 
motivation, moving one step forward to replacing humans in this area as well. 

2.6. AI in decision-making 

Research is progressing fast in machine-simulation of brain thinking processes by 
mimicking its internal structure (made of synapses and neurons) via Neural Networks 
and Deep Learning. This way AI has been used to take charge of decision making tasks 
by accessing huge databases, making use of sophisticated statistical tools and selecting 
the solutions most likely to succeed. Intelligence no longer seems to be a human-only 
capability [19]. An enthusiastic prediction, which actually conceals a gloomy future for 
managers, states “time will come when the management of the organisation will be 
entrusted in the hands of the AI system thus automating the entire decision-making 
process. Decisions will be taken at the speed of light […]. Managers will be relieved 
from the day-to-day micro-management” [20, pp.xii-xiii]. Until they will, of course, be 
relieved from macro-management tasks too. In the meantime, skeptical managers will be 
shown all details of the AI-based decision-making process through Explainable AI (XAI), 
where the internal reasoning mechanism of intelligent systems will be kindly presented 
in a way suitable for even humans to understand [21]. 
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3. Intelligent Activities 

Historically, all industrial revolutions of the past resulted in a net increment of higher 
paid and more intellectually stimulating jobs. Yet, for the first time in history, mankind 
faces a competitor. AI displays, or can simulate, more intelligence than us. This leads to 
a complex question, about the essence of intelligence itself, and whether mere imitation 
would suffice to replace it. The issue is paramount to the future of human employment 
since HR managers will hire the entity that demonstrates the best performance, whether 
flesh-and-blood or silicon. No matter if business goals will be reached via sophisticated 
human reasoning or brute computing power. As we have seen over the last fifty years, 
unintelligent tasks can be easily replaced by robots. With support of AI technology 
managerial tasks can be replaced as well. The ‘mythical’ Zero-Defect (ZD) target, dream 
and goal of a bevy of production managers, can now be achieved by their silicon 
counterparts: Psarommatis and Kiritsis [22] propose a methodology to assess and select 
the best-fitting approach between product-based and process-based ZD manufacturing. 
Humans definitely need to mark the difference of their contribution to business results 
compared to what AI can, or can’t, do, if they are to safeguard their jobs. 

3.1. Making use of intelligence 

Although this may sound disappointing, we have to admit that most activities humans 
execute do not actually involve ‘intelligence’, according to how we are used to defining 
it [23]. In most of our daily activities, like walking, washing hands, eating, waiting for 
the bus, drinking a glass of water, and so on, the actual amount of intelligence we make 
use of, is small. In all these, and many other cases, our brain reacts to external inputs 
according to standard protocols: applying intelligence not required. A simple 
demonstration comes from everyday life. We all, as students or parents, have heard 
teachers complaining about pupils ‘not committing enough’. It means that just applying 
standard protocols to studying would hardly get a pass. More commitment is required, 
more dedication, more effort. In a word: more intelligence. Most of the times, average 
pupils (in their teachers’ opinion) do not seem to make enough use of their brain. The 
same reasoning applies to adults. Most of the times we do not commit enough. 

3.2. Making use of enough intelligence 

Occasionally, for example when studying hard and in several other cases, humans do get 
involved in less mundane activities than those listed above. In such cases, we use a higher 
amount of intelligence, yet hardly the amount required to demonstrate our (supposed) 
superiority to machines. A typical example of an activity that no animal could carry out, 
and that therefore we consider ‘intelligent’, is driving a car. Unfortunately, also in this 
case we are actually behaving rather mechanically, displaying no more intelligence than 
an AI-driven car does: we receive inputs from our visual system (the human sensors) and 
apply a set of standard rules. We tend to apply the same approach to decisions at work. 
With the exception of facing an unfamiliar problem, like studying a new topic, or a brand 
new situation, we have been trained to apply solutions learned from books or from 
previous experience. Yet, this is also the approach AI would apply. 

By suitably increasing knowledge bases, logical relations between information, and 
learning from previous attempts in a trial-and-error process, AI and Big Data can mimic 
(and improve) the human learning mechanism. This is the essence of Machine Learning: 
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doing exactly what human children do very easily in early years of their existence with 
lots of time and application by their instructors. Machines can accomplish this much 
quicker, at lower cost and to better results. 

4. Countermeasures 

Manager and executives are now facing the problem of retaining their job against silicon 
competitors that are less prone to errors, act faster, cost less and are more suitable to 
expand their capabilities.  The only reasonable solution is looking for activities that 
computers, algorithms and AI will never be able to replicate – and extract jobs out of 
them. In the last few decades, though technology has progressed dramatically, 
improvements in performing innovative tasks did not match advancements in repetitive 
or mechanical routines. 

4.1. Non-replaceable activities 

Generation of new ideas, philosophy, negotiation, debates in court, and commercial 
activity are tasks we do not use computers for. These are activities that need to be 
invented every time anew. Novel problems require novel solutions; ideas can spring from 
general principles but must be specific for the problem on the table. Similarly, interacting 
with humans on the other side, like a judge, a reader, a political or commercial 
counterpart, cannot be copied-and-pasted from previous experience as is: it requires 
innovation. Machines can simulate intelligence but they still lack what is known as 
‘emotional intelligence’, the ability to empathize with others. So far AI has not proved 
able to identify the subtlety of an argument to convince a jury of its own view or a 
customer about her need to purchase a good or service. Additionally, fact interpretation 
heavily depends on human sensitivity, and as such it seems unsuitable to machines. Not 
every aspect of our life seems suitable for automations. 

4.2. Human uniqueness 

The trend seems now clear: whatever can be automated will be. This assigns significant 
importance to what makes us as humans unique: application of curiosity, humor, 
empathy, creativity, wisdom, figures of speech, and metaphors [24] among many other 
human features. Algorithms are not able to simulate or adopt any of the above. 
Interpretation of the content of a book is another activity that seems for-human-only since 
it needs a complex mix of knowledge and capability to understand the inexplicit [25]. 
The nuances required by a human being to understand how to correctly interpret events 
are by far too ethereal for fitting a, no matter how large, database table. 

Despite their huge improvements, computers did not prove able so far to produce 
something that was not, one way or another, already written in their hardware, software, 
or stored knowledge. Algorithms never displayed the capability of intuition quantum leap. 
A stimulating point is algorithm’s capability to write another algorithm whose logic is 
not already included in the former. Creating a solution model from scratch is a basic skill 
that even beginner programmers can display, but hard to achieve by AI. The reason being 
that in order to write anything, software or poetry, a certain degree of creativity, or 
innovation, or intuition is required, and thus far it is not completely clear even to 
psychologists what such concepts really mean [23]. 
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Interpretation of meanings is much more complex and beyond the grasping of any 
chip, algorithm or database. AI cannot interpret the meaning of books and even short 
documents. The subtle details of legal language may be hard to grasp by outsiders, let 
alone Artificial Intelligence. Nevertheless, legal and formal language is used for writing 
important documents: international agreements and commercial contracts. 

4.3. AI conferences vs. Employment conferences 

Inventing ways in which humans can retain their jobs in an AI-led world should be the 
main focus of white collar workers, managers and executives. That should be the real hot 
topic of academic and business conferences. At the contrary, the more news about 
scientific conferences we hear and more academic papers we read, and the more we 
realize that they deal with new successes achieved and old hurdles left behind. 

A (non-exhaustive) internet search about AI-related conferences in 2019-2021 (up 
to August) and those programmed in September-December 2021 and in 2022 reveals 81 
congresses subdivided as follows: 23 on generic AI, 12 on Computer Vision, 11 on 
Computer Speech, 9 on Machine Learning, 6 on Big Data, 5 each on Knowledge 
Management, Robotics and Multimedia, 3 on (AI-related) Health Care and 2 on Neural 
Networks. On the other side, just 7 conferences (less than 8%) over the same period were 
found when using the ‘Employment’ keyword, 2 of which dealt with employment law 
(which sounds suspiciously akin to researching new ways for firing human workers in 
order to make room for intelligent computers!). 

To the best of my knowledge this trivial comparison has never been carried out 
before and although both searches can certainly be improved and extended, it is unlikely 
that the ratio between the two types of congress will change significantly. A complete 
change of paradigm is long overdue. We only have our brain to compete in this contest; 
let’s make use of it! 

5. Conclusion 

Impressive technological advancements achieved thanks to AI means humans will have 
to adapt, once more in Mankind’s history, to the newly generated environment, not 
differently to what happened during the First Industrial Revolution in the XVIII century. 
Because of the different characteristics of the current industrial revolution, the skills 
required to remain attractive in the newly generated work environment will be very 
different from the ones needed so far. It will be the goal of the human race to learn them 
in a short timeframe. A newly designed course of study will hardly provide the required 
answer; a much wider effort is called for by academia, business practitioners, politicians, 
trade unions, and the whole community of white collar workers, including managers and 
executives. Several unresolved issues are piling up: without a thorough comprehension 
of what intelligence is, what its unique features are and what can we do to exploit this 
gift to the maximum, the race for sustainable human employment in the future cannot be 
won. We need to provide answers to what computers can and will be able to do in the 
future in order to find alternative applications for humans to carry out – and to earn their 
living from. The risk in twenty years’ time is having eight billion people struggling to 
get the relatively few jobs available as lawyers, psychologists or salespeople and other 
jobs requiring soft skills: a very serious discussion on this vital topic is now called for. 
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White collar workers, managers and executives will have to be at the forefront of this 
debate: their future is at stake. 
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Rényi Differential Privacy Protection
Algorithm for SVD Recommendation

Model

Shaoquan CHEN a, Jianping CAI a and Lan SUN a,1

a College of Computer and Data Science,Fuzhou University,Fuzhou 350108, China

Abstract. With the widely use of recommendation systems in various mobile appli-
cations, privacy leakage has been a longstanding threat, for which many researchers
have come up with a great number of methods that achieve the protective effect to
a certain extent. However, the protection scope of these methods is limited, espe-
cially in the protection of original data. To address this issue, we propose a data
perturbation based Rényi differential privacy algorithm to protect the SVD recom-
mendation model. This paper uses the data perturbation method to perturb the orig-
inal training dataset in the data preprocessing stage, then leverages the perturbed
data to train the SVD model, and the unperturbed data is used as a test set to ver-
ify the accuracy of the model. Compared with the objective perturbation, gradient
perturbation, and output perturbation, the data perturbation can protect a broader
range and realize the corresponding functions of the other three perturbed methods
by using the post-processing property of differential privacy. Experimental results
show that the proposed method can effectively protect user privacy, improve the
effectiveness of data, and generate better recommendation results without seriously
affecting the accuracy of the model.

Keywords. Rényi differential privacy, data perturbation, SVD recommendation
model, recommendation system, differential privacy

1. Introduction

In recent years, with the rapid development of Internet technology and the advent of the
era of big data, a large amount of data will be generated every day. The recommendation
system uses a large amount of user data to mine the consumption needs of potential
users and recommend the items they need. In the fierce market competition environment,
whether to use the recommendation algorithm to accurately grasp the needs of users and
provide them with good services and then obtain more potential customers has become
a major challenge for enterprises.

As an important and popular recommendation strategy, collaborative filtering [1]
technology predicts the evaluation of various commodities by collecting a large num-
ber of users’ evaluation data and then provides personalized recommendation services
to users according to the predicted score. Compared with other recommendation strate-
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gies, collaborative filtering technology can achieve more accurate recommendations by
using only a small amount of user evaluation data. It is relatively simple to realize, and
there is no need to understand the correlation between items. It can not only generate
relatively novel recommendation results, but also recommend more complex items to
users. Therefore, this technology is also widely used by well-known enterprises such as
Amazon.

However, when collecting a large number of user evaluation data, we will face a
bigger problem: leaking the sensitive personal information of potential customers. Be-
cause some evaluation data will contain users’ privacy preferences, we will inevitably
leak some sensitive data when using user evaluation data for the recommendation. In a
real scene, not only the original dataset may leak some personal information, but also
some parameters may indirectly leak user-sensitive data in the training process. How to
effectively deal with the effectiveness of the model and data protection has become a
research hotspot in recent years.

In recent years, a great number of researchers have proposed many methods for pri-
vacy protection, such as k-anonymity [2], t-closeness [3], l-diversity [4] and so on. How-
ever, these methods have some limitations in background knowledge and attack assump-
tions, and can’t provide sufficient privacy guarantee. Moreover, there is a lack of effective
and strict proof to explain their privacy protection level.

In 2006, Dwork et al. [5] proposed a differential privacy mechanism, which has at-
tracted extensive attention. In recent years, this mechanism has been widely used in many
fields for privacy protection. The mechanism fully considers the availability of data and
the privacy and security of users. By adding random noise to perturb the published data,
whether a single record is in the dataset has little impact on the calculation results. The
commonly used perturbation methods mainly include objective perturbation, gradient
perturbation, and output perturbation.

McSherry et al. [6] combined differential privacy with a recommendation system to
realize corresponding privacy protection. They mainly started with the item covariance
matrix and randomly added noise to the item covariance matrix to perturb the recom-
mendation results. Hua et al. [7] mainly started from the perspective of objective per-
turbation and added random noise to the objective function to realize the corresponding
privacy protection. Xian Zhengzheng et al. [8] proposed SVD ++ privacy protection rec-
ommendation models based on gradient perturbation, objective perturbation, and output
perturbation. Yan Shen et al. [9] proposed a collaborative filtering method for differential
privacy protection with social awareness. Zheng Jian et al. [10] used differential privacy
and added random noise to a matrix decomposition recommendation model based on fu-
sion label similarity, which still has high recommendation accuracy under the condition
of ensuring user privacy. Friedman A et al. [11] proposed a method of using differen-
tial privacy in each step of matrix decomposition, Wang et al. [12] proposed a privacy
protection model with objective perturbation by adding differential privacy noise to the
bias matrix decomposition recommendation model. Kamalika Chaudhuri et al. [13] pro-
posed differential privacy based on the exponential mechanism to add random noise to
the PCA process, then the processed matrix is applied to the SVD model to realize the
corresponding privacy protection.

However, these privacy protection methods described above are based on three tech-
nologies: objective perturbation, output perturbation, and gradient perturbation to protect
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the data. They do not protect the original data, and the original data is also likely to be
attacked by attackers, so it is also very important to protect the original dataset.

To solve the above problems, this paper uses the data perturbation [14] method pro-
posed in recent years, which makes the final model achieve (ε,δ )- differential privacy
by adding random noise to the original training dataset. The difference between the data
perturbation method used in this paper and the three perturbation methods mentioned
earlier is shown in Figure 1.

(a) three common perturbed methods

(b) data perturbation

Figure 1. different perturbation methods

From Figure 1, we can see that the data perturbation method that we use can protect
the final model with the help of the post-processing property of differential privacy.

Considering privacy protection and the final recommendation effect of the model,
this paper adopts the SVD model based on the optimization algorithm of block coordi-
nate descent and proposes a collaborative filtering algorithm based on data perturbation
Rényi differential privacy protection, called data perturbation based Rényi differential
privacy(DBRDP). The main contributions of this paper are as follows:

• In the process of data preprocessing, we add random Gaussian noise to the original
training dataset and use the perturbed training dataset to train the SVD model so
that the final model not only obtains the corresponding privacy protection but also
has high model accuracy.
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• We propose the DBRDP algorithm to protect the privacy of the BCDSVD model.
In the process of data preprocessing, the original dataset is protected by adding the
random Gaussian noise processed by Rényi differential privacy. Because of the
post-processing property of differential privacy, the characteristic matrix is also
protected, and the final model can be protected and still have high recommendation
accuracy.

• We use the real datasets filmtrust, movielens100K and movielens1M in the exper-
iment. The results show that the DBRDP algorithm has a better recommendation
effect under the same privacy budget.

The rest of this paper is organized as follows: Section 2 introduces the relevant back-
ground knowledge, Section 3 introduces the process of the DBRDP algorithm, Section 4
shows the relevant experimental results and analyzes the experimental results, Section 5
concludes the work of the full text.

2. Background

In this section, we will introduce some related concepts of the BCDSVD model, differ-
ential privacy definition, and some related contents of Rényi differential privacy(RDP).

2.1. Block Coordinate Descent

Block coordinate descent (BCD) [15] algorithm is a method to optimize the subset of
variables at the same time and decomposes the original problem into multiple subprob-
lems. The core idea of this method is to divide the variables x to be optimized into p
blocks, which are recorded as follows:x = [x1,x2, . . . ,xp]. In each iteration, the original
problem optimizes the ith block, and the other blocks remain unchanged, then the opti-
mization expression of each subblock is:

xt+1
i ∈ argmin

xi

f (xt+1
1 ,xt+1

2 , ...,xt+1
i−1 ,x

t
i , ...,x

t
p) (1)

The pseudocode of the block coordinate descent algorithm is shown in algorithm 1:

Algorithm 1 Block Coordinate Descent Method

1:Initialize x0 ← [
x1

0,x2
0, ...,xp

0] , t ← 0;
2: while stopping criteria have not been satisfied do

3: for each i ∈ {1,2, ..., p} do

4: xt+1
i ← argmin

xi

f (xt+1
1 ,xt+1

2 , ...,xt+1
i−1 ,x

t
i , ...,x

t
p);

5: end for

6: t ← t +1;
7: end while

8: return xt ;

Compared with other optimization algorithms, the BCD algorithm has the advan-
tages of fast speed, simple implementation, and strong stability. It will also be affected
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by some properties of the objective function, such as the fast convergence that BCD can
achieve O(1/k) when the objective function is block strong convex. Because of its low
iterative cost, the block coordinate descent method is also widely used in large-scale
numerical optimization.

2.2. BCDSVD Recommendation Model

SVD recommendation model obtains the user characteristic matrix U ∈ Rd×n and the
corresponding item characteristic matrix M ∈ Rd×m by singular value decomposition of
the user scoring matrix S ∈ Rn×m, and calculates the corresponding predicted score ma-
trix P∈ Rn×m. SVD model is a common model in collaborative filtering recommendation
algorithm. n represents the number of users, m represents the number of scoring items,
d represents the dimension of a feature vector. Based on the SVD model, Paterek A [16]
improves the model, and introduces the concept of bias vector 0 to learn the preference
factors of users and items, and puts forward the BiasSVD model to further improve the
recommendation accuracy of the model. The expression of the BiasSVD model is:

P =UT M+bn1m
T +1nbm

T + c (2)

In Eq.(2), bn ∈ Rn×1 represents the user bias vector, bm ∈ Rm×1 represents the item
bias vector, c represents the mean value of all scoring records, and 1 represents a column
vectors with all value of 1.

Compared with the traditional SVD recommendation model, BCDSVD [17] recom-
mendation model uses the optimization algorithm of block coordinate descent in the so-
lution process and solves the problems of capacity matrix inversion and sparse matrix
solution. It has also been further improved in terms of speed and model accuracy, which
is better than the traditional SVD model. BCDSVD model also has good expansibility. It
can be used to solve the SVD recommendation model with implicit feedback. The high
efficiency and good expansibility of the BCDSVD model make it have good usability
and research value.

2.3. Differential Privacy

This subsection mainly introduces some differential privacy mathematical formulas and
some common basic concepts and definitions.

There is only one data difference between two datasets D,D′ ∈ Dn. We call such
dataset sibling dataset. Based on sibling dataset, some common differential privacy con-
cepts are defined as follows:
Definition 1 ((ε,δ ) - Differential Privacy) [5]. A random function M : Dn → Rm satisfies
(ε,δ )- differential privacy if the following conditions satisfy:

Pr [M(D) ∈ S]≤ eε Pr
[
M(D′) ∈ S

]
+δ (3)

In Eq. (3), S ∈ range(M). ε is the privacy budget, and its value range is ε ≥ 0. The
smaller the value of the privacy budget, the higher the degree of protection. The value
range of δ is 0≤ δ ≤ 1, and when δ is 0, it is called pure differential privacy, and when
δ > 0, it is called approximate differential privacy.
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Definition 2 (Gaussian Mechanism) [18]. Given the function f : Dm → R, for any D ∈
Dm, the definition of Gaussian mechanism G is:

G( f (D)) = f (D)+ v (4)

In Eq. (4), v follows the Gaussian distribution N(0,σ 2I) with mean value of 0 and

variance σ ≥
√

2log(1.25/δ )Δ2 f
ε , where f is L2 - sensitivity is defined as

Δ2 f Δ
= max

D,D′
‖ f (D)− f (D′)‖2 (5)

Definition 3 (Rényi Divergence) [19]. For the two probability distributions P and Q
which are defined on R, when α > 1, the definition of Rényi divergence is as follows:

Dα(P ‖ Q)
Δ
=

1
α−1

logEx∼Q(
P(x)
Q(x)

)α (6)

In Eq. (6), P(x) and Q(x) are the density at x. The relationship between Rényi diver-
gence and differential privacy can obtain directly when α = ∞. A random mechanism M
satisfies ε-differential privacy if and only if it is distributed between two adjacent input
datasets D and D′, and satisfies Eq. (7):

D∞(M(D) ‖M(D′))≤ ε (7)

Definition 4 ((α,ε) - RDP) [19]. Given parameters α > 1, privacy budget ε ≥ 0. If a
random mechanism M : D→ R satisfies Eq.(8) for any sibling dataset:

Dα(M(D) ‖M(D′))≤ ε (8)

we call the random mechanism satisfied (α,ε) - RDP. RDP is a relaxation of the
concept of differential privacy. Using Rényi divergence to measure the difference be-
tween two sibling datasets can provide stronger privacy protection than (ε,δ )- differen-
tial privacy.
Definition 5 (RDP to (ε,δ )-Differential Privacy) [19]. Given a function M which satis-
fies (α,ε) - RDP, it will also satisfy (ε (δ ) ,δ )- differential privacy, where

ε (δ )≥ ε +
log( 1

δ )

α−1
(9)

3. Algorithm

In this section, before introducing our DBRDP algorithm, we first introduce the data
perturbation based Gaussian noise(DBGDP) and then propose an improved algorithm
DBRDP for the data perturbation based Gaussian noise algorithm.
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3.1. Data Perturbation Based Gaussian Noise

In this paper, when we mention the data perturbation, we will turn z = (x,y) into z′ =
(x + noise,y), which noise represents the random noise that we add, z represents the
original data, and z′ represents the perturbed data. In the process of algorithm processing,
we mainly add random noise to the original training dataset at the data preprocessing
stage, the random noise follows the Gaussian distribution N(0,σ2I), where the mean

value is 0, and the variance is σ = d+1
nε

√
2log

(
d2+d

δ2
√

2π

)
+ 1√

εn [13], where d represents

the dimension of query data, n represents the amount of query data, and ε represents the
privacy budget. Then we apply the perturbed data to the training process of the BCDSVD
recommendation model. Due to the post-processing property of differential privacy, it is
not difficult to see that when using the processed perturbed data to process the block data
by the BCD method, block data will also be protected. Moreover, when applying BCD
to the SVD recommendation model, the output of the final model is also protected.

Compared with objective perturbation, gradient perturbation, and output perturba-
tion, data perturbation has a broader protection range. It can even be said that the data per-
turbation can indirectly realize the output perturbation, objective perturbation, and gra-
dient perturbation because of the post-processing property of differential privacy. In sub-
sequent processing, it will also have varying degrees of impact on the other three corre-
sponding perturbations. Moreover, it can protect data input, which can better prevent the
attack of attackers. The pseudocode of data perturbation based Gaussian noise(DBGDP)
algorithm is shown in algorithm 2.

Algorithm 2 Data Perturbation Based Gaussian Noise(DBGDP)

1: Inputs: Dataset D, privacy budget ε , privacy bias δ ,variance σ ;
2: Output: perturbed dataset Dprivacy;
3: for all data instances zi(i ∈ {1,2, ...,n}),transform them to z′ = zi +b

b∼ N(0,σ2I);
4: Dprivacy = {z′};
5: return Dprivacy;

In this paper, we use the perturbed training dataset obtained by algorithm 2 to train
the BCDSVD recommendation model. We assume that the predicted score matrix P is a
function of characteristic parameter λ (column vector). For this problem, the loss func-
tion we use is the mean square error. We use the minimization function of the loss func-
tion E(λ ) [17] to solve the subsequent problem. The expression is:

E(λ ) =
1
2

trace
(
(J∗ (V−P))T (J∗ (V−P))

)
+ reg(λ ) (10)

In Eq. (10), J is the matrix to mark whether the user has scored the corresponding
items, * represents the Hardmard product operator, reg(λ ) is a regularization function,
which can be expressed as reg(λ ) = 1

2 λ T diag(κ)λ , κ is the vector composed of various
characteristic parameters, and the corresponding gradient of the regularization function
is diag(κ)λ . Following this, we can get the gradient expression of the loss function E(λ )
[17]:
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∂E(λ )
∂λ

= ∑
i, j
(ei

T (J∗ (P−V))e j× ∂ (ei
T Pe j)

∂λ
)+

∂ reg(λ )
∂λ

(11)

In Eq. (11), ei represents the basic column vector in which the ith element is 1 and
the other elements are 0. Eq. (11) transforms the gradient solution of the loss function
E(λ ) into the gradient solution of each predicted score.

Based on the related concepts and the input perturbed dataset, we can solve the cor-
responding gradients of the user characteristic matrix U and item characteristic matrix M

under the BCDSVD model. Due to the post-processing property of differential privacy,
the corresponding gradient perturbation will also be generated when using the perturbed
data to solve the corresponding gradient. Therefore, the gradient expression correspond-
ing to the user characteristic matrix is:

∂E(U)

∂U
= M(J∗ (P−V))T + kuU+ v (12)

The item characteristic matrix is:

∂E(M)

∂M
= U(J∗ (P−V))T + kqM+ v (13)

v is the noise added indirectly in the gradient processing process due to the use of
the perturbed original dataset to train the model. There is no noise added to the gradient
again. The random noise v follows the distribution of v ∼ N(0,σ2I). It is difficult to di-
rectly use Eqs. (12) and (13) to solve the user characteristic matrix and item character-
istic matrix. Therefore, in the process of solving the model, we adopt the block idea to
divide the original characteristic matrix by column. The subblocks S can express as:

S = V−bu1q
T −1ubq

T − c (14)

After block processing, the corresponding gradient solution formula can transform
into:

∂E(ui)

∂ui
= (Mdiag(ei

T J)QT + kuI)ui−Q(J∗W)T ei + v (15)

∂E(mi)

∂mi
= (Udiag(Jei)U

T + kqI)mi−U(J∗V)T ei + v (16)

In addition, the gradient value after block processing is 0. After transposition, the
general expression of user feature subblock ui is:

ui = (Mdiag(ei
T J)QT + kuI)−1Q(J∗W)T ei− (Mdiag(ei

T J)QT + kuI)−1v (17)

The item feature subblock mi is:
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mi = (Udiag(Jei)U
T + kqI)−1U(J∗V)T ei− (Udiag(Jei)U

T + kqI)−1v (18)

Based on Eqs. (17) and (18), we can get the final user feature matrix U =
[u1,u2, ...,uu] and item feature matrix M = [m1,m2, ...,mq].

3.2. Data Perturbation Based Rényi Differential Privacy

When the privacy budget is small, the effect of some datasets in training the DBGDP-
BCDSVD model is not very good, and the running efficiency is also worse than that of the
non-noisy BCDSVD model. In recent years, Rényi differential privacy(RDP) proposed
by Mironov I has been gradually applied. Under the same privacy budget, by using RDP,
we can get better results than the general differential privacy. Therefore, this subsection
uses Rényi differential privacy to control the random noise added to the original training
dataset. With the help of the relationship between Rényi differential privacy and (ε,δ )
- differential privacy, under the same privacy budget ε , using the relationship between

(α,ε) - RDP and (ε,δ ) - differential privacy, and inequality ε (δ )≥ ε+ log( 1
δ )

α−1 . Under the
premise of ensuring (ε,δ ) - differential privacy, our model can get better performance.
Under the same privacy protection, the method of random perturbation using Rényi dif-
ferential privacy can improve the performance of our BCDSVD recommendation model
and obtain a better recommendation effect. The specific flow chart of DBRDP-BCDSVD
is shown in Figure 2.

Figure 2. the flow chart of DBRDP-BCDSVD.

To prevent the algorithm from iterating continuously and affecting the efficiency,
we set the iteration termination condition in the process of model training: when the
model evaluation index rmse meets rmse > tmp, we terminate the algorithm, where tmp
is the difference between the RMSE value of the previous round of training and a pre-
set error threshold. The pseudocode of data perturbation based Rényi Differential Pri-
vacy(DBRDP) algorithm is shown in algorithm 3.
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Algorithm 3 Data Perturbation Based Rényi Differential Privacy(DBRDP)

1: Inputs: Dataset D, privacy budget ε , privacy bias δ ,variance σ ,Rényi parameter α;
2: Output: perturbed dataset Dprivacy;
3: for all data instances zi(i ∈ {1,2, ...,n}),transform them to z′ = zi +b;

b∼ N(0,σ2I);
4: Dprivacy = {z′};
5: return Dprivacy;

When perturbed the original training dataset, it is not difficult to see that it is satis-
fied (α,ε) - RDP in the process of perturbation. Due to the post-processing property of
differential privacy, when the BCDSVD model is trained with the perturbed dataset, the
model will also be protected. After privacy processing is performed on the most original
training dataset, we do not need to perform output perturbation, objective perturbation,
and gradient perturbation on the model in the process of model training iterations. Due to
using the perturbed training dataset, the user characteristic matrix will also be protected.
The protected user characteristic matrix will also be used for subsequent model parame-
ter updating, such as item characteristic matrix and offset vector. After privacy process-
ing of the original dataset, other important data, such as user characteristic matrix and
item characteristic matrix, will also be protected. Therefore, using the perturbed training
dataset to train the BCDSVD model, its overall training process will be satisfied (α,ε) -
RDP.

4. Experimental Results And Analysis

This section mainly implements the two algorithms proposed in Section 3 and analyzes
the corresponding experimental results.

4.1. Experimental Datasets

This paper mainly adopts the movie scoring datasets filmtrust, movielens100K, and
movielens1M, which are commonly used in the recommendation system. The size of
filmtrust is [35494,3], the size of movielens100K is [100000,3], and the size of movie-
lens1M is [1000209,3]. The dimension (i.e. the number of columns) of these three
datasets is 3, and the third column of data is the user’s rating data of items. Filmtrust is the
data captured from the whole filmtrust website in 2011. Movielens is the data collected
and rated by GroupLens research on its film website.

4.2. Some Main Parameters in Experiment

The main parameters that we use in the experiment are shown in Table 1.
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Table 1. Experimental Parameters

Variable Description Default Value
ε Privacy Budget -

δ Privacy Bias 1e-5

d Dataset Dimension 3

n Dataset Size -

α Rényi Parameter 1000

The default value of these parameters is set by relevant reference or by the structure
of the dataset used in this experiment.

4.3. Evaluation

The recommendation system often takes some errors as performance evaluation index,
such as RMSE, MSE, MAE, etc. In the process of the experiment, we use the root mean
square error (RMSE) as the corresponding evaluation index, and its expression is:

RMSE =

√
1
n∑n

i=1 (yi− ∧
yi)

2
(19)

Where n is the total number of samples, yi is the real value of the ith sample, and
∧
yi is the predicted value of the ith sample. The evaluation standard of root mean square
error (RMSE) is: the smaller the value of root mean square error, the better performance
of the system.

4.4. Experimental Results And Analysis

This paper takes the BCDSVD algorithm without privacy protection as the benchmark,
the SVD algorithm PSGD based on gradient perturbation PSGD-nopre proposed by
Berlioz A et al, and the DPBSVD algorithm based on gradient perturbation proposed
by Paterek A, and the DPSS ++ algorithm based on gradient perturbation proposed
by Xian Zhengzheng et al are compared with the data perturbation based Gaussian
noise(DBGDP) and the data perturbation based Rényi differential privacy(DBRDP) pro-
posed in this paper. In the process of comparative experiment, we conduct 10 experi-
ments on a privacy budget value and calculate the average value of the 10 experiments as
the evaluation index to compare the advantages and disadvantages of various algorithms.
To facilitate viewing, we summarize all the experiments in Table 2.

Table 2. Experimental Algorithms

Algorithms Description

BCDSVD Non-privacy protection

PSGD-nopre SVD algorithm based on gradient perturbation, without preprocessing

DPSS ++ SVD ++ algorithm based on gradient perturbation

DPBSVD BiasSVD algorithm based on gradient perturbation

DBGDP BCDSVD algorithm based on data perturbation,and adds Gaussian random noise

DBRDP BCDSVD algorithm based on data perturbation, and satisfies (α,ε) - RDP
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The algorithms listed in Table 2 are trained with filmtrust, movielens100K and
movielens1M. We take root mean square error (RMSE) as the experimental evaluation
index of various algorithms. The experimental results are shown in Figure 3.

(a) filmtrust

(b) movielens100K

(c) movielens1M

Figure 3. The RMSE of different datasets

From Figure 3, we can see that under different datasets, with the value of privacy
budget ε increasing, the RMSE of different algorithms will roughly show a downward
trend. Because the larger ε is, the smaller the random noise adds. Besides, the corre-

S. Chen et al. / Rényi Differential Privacy Protection Algorithm for SVD Recommendation Model 19



sponding degree of protection will also decrease, and the recommendation effect of the
algorithm will be better.

From Figure 3, we can also see that different models will also have a certain impact
on the evaluation indicators. For example, the effect of DPSS ++ is better than DPBSVD.
This is because the SVD ++ recommendation model used by DPSS ++ has better perfor-
mance and higher accuracy than the BiasSVD model used by DPBSVD. The reason is
that the SVD ++ model increases the performance of implicit feedback. In this way, the
accuracy of the model will be improved to a certain extent and the recommendation per-
formance will be better. From Figure 3, we can see that the algorithms proposed in this
paper have a better recommendation effect than several comparison algorithms, and with
the increase of privacy budget, The changing trend of RMSE is also relatively stable and
the convergence speed is relatively fast. Compared with the comparative experiment, the
recommendation effect of the DBRDP algorithm in the three datasets is better and has
been improved to some extent, and is closer to the benchmark experiment in this paper
than other comparative experiments.

Figure 3 shows that the algorithms proposed in this paper can provide privacy pro-
tection for the model on different privacy budgets, and the evaluation index RMSE is
smaller than the previously mentioned methods under the same privacy budget, which
can provide privacy protection for the model and maintain the recommendation perfor-
mance of the model.

In addition, to verify whether the proposed method will affect the performance of
BCDSVD, this paper also compares the running time of DBGDP-BCDSVD, DBRDP-
BCDSVD, and non-noisy BCDSVD models(where ε = 0) to verify whether different
privacy budgets will affect the performance of the BCDSVD model. We still repeat the
experiment 10 times under the same privacy budget and take the average time of these
10 experiments as the measurement index for comparison. The experimental results are
shown in Figure 4.

Figure 4 shows that although the algorithm of adding privacy has a certain impact
on the running performance of the BCDSVD model under different privacy budgets,
it is within an acceptable range. Although in some datasets, the running time of the
method proposed in this paper is larger and more unstable than the non-noisy method,
the recommended performance of the algorithm proposed in this paper is better, and it
can quickly converge to the situation without noise. Therefore, we believe that on the
premise of not seriously affecting the recommendation effect of the model, the running
speed of the model will be affected and fluctuate under different privacy budgets, but we
think such fluctuations are acceptable.

5. Conclusion

We design two algorithms by using the BCDSVD recommendation model and re-
lated differential privacy technology. The first one is data perturbation based Gaus-
sian noise(DBGDP), and the other is data perturbation based Rényi differential pri-
vacy(DBRDP). Through corresponding theoretical and experimental analysis, we can
conclude that the method proposed in this paper can better protect the model without
seriously affecting the model recommendation effect, and can quickly converge to the
non-noisy recommendation model. It can not only provide a better recommendation ef-
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(a) filmtrust

(b) movielens100K

(c) movielens1M

Figure 4. The running time of different datasets

fect, but also provide privacy protection for the model. The usability and practicability
of the model are better.

The main research work in the future is whether we can use the relevant technology
of data perturbation to add dynamically allocated random noise to the dataset and apply
it to model training without seriously affecting the performance of the model, and obtain
better privacy protection.
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Abstract. Cardiovascular disease (CVD) is one of the major causes of death all over 
the world and the mortality rate is higher than other causes. Hence, we propose a 
novel deep neural network (DNN)-based prediction model for the major adverse 
cardiovascular event (MACE) occurrences in patients with non-ST-Elevation 
myocardial infarction (NSTEMI) to improve the prediction accuracy of CVD. The 
research contents are described as follows. First, for the experiment, we use the 
Korean Acute Myocardial Infarction Registry (KAMIR-NIH) dataset with 2 years 
follow-ups and then preprocess the extracted data, such as processing the missing 
values, solving the imbalance problem, and applying the normalization meth to scale 
all the datasets in the same range for the experiment. Then we design a DNN-based 
prognosis model for the occurrences of MACE in NSTEMI patients. Finally, we 
evaluate the proposed model’s performance and compare it with several applied 
machine learning algorithms, such as logistic regression, K-Nearest Neighbors, 
decision tree, and support vector machine. The result shows that the performance of 
our proposed method outperformed other machine learning-based prediction models. 

Keywords. Cardiovascular disease, major adverse cardiovascular event, deep 
learning, NSTEMI, imbalanced data 

1. Introduction 

Cardiovascular disease (CVD) has been one of the major problems for all human beings 
and is considered the highest cause of mortality globally. There was an approximated 
17.9 million death from CVD and accounted for 31% of all worldwide deaths in 2016 
[1]. In addition, the CVD death is also severe in South Korea [2]. The treatment of the 
patients who suffering the CVD is expensive in hospitals. Therefore, the prediction of 
CVD at the early step is necessary for all people, especially for the aged, since the CVD 
burden will rise a lot with population aging [3]. Traditional prediction of the CVD has 
concentrated on regression-based models like Global Registry of Acute Coronary Events 
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(GRACE) [4], Framingham risk scores [5], Thrombolysis in Myocardial Infarction 
(TIMI) [6], etc. Even though those regression-based models are commonly accepted 
tools for CVD, they were developed long since and cannot address the complex 
interactions between the risk factors [7, 8, 9].  

Recently, various machine learning (ML) techniques have been developed for the 
prediction of CVD, which can reveal the complex interactions between different risk 
factors and also improve the accuracy of the prognosis model [7-10]. A ML-based 
prognosis model for the 1-year mortality was applied in Korean acute coronary syndrome 
patients using several ML algorithms such as generalized linear model (GLM), gradient 
boosting machine, etc., which showed that the ML-based prediction models enhanced 
the performances than the traditional regression-based GRACE model [7]. In addition, a 
paper used ML-based methods such as GLM, decision tree models, and Bayes models to 
predict the mortality of in-hospital for Chinese patients with ST-Elevation myocardial 
infarction (STEMI), which achieved higher prognosis performance than the previous in-
hospital mortality prognosis STEMI models [10]. On the other hand, as a set of ML 
methods, the deep learning (DL) techniques also have shown strong abilities in many 
domains recently because of the increase of computational power [11]. In a paper, the 
authors developed a DL-based AI algorithm to predict the mortality of acute heart failure 
patients [12]. Another paper also generated a DL-based prognosis model of the 
occurrences of major adverse cardiovascular event (MACE) during the 1, 6, and 12-
month follow-ups after discharge in patients with acute myocardial infarction using a 
deep neural network (DNN), where the result showed that the DL-based prediction model 
was superior to the GRACE model [13]. Nevertheless, most of the previous studies, 
which have used the conventional regression or ML-based models with limited risk 
factors, could not predict CVD accurately.   

Hence, we propose a novel AI-based prognosis model using the DNN to get more 
accurate performance for the prognosis of MACE occurrences in patients with non-ST-
Elevation myocardial infarction (NSTEMI). The research contents are shown as follows. 
Firstly, we extract the experimental NSTEMI patients’ data from the raw KAMIR-NIH 
dataset and preprocess it by dealing with the missing values, solving the imbalance 
problem, and using the normalization approach to scale all the experimental data in the 
same range for the experiment. Secondly, we develop our DNN-based prognosis model 
for the MACE occurrences in NSTEMI patients. Finally, we evaluate and compare the 
performance of the proposed model with several popular machine learning algorithms, 
such as logistic regression (LR), K-Nearest Neighbors (KNN), decision tree (DT), and 
support vector machine (SVM). 

2. Materials and Methods 

The overall experimental framework of this paper mainly includes three parts, which is 
shown in Figure 1. The first part is the data extraction and preprocessing of the raw 
KAMIR-NIH dataset, which extracts and preprocesses the dataset for the experiment. 
The second part is the model generation, where we design the proposed DNN-based 
model and apply the other ML-based prognosis models for the occurrences of MACE in 
NSTEMI patients. The final part is the performance evaluation, where the performances 
of the proposed DNN-based and other ML-based prognosis models are evaluated and 
compared by several useful performance measures. 
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Figure 1. The overall experimental framework

 
Figure 2. The process of data extraction. 

2.1. Data source and preprocessing 

The KAMIR-NIH dataset is used for the experiment in this paper. It is the first 
nationwide, multi-center registry with CVD patients in South Korea [14]. The dataset 
extraction process for getting the experimental dataset is shown in Figure 2, which 
includes 5,800 NSTEMI alive patients with 2 years follow-ups. The extracted variables 
include total 60 numerical and nominal features, where the nominal features are gender, 
previous chest pain, chest pain, electrocardiogram (ECG) use at admission, Killip class, 
dyspnea, ST-change on ECG, previous angina pectoris, previous myocardial infarction 
(MI), previous cerebrovascular disease, previous heart failure, diabetes mellitus, 
hypertension, dyslipidemia, family history of early age ischemic heart disease, family 
history of heart disease, history of smoking, symptoms of MI, pre-TIMI flow of target 
vessel, post-TIMI flow of target vessel, percutaneous coronary intervention (PCI), MI 
ECG change, use of coronary angiogram (CAG), result of CAG, use of thrombolysis, 
outcome of thrombolysis, initial diagnosis of STEMI & NSTEMI, final diagnosis of 
STEMI & NSTEMI, coronary artery bypass grafting (CABG), use of ECG in hospital, 
discharge type of patient, MACE, and the numerical features comprise age, diastolic 
blood pressure (DBP), Systolic Blood Pressure (SBP), height, weight, heart rate, 
abdominal circumference, white blood cells (WBC), WBC lymphocyte, WBC neutrophil, 
platelet, hemoglobin, creatinine, glucose, total cholesterol, maximum creatine kinase MB, 
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maximum creatine kinase peek, TnI, low-density lipoprotein cholesterol, high-density 
lipoprotein cholesterol, hsCRP, HbA1c, BNP, NTproBNP, triglyceride, discharge heart 
rate, discharge DBP, discharge SBP. The target variable MACE is defined as myocardial 
infarction (MI), CABG, non-cardiac death, cardiac death, and re-percutaneous coronary 
intervention (re-PCI), whereas other events are considered as No_MACE. Nevertheless, 
there are numerous missing values in the extracted data. Therefore, we impute those 
missing values with zero in this paper to solve the missing values. In addition, the data 
imbalanced problem is obvious in our experimental data, where the ratio of the 
No_MACE and MACE is 15.8:1. Many different techniques were implemented to deal 
with the data imbalance issue, such as data sampling, cost-sensitive techniques, etc. [15]. 
This paper use one of the data sampling methods to overcome the imbalance issue for 
the experimental data, which is called borderline synthetic minority oversampling 
(Borderline-SMOTE1) [16]. It is an extension of the Synthetic Minority Oversampling 
Technique (SMOTE) technique [17], which can only produce synthetic minority cases 
to oversample the minority group along the decision boundary between the two classes 
[16]. After that, we apply the MinMaxScaler to normalize the training dataset into range 
0 to 1, and then use it to transform the test dataset for improving the prediction accuracy. 
The mathematical equation of the MinMaxScaler is shown in Eq. (1) [18]. 

                                                   (1) 

2.2. Proposed method 

A DNN is an artificial neural network with manifold hidden layers between the input and 
output layers [19]. In this paper, a DNN-based prognosis model was proposed which is 
presented in Figure 3. The proposed DNN-based prediction model includes two hidden 
layers. To get optimal performance, the neurons of each hidden layer are tuned by the 
grid search method because the grid search is simple to implement and parallelization is 
trivial [20], where there are 100 optimal neurons in each hidden layer. In modern 
artificial neural networks, the activation function is an important feature that decides 
whether a neuron should be activated or not. Many different types of typical activation 
functions like tanh, sigmoid, rectified linear unit (ReLU), etc. were introduced [21]. In 
this paper, the ReLU activation function is used by reason of its efficiency. It outputs the 
input directly if it is a positive value or simply replaces the input with zero if it is a 
negative value [21]. In addition, the Adam optimizer is used to update network weights 
iterative which is an extension to stochastic gradient descent-based optimizer and 
computationally efficient [22]. And during the model training, the dropout layer [23] 
(dropout rate=0.2) and early stopping [24] methods are used to reduce overfitting and 
improve the generation of DNN.  

We have compared the designed DNN-based prediction model with four popular 
ML-based prognosis models for MACE occurrences, such as LR [25], KNN [26], DT 
[27], and SVM [28], where the LR algorithm uses a sigmoid function to map the 
predicted values to probabilities within the range of [0,1] and then assign examples to a 
discrete set of classes; KNN algorithm captures the idea of similarity and put the new 
case into the category that is most similar to the available categories; DT algorithm learns 
simple decision rules using the tree representation to solve the classification or regression 
problems; SVM algorithm creates a hyperplane that can segregate a higher dimensional 
space into classes. The default parameters of the four ML algorithms in the scikit-learn 
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package are used to create the compared models, where the max_iter parameters of LR 
and SVM are set to 20,000 for the solvers to converge. 

 
Figure 3. Proposed deep neural network-based prediction model for MACE occurrences. 

2.3. Performance measures 

For the evaluation of our prediction model, we split our dataset as 70% training and 30% 
test dataset, where the training dataset is applied to create the proposed prognosis model 
for the occurrences of MACE in NSTEMI patients, and the test dataset is utilized to 
evaluate the performance of the proposed prediction model. The performance is 
evaluated by the precision, recall, F1-score, accuracy, and the area under the ROC curve 
(AUC) for the applied prediction models.  

3. Results and Discussion 

In the experiment, we proposed a DNN-based model for the prognosis of MACE 
occurrences in patients with NSTEMI. The performance of the proposed prediction 
model was compared with four popular ML-based prognosis models such as LR, KNN, 
DT, and SVM. The results of the performance comparison for the proposed and 
compared prognosis models are shown in Table 1, where the best results are presented 
in bold. The Receiver Operating Characteristic (ROC) curves of the proposed and 
compared prediction models are shown in Figure 4.  

The result shows that the performance of the proposed prognosis model 
outperformed other statistic-based, instance-based, and tree-based prediction models 
with the highest accuracy, precision, F1-score, and AUC scores as 0.9594, 0.9487, 
0.9611, and 0.9589, respectively, however, the KNN-based prediction model got the best 
recall as 0.9864. In addition, in the four compared prediction models, the DT and KNN-
based prediction models got higher performance with more than 91% accuracy than the 
LR and SVM-based models.  
Table 1. Results of the performance comparison of the proposed and compared prediction models. 

 LR SVM KNN DT Proposed Model 
Accuracy 0.7372 0.7372 0.9132 0.9248 0.9594 
Precision 0.7576 0.7612 0.8646 0.9197 0.9487 

Recall 0.7217 0.7152 0.9864 0.9361 0.9739 
F1-score 0.7392 0.7375 0.9215 0.9278 0.9611 

AUC 0.7378 0.738 0.9108 0.9245 0.9589 

H. Zheng et al. / A Deep Neural Network Model 27



 

Figure 4. Receiver Operating Characteristic (ROC) curves of the proposed and compared prediction models.  

4. Conclusion 

In this paper, a DNN-based model was proposed for the prediction of MACE occurrences 
in NSTEMI patients using the KAMIR-NIH dataset with 2 years follow-ups. The 
performance of the designed DNN-based prognosis model was evaluated and compared 
with the other four ML-based models, which showed that the proposed DNN-based 
prognosis model achieved the greatest performance around 96% accuracy to the 
prognosis of MACE occurrences in patients with NSTEMI. Consequently, the DL 
method showed more accurate prediction results for MACE occurrences in NSTEMI 
patients. 

However, there are several limitations to this paper. First, the result of this paper is 
difficult to apply to other populations since we experimented on the Korean dataset. 
Second, we only applied one type of data sampling technique to oversample the minority 
class without comparing with other popular methods to solve the data imbalance problem. 
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Abstract. In the Internet era, since online user reviews play an important role in 
various fields, various industries including real estate industry attach great 
importance to that. However, according to the existing literatures, there is no clear 
conclusion that whether online user reviews have an impact on real estate marketing. 
In order to figure out this problem, this paper will combine traditional real estate 
theories and machine learning technology to mine data on Chinese real estate online 
user reviews. We use natural language processing technology and panel data 
regression analysis method to explore whether the emotional tendency of online user 
reviews have an impact on the price of second-hand housing in real estate companies, 
and research more deeply about its impact on marketing of real estate companies. 
Our research provides a reference for real estate companies to make effective 
marketing strategies. 

Keywords. Estate marketing, Reviews, Sentiment analysis, Word2vec, Natural 
Language Processing 

1. Introduction 

In the Internet era, online user reviews play a pivotal role in product marketing. 
Especially for enterprises, online user reviews can not only influence on the judgment of 
customers but also change their desire of purchasing. At the same time, they greatly 
influence on corporate brand image and provide companies with opportunities for better 
business activities. Therefore, online user reviews are widely valued by companies.  

There are many existing researches on online user reviews in recent years. In the 
field of marketing, online user reviews can boost sales of fashion shopping, electronics 
and video games [1; 2], and help companies identify consumer needs and adjust 
marketing strategies to increase their competitiveness [3; 4]. In addition, digital 
marketing strategies affect both the quantity and value of online reviews and indirectly 
impact on hotel performance [5]. Online user reviews can also help customers make 
reasonable shopping decisions and reduce the risk of shopping [6]. On the electronic 
word-of-mouth, researching online user reviews can help companies identify potential 
electronic word-of-mouth customers to improve product sales [7]. On the other hand, 
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reveal the mechanism that affects  companies' reputation and provide references for  
companies to change their marketing strategies[8; 9]. In forecasting and recommendation 
system, Tingting Song, Siering M, Bakhshi S and others[10-12] have shown that online 
user reviews can assistant to improve the performance of the movie box, airline and 
catering industry's forecasting and recommendation systems. These studies have fully 
demonstrated that user reviews play different roles in various fields. 

Due to this, online user reviews are also valued by real estate marketers. In order to 
promote real estate marketing by that, major real estate companies set up homepages, 
community forums or user reviews windows on different platforms (as shown in 
Figure1.), and spend human labour and material resources to maintain and control them. 
However, there are few related literatures available about whether online user reviews 
affect real estate sales. Therefore, there is great uncertainty for real estate marketing 
strategies by online user reviews. 

In order to solve the above problems, this paper intends to analyze the impact of 
online user reviews on real estate marketing. We add other online user reviews factors 
based on traditional real estate marketing theory[13-15]. The research data are from three 
Real estate related websites. By web crawler technology, we collect and figure out sales 
data, online user evaluation data and reviews about 12 real estate companies in around 
10 months. And then we start our research by combining with natural language 
processing technology and panel data regression analysis method. 

The research uses natural language processing technology to calculate the text data. 
Initially, through web crawler technology, relevant data is accessed online. Based on 
PyCharm development environment, the structure of the unstructured raw data obtained 
by web crawler is set up. And real estate companies’ related data and user reviews data 
are extracted and stored in a table format. Secondly, we use Python language for data 
preprocessing, which include data cleaning, using the jieba lexicon to perform word 
segmentation processing on online Chinese text-data user reviews, then the user reviews 
dataset is formed. Thirdly, based on the skip-gram model from word2vec, a word vector 
calculation tool launched by Google in 2013[16; 17], the user reviews dataset is 
vectorized and the user review dictionary is constructed. 

Finally, based on GitHub open source of Random Forest algorithm[18; 19], which 
uses the decision tree to vote together to determine the advantages of classification results, 
we analyze online user reviews data of sentiment orientation, and obtain the quantitative 
representation of user reviews data.  

The research combines with real estate marketing theory[13-15] and panel data 
regression analysis method. First of all, we establish a regression model about the impact 
of online user reviews on real estate sales. We define the explained variables and the 
explanatory variables based on real estate marketing theory. Next, performing unit root 
test and cointegration test ensure the stability of the variables and avoid the occurrence 
of pseudo-regression. Finally, by using the individual fixed-effects model for analysis, 
this research establishes the models, which are the models for analysis in terms of both 
two explained variables, according to adding user reviews or not.  

The purpose of this research is to reveal the relationship between online user reviews 
and real estate marketing. 

The structure of this paper is as follows: the second part describes the methodology, 
including data collection and preprocessing, user reviews sentiment analysis and 
exploratory analysis; the third part shows the results of exploratory analysis; and the 
fourth part summarizes the research briefly. 

T. Wu et al. / Do Reviews Influence Real Estate Marketing 31



 
Figure 1. Online user reviews windows 

2. Methodology 

Real estate marketing is mainly product-oriented because it has the characteristics of 
fixedness, single-piece, large amount of value and high unit price. For example, real 
estate marketing based on 4P theory mainly focuses on product, price, place and 
promotion[15]. With the changes in the marketing environment, real estate marketing 
also considers the needs of consumers. But real estate prices which include second-hand 
housing prices are still an important factor in marketing. The factors affecting real estate 
prices are mainly divided into three parts, that are general factors, regional factors and 
individual factors. Among them, the general factors mainly include economic factors, 
social factors, administrative factors, and so on; regional factors mainly include the 
prosperity of business services, traffic convenience, urban facilities, environmental 
conditions, etc.; and individual factors mainly include land and buildings. Among the 
above three parts of factors, regional factors are more concerned by consumers, so the 
impact on the price of housing, especially the price of second-hand housing is more 
obvious. 

Based on the above theory, this paper selects second-hand housing as the explained 
variables for considering that the new housing price is relatively stable, and the second-
hand housing price fluctuation range is large. Specifically, that are the difference 
between the price of second-hand housing and the price of the district, and the difference 
between the price of second-hand housing and the price of real estate. In addition, when 
setting explanatory variables, this paper considers the regional factors of housing prices, 
and adds the impact of consumer reviews, which would help to explore the relationship 
between user reviews and real estate marketing. Specifically, the explanatory variables 
include the online user evaluation dimension and online user reviews, that are price, 
district, transportation, support, environment and online reviews. 

2.1.  Data collection and preprocessing 

2.1.1.  Data collection 

The data in this paper comes from Chongqing Online Real Estate, National Real Estate 
Market Data Center and Fangtianxia platform. Chongqing Online Real Estate has official 
real estate authority data. National Real Estate Market Data Center has a real estate 
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market database covering the whole China. Fangtianxia platform is the leading 
professional network platform for real estate industry and provides services such as 
owners' forums and community websites for all real estate projects. 

Web crawler is used to collect online user related information, user evaluation data 
and user review data of real estates from January 1, 2018 to October 31, 2018 from the 
above network platforms, which includes real estate name, reviews time, user ratings of 
various factors (including price, district, transportation, support and environment) and 
user reviews. And then collect second-hand housing prices from real estates from 
Chongqing online real estate. A total of 12 real estates and 973 data were collected. 

2.1.2. Data preprocessing 

Data preprocessing flowchart is shown in Figure 2. 
First of all, as the original data obtained by web crawler is unstructured data, which 

contains irrelevant information for the research, the information related to the research 
needs to be extracted from the original data and stored for the form data available. Based 
on Pycharm development environment, we use Python programming language to extract 
real estates’ name, user name, user reviews time, user evaluation data (including price, 
district, transportation, support and environment), user reviews and real estate second-
hand housing prices from the original data. After being extracted, these data are saved as 
a tabular form. 

 
Figure 2. Data preprocessing flowchart 

Next, we clean the data in tabular form by using python programming language, 
which includes missing values, outliers, duplicate values, and noise data. The first step 
is to delete or fill the missing values and the outliers; the next is to combine the repeated 
values by sorting and data similarity calculation; and the last step is to use the regression 
method to smooth the noise data. After cleaning, there are 263 data for 6 real estate 
companies available. 

At the end of data processing, the text of user reviews is processed by using jieba 
lexicon of the GitHub open-source community, which is a third-party library of Chinese 
word segmentation with excellent performance, and uses a Chinese vocabulary to 
determine the probability of association between Chinese characters. 

End 

Start 

Web crawler 

Extract relevant information 

Data cleaning 
missing, abnormal, repeating, noise 

Word segmentation for reviews 
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Through jieba lexicon, Chinese characters with high probability would form a phrase 
and build up the result of word segmentation[20]. Jieba lexicon participle supports three 
modes of word segmentation, namely precise mode, full mode and search engine mode. 
In precise mode, text can be accurately separated and there are no redundant words, in 
which it is suitable for text analysis; while in full mode, all possible words in the text can 
be scanned with excellent computing performance, but there is redundant and it cannot 
solve the ambiguity problem. Based on precise mode, search engine mode split the long 
words again to improve the recall rate, which is suitable for search engine segmentation. 
According to the characteristics of each mode and the applicable scenarios, our research 
selects precise mode for user reviews segmentation processing and obtains a list of user 
reviews data. 

2.2. Comment sentiment analysis 

2.2.1. Comment data dictionary construction based on word2vec 

Before conducting sentiment analysis of the reviews data, the reviews text needs to be 
converted into vectors by using skip-gram model in word2vec. Word2vec is a natural 
language processing tool launched by Google in 2013, and skip-gram model is an 
effective method to learn high-quality distributed word vector representation[16; 17], 
which is able to capture a large number of precise syntactic and semantic word 
relationships. The specific equation is expressed as follows: for a given set of training 
words, w1, w2, …, wT, the purpose of skip-gram model is to maximize the average log 
probability, which is shown in Eq. (1). 
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Where vw and v’
w respectively represents the input and output vector representations of, 

and W is the number of words in the vocabulary. 
Due to the high computational complexity of log p (wO |wI), it is really inefficient 

to train the model directly using the basic skip-gram formulation. Therefore, word2vec 
also provides two efficient training methods (including negative sampling and 
hierarchical softmax) to improve training speed and quality of skip-gram model. By 
using the computationally efficient skip-gram model here, high quality word and phrase 
representations would be learned in this section. In order to prepare for subsequent 
sentiment analysis of reviews, this section uses word2vec from GitHu b's open source to 
perform a vector representation for reviews dataset. 
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2.2.2. Sentiment analysis  

In this section, Random Forest algorithm is used to classify the sentimental tendency of 
user reviews data. Random Forest algorithm is a supervised learning algorithm based on 
Bagging integration that is built by the based learning device of decision tree, and further 
introduces random attribute selection in the decision tree training process[18; 19]. 
Different from traditional decision tree which selects an optimal attribute in the attribute 
set of the current node when selecting the partition attribute, Random Forest algorithm 
selects the randomly selected feature to construct the optimal segmentation, that is, 
Random Forest algorithm only considers the random subset used to segment the nodes, 
and then selects an optimal attribute from this subset for partitioning. The schematic 
diagram of Random Forest algorithm structure is shown in Figure 3. 

 
Figure 3. Schematic diagram of Random Forest structure 

Random Forest consist of multiple CART (Classification and Regression Trees) and 
each decision tree is independent of each other. When a sample is input, each decision 
tree will get a result. The final result will be voted, and the one with the most votes will 
be the output result. Random forest has two random sampling processes, namely row and 
column sampling: 

(1) In row sampling, the number of random sampling samples is the same as the 
number of input samples, and sampling with replacement is used. In this way, 
the input samples of each tree are not all samples, which can prevent the 
occurrence of over-fitting. 

(2) Column sampling is randomly sampled without replacement according to a 
certain proportion. Assuming that there are M features and the number of 
samples is m, where m << M, the ratio can be M, 1/2* M or 2* M. 

The decision tree is built from the sampled data. A certain node of the decision tree 
either cannot continue to split, or all its samples point to one category. Row sampling 
and column sampling together ensure randomness. When the number of layers is low, 
even without pruning, over-fitting will not occur. 

The training process of Random Forest is as follows: 

(1) Given training set S, test set T and feature dimension F. Determine the 
parameters, that is, the number of CARTs used t, the depth d of each tree, the 
number of features f used by each node, and the termination conditions 
(including the minimum number of samples on the node s, and the minimum 
information gain on the node m). 

For the 1-t tree, i=1-t, 

P (c|f ) = ∑ Pn (c|f ) 

P1 (c|f ) 

Tree tn 

Feature( f ) 

Tree tn 

Feature( f ) 
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(2) From S, there is a training set S(i) with the same size as S, randomly selected as 
the sample of the root node, and training is started from the root node. 

(3) If the termination condition is reached on the current node, set the current node 
as a leaf node. 

1) If it is a classification problem, the predicted output of the leaf node is the 
largest type c(j) in the current node sample set, and the probability p is the 
proportion of c(j) in the current sample set. 

2) If it is a regression problem, the prediction output is the average value of 
each sample value of the current node sample set. Then continue to train 
other nodes. 

If the current node does not meet the termination condition, f-dimensional features 
are randomly selected from the F-dimensional features without replacement. Use this f-
dimensional feature to find the one-dimensional feature k with the best classification 
effect and its threshold th. The samples with the k-th dimension of the sample on the 
current node less than th are divided into the left node, and the rest are divided into the 
right node. Continue to train other nodes. 

(4) Repeat (2) and (3) until all nodes are trained or marked as leaf nodes. 

(5) Repeat (2), (3), (4) until all CARTs have been trained. 

The prediction process of random forest is as follows: 

        For the 1-t tree, i=1-t, 
(1) Starting from the root node of the current tree, judge whether to enter the left 

node (<th) or the right node (>=th) according to the threshold th of the current 
node, until reaching a certain leaf node, and output the predicted value. 

(2) Repeat (1) until all t trees have output predicted values. 

1) For a classification problem, the result is the class with the largest sum of 
predicted probabilities in all trees, that is, the p of each c(j) is accumulated. 

2) For a regression problem, the result is the average of the outputs of all trees. 
This process produces a wide range of versatility and enables better performance 

models. Random Forest algorithm exhibit powerful performance in many real-world 
tasks because of the advantages of simple, easy to implement, lower computational cost 
and good generalization performance. We classify user reviews data through Random 
Forest algorithm from GitHub’s open source. The labels of sentiment analysis were 
independently annotated by three researchers, and finally they were collated with each 
other. Data that cannot be agreed upon will be eliminated, so we can guarantee the 
accuracy of the proofreading data. We use the labeled data as training data, put it into the 
model for training, and make predictions on the unlabeled data. In the end, we used the 
10-fold cross-validation to valid, and the accuracy of Random Forest algorithm is 63.7, 
so we finish scoring the emotional tendencies of user reviews data. The accuracy of the 
prediction result is the problem, and finally the error is introduced into the regression 
model. Through analysis, it is found that the correct examples of predictions have 
sentence sentiment consistency and sentiment clarity, while wrong examples are 
manifested as emotional inconsistencies, such as inconsistent evaluations of different 
aspects in a sentence, or even large differences. 
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2.3. Exploratory analysis 

Further, we use panel data regression analysis to research the impact of online user 
reviews on real estate sales[21-23]. We define two explained variables as the difference 
between the price of second-hand housing and the price of the district, and the difference 
between the price of second-hand housing and the price of real estate. And the 
explanatory variables are the evaluation dimension and online reviews of the online user 
for the real estate that includes price, district, transportation, support, environment and 
online reviews. 

Before starting panel data regression analysis, the unit root test and the cointegration 
test are needed to ensure the stability of the variables, avoid the occurrence of pseudo-
regression and ensure the validity of the subsequent analysis results. The unit root test 
results of panel data regression analysis show that the variables are stable in all cases and 
are single-order in the same order. Since the purpose of the cointegration test is to 
investigate whether a linear combination of a set of non-stationary sequences has a 
cointegration relationship, it’s unnecessary to perform the cointegration test on each 
variable. 

This research will use individual fixed-effect models to analyze.  There’re four 
models to research the impact of online user reviews on real estate sales. For two 
explained variables (the difference between the price of second-hand housing and the 
price of the district, and the difference between the price of second-hand housing and the 
price of real estate), considering whether the factor of user reviews is taken into account, 
we establish regression models as Eqs. (3) and (4):  

1161151141
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DISαPRIαCOMααPD
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Where PD1 is the difference between the price of second-hand housing and the price of 
the district, PD2 is the price of second-hand housing and difference between real estate 
prices, and COM, PRI, DIS, TRA, SUP, and ENV respectively represents user reviews, 
user evaluation about price, district, transportation, support and environment. 

3. Results 

For the difference between the price of second-hand housing and the price of the district, 
Model 1 is a model in which user reviews isn’t taken into account while Model 2 is; and 
for the difference between the price of second-hand housing and the price of real estate, 
Model 3 is a model in which user reviews isn’t taken into account while Model 4 is. 

Table. 1 shows the results of panel data regression analysis. Among them, the units 
of PD1 and PD2 are RMB yuan, and the other variables are scores (1-5 points). The 
coefficient of regression analysis is determined by R-squared in panel analysis. Tabel.1 
shows that the R2 of each model is greater than 70%, indicating that each model has a 
good fitting effect on the sample data. This shows the effectiveness of the model. 
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Table 1. Results of panel data regression analysis 

 
Model 1 

(PD1, no COM) 

Model 2 
(PD1, contained 

COM) 

Model 3 
(PD2, no COM) 

Model 4 
(PD2, contained COM) 

COM - 281.4906 - -1094.152 

 - (0.124410) - (-0.345290) 

PRI -5017.377*** -4962.971*** -7937.725*** -8149.199*** 

 (-3.431980) (-3.215353) (-3.871720) (-3.769799) 

DIS 4217.333** 4148.147** 7462.432*** 7731.358*** 

 (2.359367) (2.190837) (2.976994) (2.915602) 

TRA 127.6533 88.05184 493.6364 647.5670 

 (0.104681) (0.069054) (0.288657) (0.362620) 

SUP -1048.875 -1086.942 -324.6592 -176.6957 

 (-0.717813) (-0.719430) (-0.158436) (-0.083507) 

ENV -815.5719 -800.0388 234.4921 174.1153 

 (-0.523779) (-0.505857) (0.107388) (0.078609) 

R-squared 0.868042 0.868094 0.703902 0.704804 

Adjusted R-squared 0.805362 0.800450 0.563255 0.553422 

F-statistic 13.84875 12.83327 5.004758 4.655790 

Note: ** indicates that the 0.05 level is significant; *** indicates that the 0.01 level is significant; the value in 
parentheses is the estimated T statistic; ‘-’ indicates that the corresponding explanatory variable is not included 
in the model. 
 

Explanatory variable of user's evaluation of price (PRI) is significant for the difference 
between the price of second-hand housing and the price of the district (PD1), and the 
difference between the price of second-hand housing and the price of real estate (PD2) at  
the 0.01 level. It shows that the impact of PRI on PD1 and PD2 is very significant and 
shows a negative correlation. When PRI decreases, PD1 and PD2 will increase 
tremendously. Explanatory variable of user's evaluation of district (DIS) is significant 
for the difference between the price of second-hand housing and the price of the district 
(PD1) at the 0.05 level, while it’s significant for the difference between the price of 
second-hand housing and the price of real estate (PD2) at the 0.01 level.  It shows that 
DIS has a significant impact on PD1 and PD2, and shows a positive correlation. That is, 
the larger the DIS, the larger the PD1 and PD2. But other explanatory variables, including 
online reviews (COM), online user's evaluation of transportation (TRA), support (SUP) 
and environment (ENV) aren’t significant for both PD1 and PD2. That means COM, TRA, 
SUP and ENV have no effect on PD1 and PD2. 

The results show that the emotional tendency of user reviews does not constitute an 
influencing factor of the difference between the price of second-hand housing and the 
price of the district (PD1) and the price of second-hand housing and the price of real 
estate (PD2). 
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4. Conclusion 

Online user reviews have an increasing impact on various fields, especially in the field 
of marketing, which not only affect companies' reputation and marketing strategies, 
improve corporate recommendation and predicts system performance, but also help 
customers make consumption decisions and reduce consumption risks. In view of their 
huge influence, real estate marketers have been paying increasing attention to online user 
reviews and spending human labour and material resources to maintain and control them. 
However, according to the existing literatures, there is no clear conclusion that whether 
online user reviews affect real estate sales. And it brings great uncertainty to formulate 
real estate marketing strategies. Therefore, this paper explains the relationship between 
online user reviews and real estate sales, and provides a reference for real estate 
companies to make effective marketing strategies. 

This research combines traditional real estate theories with natural language 
processing technology. Wetake online user reviews into account and analyze the impact 
of online user reviews on real estate marketing. The research firstly collects online user 
reviews data of real estate companies by using natural language processing technology, 
and then conducts sentiment analysis of online user reviews based on word2vec and 
Random Forest algorithm. Secondly, we adopt panel data regression analysis method to 
analyze the relationship between the emotional tendency of online user reviews and 
second-hand housing prices. 

The results show that the emotional tendency of online user reviews does not affect 
the price of second-hand housing. It means online user reviews have no impact on the 
real estate marketing. Therefore, the real estate companies' marketing strategies based on 
online user reviews are worthless. Real estate companies can adjust marketing strategies 
based on the results of the research to improve marketing effectiveness. 

When online user reviews are taken into account during analyzing real estate 
marketing strategies, traditional real estate marketing theory is improved. And that 
provides new theoretical ideas for subsequent research. At the same time, we find that 
natural language processing technology and real estate marketing strategy analysis can 
be combined. The research methods of real estate marketing strategy are enriched by 
using natural language processing technology to mine potential marketing influence 
factors. 

While we use word2vec and Random Forest algorithm to conduct sentiment analysis 
of online reviews, there are two models, BERT and ERNIE, launched some time ago. 
BERT was launched by Google in 2018, and it achieved the best results than other 
models in different natural language processing tasks. And ERNIE, Baidu's NLP pre-
training model, was released in 2019, and surpassed BERT in several Chinese tasks. 
Future research can expand the research dataset, and use BERT and ERNIE for sentiment 
analysis to explore the impact of online reviews on marketing. That is predicted to enrich 
the analysis methods of marketing strategies. 
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Ranking of Trapezoidal Bipolar Fuzzy
Numbers Based on a New Improved

Score Function
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Abstract. Bipolar fuzzy numbers plays a vital role in any Decision-making prob-
lem modelled under a bipolar fuzzy environment. In 2018, Akram and Arshad [1]
introduced a new ranking function on the class of Trapezoidal Bipolar fuzzy num-
bers based on the area of the left and right membership function of a TrBFN, and
they have discriminated any two TrBFNs by using it. The ranking principle intro-
duced by Akram and Arshad [1] works better only when two bipolar fuzzy numbers
have different rankings. We describe that the ranking function does not work with
counterexamples when two or more bipolar fuzzy numbers have the same rankings.
In this paper, we improve the ranking principle introduced in [1] by introducing
a new Improved Score function. Firstly, we discuss the drawbacks and limitations
of the ranking function introduced by Akram and Arshad [1]. Secondly, we intro-
duce a new ranking function and study its properties. Thirdly, we introduce a new
ranking principle by combining Akram and Arshad’s [1] ranking function and the
proposed ranking function. Finally, we show the efficiency of the proposed ranking
principle in comparing arbitrary TrBFNs.

Keywords. Trapezoidal Bipolar fuzzy number, Ranking, Triangular Bipolar fuzzy
number, Improved score function

1. Introduction

Fuzzy numbers play a major in solving problems involving imprecise numerical quantity.
Further, it has been generalized to various forms such as intuitionistic fuzzy numbers,
Pythagorean fuzzy numbers, Fermatean fuzzy numbers, Bipolar fuzzy numbers, etc. Var-
ious ranking procedures are available on the different classes of fuzzy and intuitionistic
fuzzy numbers [1,2,3,5,6,7,8,9,10,11]. Bipolar fuzzy numbers are very much valuable
for modelling problems with imprecise and incomplete information. Especially, Trape-
zoidal (Triangular) Bipolar Fuzzy numbers (TrBFN) are widely used in the literature
[1,4,12,13] for uncertainty modelling, and sometimes it performs better than the trape-
zoidal fuzzy numbers and trapezoidal intuitionistic fuzzy numbers. Ranking of Trape-
zoidal Bipolar fuzzy numbers plays a vital role in any Decision-making problem mod-
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elled under a bipolar fuzzy environment. Reza et al. [11] discussed the idea of dual-
ity in Linear programming problems. Rayappan and Mohana discuss the applications of
spherical fuzzy sets in solving the MCDM problem. Akram and Arshad [1] has derived
a new ranking principle for ordering any two Trapezoidal (Triangular) Bipolar Fuzzy
Numbers (TrBFN), and they have compared any two Trapezoidal (Triangular) Bipolar
Fuzzy Numbers by using the same ranking principle. They have also developed a group
decision-making method based on trapezoidal bipolar fuzzy TOPSIS. Using the formula
(3.3) and formula (3.4) on page number 574 (of Akram and Arshad [1]), they have shown
that they can compare any two Trapezoidal (Triangular) Bipolar Fuzzy Numbers utilizing
proposed ranking function R f 1,R f 2. However, their method does not compare any two
arbitrary TrBFNs effectively. Highly motivated by the work of Akram and Arshad [1],
firstly, we introduce a new improved score function on the class of TrBFNs and study its
properties. Then, we present a new ranking principle by combining Akram and Arshad’s
[1] ranking function and the proposed ranking function. Finally, we show the efficiency
of the proposed ranking principle in comparing arbitrary TrBFNs.

2. Preliminaries

Here we give some of the basic definitions defined on the class of TrBFNs.

Definition 2.1. Akram and Arshad [1].
A Bipolar Fuzzy Number (BFN) A= 〈I,K〉= 〈[t1, t2, t3, t4], [k1,k2,k3,k4]〉 is a Trapezoidal
Bipolar Fuzzy Number (TrBFN), denoted by 〈(t1, t2, t3, t4),(k1,k2,k3,k4)〉, if its satisfac-
tion degree λI and dissatisfaction degree λK are given as:

λI =


x−t1
t2−t1

if x ∈ [t1, t2]

1 if x ∈ [t2, t3]
t4−x
t4−t3

if x ∈ [t3, t4]

0 Otherwise

and λK =


k1−x
k2−k1

if x ∈ [k1,k2]

-1 if x ∈ [t2, t3]
x−k4
k4−k3

if x ∈ [k3,k4]

0 Otherwise
Note: Here, t1 ≤ t2 ≤ t3 ≤ t4 and k1 ≤ k2 ≤ k3 ≤ k4.

Definition 2.2. Akram and Arshad [1].
A BFN, A = 〈I,K〉 = 〈[t1, t2, t3, t4], [k1,k2,k3,k4]〉 is a Triangular Bipolar Fuzzy Number
(TBFN), denoted by 〈(t1, t2, t3),(k1,k2,k3)〉, if its satisfaction degree λI and dissatisfac-
tion degree λK are given as:

λI =


x−t1
t2−t1

if x ∈ [t1, t2]
t3−x
t3−t2

if x ∈ [t2, t3]

0 Otherwise

and λK =


k1−x
k2−k1

if x ∈ [k1,k2]
x−k3
k3−k2

if x ∈ [k2,k3]

0 Otherwise
Note: Here, t1 ≤ t2 ≤ t3 and k1 ≤ k2 ≤ k3.

Definition 2.3. Akram and Arshad [1].
Ranking Function R f 1 for TrBFN
Let A = 〈I,K〉 = 〈(t1, t2, t3, t4),(k1,k2,k3,k4)〉 be the TrBFN. Then by using Def-
inition 2.1, they have derived the ranking function R f 1 of TrBFN as R f 1(A) =
(m(I)+σ(I)− (m(K)+σ(K))), where the means (m(I),m(K)) are defined as m(I) =
t1+t2+t3+t4

4 , m(K) = k1+k2+k3+k4
4 and the areas (σ(I),σ(K)) are defined as σ(I) =
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−t1−t2+t3+t4
2 and σ(K) = −k1−k2+k3+k4

2 .

Therefore, R f 1(A)=
(−t1−t2+3t3+3t4)−(−k1−k2+3k3+3k4)

4 = −t1−t2+3t3+3t4+k1+k2−3k3−3k4
4 .

If σ(I),σ(K)≥ 1, then the ranking function R f 2 for TrBFNs can also be defined as,

R f 2(A)=m(I)σ(I)−m(K)σ(K)= (t1+t2+t3+t4)(−t1−t2+t3+t4)
8 − (k1+k2+k3+k4)(−k1−k2+k3+k4)

8

Definition 2.4. Akram and Arshad [1].
Ranking Function R f 1 for TBFN
Let A = 〈I,K〉= 〈(t1, t2, t3),(k1,k2,k3)〉 be the TBFN. Then by using Definition 2.2, they
have derived the ranking function R f 1 of TBFN as R f (A)=(m(I)+σ(I)−(m(K)+σ(K))),

where the means (m(I),m(K)) are defined as m(I) = t1+t2+t3
3 , m(K) = k1+k2+k3

3 and the

areas (σ(I),σ(K)) are defined as σ(I) = t3−t1
2 ,σ(K) = k3−k1

2 .

Therefore, R f 1(A) =
(−t1+2t2+5t3)−(−k1+2k2+5k3)

6 = −t1+2t2+5t3+k1−2k2−5k3
6 .

If σ(I),σ(K)≥ 1, then the ranking function R f 2 for TBFNs can also be defined as,

R f 2(A) = m(I)σ(I)−m(K)σ(K) = (t1+t2+t3)(t3−t1)
6 − (k1+k2+k3)(k3−k1)

6

Definition 2.5. Ranking of Bipolar Fuzzy Numbers. Akram and Arshad [1].
Let H = {h1,h2,h3, ...,hn} be the set of BFNs then for any distinct hi,h j ∈H, the ranking
function R f 1 from H to real line ℜ is mapping satisfying the following characteristics,

• If R f 1(hi)< R f 1(h j), then hi < h j,
• If R f 1(hi) = R f 1(h j), then hi = h j,
• If R f 1(hi)> R f 1(h j), then hi > h j,

The ranking function for a BFN hi = 〈Ii,Ki〉= 〈(ti1, ti2, ti3, ti4),(ki1,ki2,ki3,ki4)〉 as,
R f 1(hi) = [m(Ii)+σ(Ii)]− [m(Ki)+σ(Ki)],k = 1,2,3,4. Where m(Ii) and m(Ki) denote
the mean of Ii and the mean of Ki respectively, σ(Ii) represents the area of Ii and σ(Ki)
represents the area of Ki.
If σ(Ii),σ(Ki) ≥ 1 for each i, then the ranking function R f 2 for TrBFNs can also be
defined as,
R f 2(hi) = m(Ii)σ(Ii)−m(Ki)σ(Ki)

3. Limitations of the Ranking Functions R f 1,R f 2 in ranking Trapezoidal Bipolar
Fuzzy Numbers

In this section, we discuss some limitations of Akram and Arshad’s [1] ranking function
in comparing different Trapezoidal Bipolar Fuzzy Numbers using numerical examples.

Definition 3.1. Let A = 〈I1,K1〉= 〈(t11, t12, t13, t14),(k11,k12,k13,k14)〉
and B = 〈I2,K2〉 = 〈(t21, t22, t23, t24),(k21,k22,k23,k24)〉 be any two TrBFN. Using Defi-
nition 2.3, we can rewrite the Akram and Arshad’s [1] ranking principle (Definition 2.5)
that utilizes R f 1 and R f 2 in the following way,
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1. If −t11−t12+3t13+3t14+k11+k12−3k13−3k14
4 < −t21−t22+3t23+3t24+k21+k22−3k23−3k24

4 , then
A < B.

2. If −t11−t12+3t13+3t14+k11+k12−3k13−3k14
4 = −t21−t22+3t23+3t24+k21+k22−3k23−3k24

4 , then
A = B.

3. If −t11−t12+3t13+3t14+k11+k12−3k13−3k14
4 > −t21−t22+3t23+3t24+k21+k22−3k23−3k24

4 , then
A > B.

4. If σ(Ii),σ(Ki)≥ 1, for each i, then the ranking function R f 2 for TrBFNs can also
be defined as,
(t11+t12+t13+t14)(−t11−t12+t13+t14)−(k11+k12+k13+k14)(−k11−k12+k13+k14)

8

The limitations of Akram and Arshad’s [1] Ranking function can be seen from the
following Examples.

Example 3.1. Let A = 〈I1,K1〉= 〈(10,20,30,40),(10,20,30,40)〉,
B = 〈I2,K2〉= 〈(90,120,150,180),(90,120,150,180)〉,
C = 〈I3,K3〉= 〈(0,0,1,1),(0,0,1,1)〉,
D = 〈I4,K4〉= 〈(20,30,40,50),(20,30,40,50)〉,
E = 〈I5,K5〉= 〈(30,50,70,90),(30,50,70,90)〉 be five different TrBFNs and their picto-
rial representation is given in Figure 1.
If we apply Akram and Arshad’s [1] ranking function R f to the above five differ-

Figure 1. Pictorial representation of Example 3.1

ent TrBFNs, then we get R f 1(A) = R f 1(B) = R f 1(C) = R f 1(D) = R f 1(E) = 0 and
R f 2(A) = R f 2(B) = R f 2(C) = R f 2(D) = R f 2(E) = 0 which implies that (from Definition
3.1) A = B = C = D = E. But from Figure 1, it is very clear that all the given TrBFNs
are different in nature and which does not favor the human intuition.

Example 3.2. Let A = 〈I1,K1〉= 〈(0.10,0.20,0.30,0.40),(0.50,0.60,0.70,0.80)〉,
B = 〈I2,K2〉 = 〈(0.3,0.4,0.5,0.6),(0.7,0.8,0.9,1)〉, be two different TrBFNs and their
pictorial representation is given in Figure 2.
If we apply Akram and Arshad’s [1] ranking function R f to the above two different

TrBFNs, then we get R f 1(A) = R f 1(B) = −0.4 which implies that (from Definition 3.1)
A = B. This is an anti-intuitive case of Akram and Arshad’s [1] ranking function.
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Figure 2. Pictorial representation of Example 3.2

Example 3.3. Let A = 〈I1,K1〉= 〈(2,4,6,8),(4,5,6,7)〉,
B = 〈I2,K2〉= 〈(4,6,8,10),(6,7,8,9)〉,
C = 〈I3,K3〉= 〈(82,84,86,88),(84,85,86,87)〉, be three different TrBFNs and their pic-
torial representation is given in Figure 3.
If we apply Akram and Arshad’s [1] ranking function R f to the above three differ-

Figure 3. Pictorial representation of Example 3.3

ent TrBFNs, then we get R f 1(A) = R f 1(B) = R f 1(C) = 1.5⇒ A = B = C. Suppose if
we consider the fourth formula (in Definition 3.1) then we get R f 2(A) = 9,R f 2(B) =
13,R f 2(C) = 169 (Since σ(I1),σ(I2),σ(I3),σ(K1),σ(K2),σ(K3) > 1) which implies
that A < B < C. i.e., If we consider the second score function R f 2 (once after the first
score function R f 1 fails), then we can rank the arbitrary TrBFNs effectively.

Example 3.4. Let A = 〈I1,K1〉= 〈(5,20,30,40),(25,35,45,60)〉,
B = 〈I2,K2〉= 〈(10,15,25,45),(30,30,40,65)〉,
C = 〈I3,K3〉= 〈(0,25,25,45),(30,30,35,70)〉,
D = 〈I4,K4〉= 〈(12,13,13,57),(15,45,50,55)〉,
E = 〈I5,K5〉 = 〈(2,23,27,43),(27,33,43,62)〉 be five different TrBFNs and their picto-
rial representation is given in Figure 4.
If we apply Akram and Arshad’s [1] ranking function R f to the above five different

TrBFNs, then we get R f 1(A) = R f 1(B) = R f 1(C) = R f 1(D) = R f 1(E) =−17.5 which im-
plies that (from Definition 3.1) A = B =C. Suppose if we consider the fourth formula (in
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Figure 4. Pictorial representation of Example 3.4

Definition 3.1), then we get R f 2(A) = R f 2(B) = R f 2(C) = R f 2(D) = R f 2(E) =−393.75
(Since σ(Ii),σ(Ki)> 1, f or i = 1 to 5) which implies that A = B =C = D = E. i.e., In
both the cases, ranking is same and it is anti-intuitive.

Example 3.5. Let A = 〈I1,K1〉= 〈(5,70,90,110),(70,80,110,140)〉,
B = 〈I2,K2〉= 〈(10,65,70,130),(60,90,120,130)〉,
C = 〈I3,K3〉= 〈(20,55,75,125),(40,110,115,135)〉, be three different TrBFNs and their
pictorial representation is given in Figure 5.
If we apply Akram and Arshad’s [1] ranking function R f to the above five different

Figure 5. Pictorial representation of Example 3.5

TrBFNs, then we get R f 1(A) = R f 1(B) = R f 1(C) = −18.75 which implies that (from
Definition 3.1) A = B =C. Suppose if we consider the fourth formula (in Definition 3.1),
then we get R f 2(A) = R f 2(B) = R f 2(C) = −703.125 (Since σ(Ii),σ(Ki) > 1, f or i =
1 to 3) which implies that A = B = C. i.e., In both the cases, ranking is same and it is
anti-intuitive.

3.1. Limitations of Ranking functions R f 1,R f 2 of Triangular Bipolar Fuzzy Numbers

In this subsection, we discuss the various drawbacks of Akram and Arshad’s [1] rank-
ing function in comparing different Triangular Bipolar Fuzzy Numbers using numerical
examples.
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Definition 3.2. Let A = 〈I1,K1〉= 〈(t11, t12, t13),(k11,k12,k13)〉 and
B = 〈I2,K2〉 = 〈(t21, t22, t23),(k21,k22,k23)〉 be any two TrBFN. Using Definition 2.4, we
can rewrite the Akram and Arshad’s [1] ranking principle (Definition 2.5) in the follow-
ing way,

1. If −t11+2t12+5t13+k11−2k12−5k13
6 < −t21+2t22+5t23+k21−2k22−5k23

6 , then A < B.

2. If −t11+2t12+5t13+k11−2k12−5k13
6 = −t21+2t22+5t23+k21−2k22−5k23

6 , then A = B.

3. If −t11+2t12+5t13+k11−2k12−5k13
6 > −t21+2t22+5t23+k21−2k22−5k23

6 , then A > B.
4. If σ(Ii),σ(Ki)≥ 1, for each i, then the ranking function R f 2 for TBFNs can also

be defined as,
(t11+t12+t13)(t13−t11)−(k11+k12+k13)(k13−k11)

6

Akram and Arshad [1] have introduced the ranking method without investigating its
Mathematical Properties. Ranking principle of TBFN defined in [1] is not true for any
two TBFNs which can be seen by using the following examples,

Example 3.6. Let A = 〈I1,K1〉= 〈(3,4.2,4.8),(4.2,5.1,6)〉,
B = 〈I2,K2〉= 〈(3.6,4.8,4.92),(4.8,5.7,6.12)〉,
C = 〈I3,K3〉= 〈(4.8,5.1,5.16),(6,6,6.36)〉, be three different TBFNs and their pictorial
representation is given in Figure 6.
If we apply Akram and Arshad’s [1] ranking function R f to the above 3 different

Figure 6. Pictorial representation of Example 3.6

TBFNs, then we get R f 1(A) = R f 1(B) = R f 1(C) = −1.1, R f 2(A) = −0.99,R f 2(B) =
−0.726,R f 2(C) =−0.198 which implies that (from Definition 3.2) A < B <C. i.e., If we
consider the second score function R f 2 (once after the first score function R f 1 fails), then
we can rank the arbitrary TBFNs effectively.

Example 3.7. Let A= 〈I1,K1〉= 〈(30,50,60),(30,50,60)〉, B= 〈I2,K2〉= 〈(40,60,70),
(40,60,70)〉, C = 〈I3,K3〉= 〈(10,20,30),(10,20,30)〉, D= 〈I4,K4〉= 〈(1,2,3),(1,2,3)〉,
E = 〈I5,K5〉= 〈(50,70,90),(50,70,90)〉, F = 〈I6,K6〉= 〈(20,50,70),(20,50,70)〉
be six different TBFNs and their pictorial representation is given in Figure 7.
If we apply Akram and Arshad’s [1] ranking function R f to the above five different

Jeevaraj S / Ranking of Trapezoidal Bipolar Fuzzy Numbers 47



Figure 7. Pictorial representation of Example 3.7

TBFNs, then we get R f 1(A) = R f 1(B) = R f 1(C) = R f 1(D) = R f 1(E) = R f 1(F) = 0
which implies that (from Definition 3.2) A = B = C = D = E = F. Suppose if we con-
sider the fourth formula (in Definition 3.2), then we get R f 2(A) = R f 2(B) = R f 2(C) =
R f 2(D) = R f 2(E) = R f 2(F) = 0 (Since σ(Ii),σ(Ki) > 1, f or i = 1 to 6) which implies
that A = B = C = D = E = F. i.e., In both the cases, ranking is same and it does not
favor the human intuition.

3.2. Limitations of R f

In this subsection, we discuss some limitations of the score functions R f 1 and R f 2 in a
Mathematical way.

1. Let A1 = 〈I1,K1〉= 〈(t11, t12, t13, t14),(t11, t12, t13, t14)〉, A2 = 〈I2,K2〉= 〈(t21, t22,
t23, t12),(t21, t22, t23, t24)〉 any two TrBFNs. Then R f 1(A1) = R f 1(A2) = 0 and
R f 2(A1) = R f 2(A2) = 0. (Example 3.1 represents the numerical illustration of
this Theoretical (Mathematical) drawback 1)

2. Let A1 = 〈I1,K1〉 = 〈(t11, t12, t13, t14),(k11,k12,k13,k14)〉, A2 = 〈I2,K2〉 = 〈(t11 +
ε, t12+ε, t13+ε, t14+ε),(k11+ε,k12+ε,k13+ε,k14+ε)〉 any two TrBFNs and
ε ≤ t11,k11. Then R f 1(A1) = R f 1(A2). (Example 3.2, Example 3.3 represent the
numerical illustration of this Theoretical (Mathematical) drawback)

3. Let A1 = 〈I1,K1〉 = 〈(t11, t12, t13, t14),(k11,k12,k13,k14)〉, A2 = 〈I2,K2〉 = 〈(t11−
ε1, t12 + ε2, t13 − ε1, t14 + ε2),(k11 + ε1,k12 − ε2,k13 + ε1,k14 − ε2)〉 any two
TrBFNs and ε1 ≤ t11,ε2 ≤ k12 and ε1 ≤ ε2. Then R f 1(A1) = R f 1(A2).

4. Let A1 = 〈I1,K1〉 = 〈(t11, t12, t13, t14),(k11,k12,k13,k14)〉, A2 = 〈I2,K2〉 = 〈(t11−
ε, t12+ε, t13−ε, t14+ε),(k11+ε,k12−ε,k13+ε,k14−ε)〉 any two TrBFNs and
ε ≤ t11,k11. Then R f 1(A1) = R f 1(A2) and R f 2(A1) = R f 2(A2).

5. Let A1 = 〈I1,K1〉 = 〈(t11, t12, t13, t14),(k11,k12,k13,k14)〉, A2 = 〈I2,K2〉 = 〈(t11−
ε, t12+ε, t13+ε, t14−ε),(k11−ε,k12+ε,k13+ε,k14−ε)〉 any two TrBFNs and
ε ≤ t11,k11. Then R f 1(A1) = R f 1(A2) and R f 2(A1) = R f 2(A2).
Note: Here, all the values of εi have been chosen without violating the conditions
of TrBFNs (TBFNs). Numerical illustration of these theoretical drawbacks 3, 4,
and 5 are given in the example 3.4, example 3.5, example 3.6 and example 3.7.
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From the limitations of Akram and Arshad’s [1] score functions, we can conclude that
the score functions R f 1 and R f 2 are not sufficient for ranking any two TRBFNs (TBFNs).
In order to improve the ranking principle, we define a new score function in the following
section.

4. New Score function R f 3

In this section, first, we define a new score function on the class of TrBFNs (TBFNs) that
can overcome the drawbacks of Akram and Arshad’s ranking functions. Then we study
some properties of the proposed score function, and finally, we discuss the efficiency of
a score function in ranking TrBFNs that are not ranked by using R f 1 and R f 2. From the
previous limitations, we can conclude that if the mean and area of both the membership
and non-membership functions of any two TrBFNs are equal, then they are ranked equal.
In order to distinguish any two TrBFNs with same mean and area, here we made a small
change in the score function R f and defined a new score function R f 3 on the class of
Trapezoidal Bipolar Fuzzy Numbers as follows.

Definition 4.1. Ranking Function R3 f for TrBFN
Let A= 〈I,K〉= 〈(t1, t2, t3, t4),(k1,k2,k3,k4)〉 be any TrBFN. Then the new score function

R f 3 of TrBFN is defined as R3 f (A) =
(m(I)+

−t1−t2+t3+t4
2 )t4+(m(K)+

−k1−k2+k3+k4
2 )k4

1+m(I)+m(K) ,

where m(I) = t1+t2+t3+t4
4 and m(K) = k1+k2+k3+k4

4 .

Therefore, R f 3(A) =
(−t1−t2+3t3+3t4)t4+(−k1−k2+3k3+3k4)k4

4+t1+t2+t3+t4+k1+k2+k3+k4
.

Definition 4.2. Ranking Principle on the class of TrBFN (TBFN):
Let A = {A1,A2, ...,An} be the set of TrBFNs (TBFNs) then for any distinct Ai,A j ∈ A,
the ranking functions R f i, i = 1,2,3 from A to real line ℜ is a mapping satisfying the
following characteristics,

• If R f 1(Ai)< R f 1(A j), then Ai < A j

• If R f 1(Ai)> R f 1(A j), then Ai > A j or
• If R f 1(Ai) = R f 1(A j), then

∗ If R f 2(Ai)< R f 2(A j), then Ai < A j

∗ If R f 2(Ai)> R f 2(A j), then Ai > A j or
∗ If R f 1(Ai) = R f 1(A j), R f 2(Ai) = R f 2(A j), then

∗ If R f 3(Ai)< R f 3(A j), then Ai < A j

∗ If R f 3(Ai)> R f 3(A j), then Ai > A j or
∗ If R f 1(Ai) = R f 1(A j), R f 2(Ai) = R f 2(A j) and R f 3(Ai) = R f 3(A j), then Ai ≈

A j.

4.1. Properties of R f 1, R f 2, R f 3 and their comparison

In this subsection, we see the properties of different ranking functions R f 1, R f 2, R f 3.
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1. The function R f maps the set of TrBFNs (which are Symmetric about X-axis)
to 0
Let A = {Ai|Ai = 〈Ii,Ki〉= 〈(ti1, ti2, ti3, ti4),(ti1, ti2, ti3, ti4)〉} the set of TrBFNs.
Then R f 1(Ai) = 0 and R f 2(Ai) = 0. This property is true for any TBFN. But R f 3

is not mapping the set of TrBFNs (TBFNs) (that are symmetric about X-axis) to
zero.

2. Let A1 = 〈I1,K1〉= 〈(t1, t2, t3),(k1,k2,k3)〉 be any Triangular Bipolar fuzzy num-

ber (TBFN). Then R f 3(A) =
(m(I)+

t3−t1
2 )t3+(m(K)+

k3−k1
2 )k3

1+m(I)+m(K)

=
(

t1+t2+t3
3 +

t3−t1
2 )t3+(

k1+k2+k3
3 +

k3−k1
2 )k3

1+
t1+t2+t3

3 +
k1+k2+k3

3

=
(
−t1+2t2+5t3

6 )t3+(
−k1+2k2+5k3

6 )k3
(3+t1+t2+t3+k1+k2+k3)

3

= (−t1+2t2+5t3)t3+(−k1+2k2+5k3)k3
2(3+t1+t2+t3+k1+k2+k3)

.
3. Ranking function R f 1 is Translation Invariant:

Let A1 = 〈I1,K1〉 = 〈(t11, t12, t13, t14),(k11,k12,k13,k14)〉, A2 = 〈I2,K2〉 = 〈(t11 +
ε, t12 + ε, t13 + ε, t14 + ε),(k11 + ε,k12 + ε,k13 + ε,k14 + ε)〉 any two TrBFNs.
Then R f 1(A1) = R f 1(A2).
i.e., R f (A+ ε) = R f (A),∀ε ≥ 0. This property holds for the set of TBFNs too.
R f 2 and R f 3 are not Translation Invariant.

4. Let A1 = 〈I1,K1〉 = 〈[t1, t2], [k1,k2])〉 be any interval-valued Bipolar fuzzy num-

ber (IVBFN). Then R f 1(A) = t2 − k2, R f 2(A) =
t2

2−t1
2−k2

2+k1
2

4 and R f 3(A) =
2(t2

2+k2
2)

2+t1+t2+k1+k2
.

Observation: For the interval-valued BFNs,

• The score function R f 1 represents the length between the supremum of mem-
bership function and supremum of the non-membership function. R f 1 does not
consider the other two legs t1,k1 in the score function which is a limitation for
the score function R f 1. But the score function R f 2 overcomes this limitation.

• The score function R f 2 has the drawback that, if t1 = k1, t2 = k2, then R f 2(A) =
0. However, this drawback has been overcome by R f 3. In this way, a sequential
ordering in the Definition 4.2 performs better.

5. • For any A1 = 〈I1,K1〉= 〈(t11, t12, t13, t14),(k11,k12,k13,k14)〉 TrBFN (where all
t1k,k1k ∈ [0,1],k = 1,2,3,4.), R f 1(A) ∈ [− 3

2 ,
3
2 ].

• If A = 〈(0,0,0,0),(0,0,1,1)〉, then R f 1(A) =− 3
2 .

• If A = 〈(0,0,1,1),(0,0,0,0)〉, then R f 1(A) = 3
2 .

Definition 4.3. Let ζ = {Ai|Ai = 〈(ti1, ti2, ti3, ti4),(ki1,ki2,ki3,ki4)〉} be the subset of the
set of TrBFNs. Then the subset relation ⊆ is defined as, A1 ⊆ A2, if t11 ≥ t21, t12 ≥
t22, t13 ≤ t23, t14 ≤ t24 and k11 ≤ k21,k12 ≤ k22,k13 ≥ k23,k14 ≥ k24.

From the above properties and the limitations, we can conclude that Arshad and Akram’s
ranking principle alone cannot discriminate any two TrBFNs (TBFNs). That is, Akram
and Arshad’s [1] ranking principle does not define Total ordering on the entire class of
TrBFNs (TBFNs). However, Akram and Arshad’s [1] ranking function (R f ) can define
Total ordering in the subset ζ which can be proved using the following theorem.

Theorem 4.1. Let A1,A2 ∈ ζ . If A1 ⊆ A2, then R f i(A1)≤ R f i(A2).
Proof: Case 1: If A1 ⊆ A2, then R f 1(A1)≤ R f 1(A2)
We assume that A1,A2 ∈ ζ and A1 ⊆ A2 which imply that
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t11 ≥ t21, t12 ≥ t22, t13 ≤ t23, t14 ≤ t24 and k11 ≤ k21,k12 ≤ k22,k13 ≥ k23,k14 ≥ k24 (1)

Therefore from equation 1, we get

t11 + t12 ≥ t21 + t22, t13 + t14 ≤ t23 + t24, (2)

and

k11 + k12 ≤ k21 + k22,k13 + k14 ≥ k23 + k24 (3)

By using Equation 2 and Equation 3, we get

−t11− t12 +3t13 +3t14 ≤−t21− t22 +3t23 +3t24 (4)

and

k11 + k12−3k13−3k14 ≤ k21 + k22−3k23−3k24 (5)

By adding Equation 4 and Equation 5, we get

−t11−t12+3t13+3t14+k11+k12−3k13−3k14≤−t21−t22+3t23+3t24+k21+k22−3k23−3k24
(6)

Dividing both the sides of Equation 6 by 4, we get R f 1(A)≤ R f 1(B) (See Definition 2.3).
Hence the proof.
Note: Proofs of other cases are similar to case 1 and hence they are omitted.

The ranking principle given in Definition 4.2 is an updated version of the ranking
principle given by Akram and Arshad’s [1] (Definition 2.3, 3.1). Adding a new score
function R f 3 to the ranking principle in Definition 2.3 gives a better ranking scenario
which can be seen from the following Table 1.
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Table 1. Efficiency of the proposed ranking function

Examples Akram and Arshad Ranking Principle Proposed Ranking Principle

Let A = 〈I1,K1〉= 〈(10,20,30,40),(10,20,30,40)〉,
B = 〈I2,K2〉= 〈(90,120,150,180),(90,120,150,180)〉,
C = 〈I3,K3〉= 〈(0,0,1,1),(0,0,1,1)〉,
D = 〈I4,K4〉= 〈(20,30,40,50),(20,30,40,50)〉,
E = 〈I5,K5〉= 〈(30,50,70,90),(30,50,70,90)〉
be five different TrBFNs.

R f 1(A) = R f 1(B) = R f 1(C) = R f 1(D) = R f 1(E) = 0,

and R f 2(A) = R f 2(B) = R f 2(C) = R f 2(D) = R f 2(E) = 0

⇒ A = B =C = D = E.

R f 1(A) = R f 1(B) = R f 1(C) = R f 1(D) = R f 1(E) = 0

,R f 2(A) = R f 2(B) = R f 2(C) = R f 2(D) = R f 2(E) = 0

, R f 3(A) = 17.64, R f 3(B) = 64.76, R f 3(C) = 0.375,

R f 3(D) = 19.36, R f 3(E) = 37.19.

⇒C < A < D < E < B.

Let A = 〈I1,K1〉= 〈(0.1,0.2,0.3,0.4),(0.5,0.6,0.7,0.8)〉,
B = 〈I2,K2〉= 〈(0.3,0.4,0.5,0.6),(0.7,0.8,0.9,1)〉
be two different TrBFNs.

R f 1(A) = R f 1(B) =−0.4,

and R f 2(A) = R f 2(B) =−0.08⇒ A = B.

R f 1(A) = R f 1(B) =−0.4, R f 2(A) = R f 2(B) =−0.4,

and R f 3(A) = 0.113 < R f 3(B) = 0.156⇒ A < B.

Let A = 〈I1,K1〉= 〈(5,20,30,40),(25,35,45,60)〉,
B = 〈I2,K2〉= 〈(10,15,25,45),(30,30,40,65)〉,
C = 〈I3,K3〉= 〈(0,25,25,45),(30,30,35,70)〉,
D = 〈I4,K4〉= 〈(12,13,13,57),(15,45,50,55)〉,
E = 〈I5,K5〉= 〈(2,23,27,43),(27,33,43,62)〉
be five different TrBFNs.

R f 1(A) = R f 1(B) = R f 1(C) = R f 1(D) = R f 1(E) =−17.5,

R f 2(A) = R f 2(B) = R f 2(C) = R f 2(D) = R f 2(E) =−393.75

⇒ A = B =C = D = E.

R f 1(A) = R f 1(B) = R f 1(C) = R f 1(D) = R f 1(E) =−17.5,

R f 2(A) = R f 2(B) = R f 2(C) = R f 2(D) = R f 2(E) =−393.75,

and R f 3(A) = 21.49, R f 3(B) = 23.57, R f 3(C) = 24.78,

R f 3(D) = 23.26, R f 3(E) = 22.50.

RightarrowA < E < D < B <C.

Let A = 〈I1,K1〉= 〈(5,70,90,110),(70,80,110,140)〉,
B = 〈I2,K2〉= 〈(10,65,70,130),(60,90,120,130)〉,
C = 〈I3,K3〉= 〈(20,55,75,125),(40,110,115,135)〉,
be three different TrBFNs.

R f 1(A) = R f 1(B) = R f 1(C) =−18.75,

R f 2(A) = R f 2(B) = R f 2(C) =−703.125,

⇒ A = B =C.

R f 1(A) = R f 1(B) = R f 1(C) =−18.75,

R f 2(A) = R f 2(B) = R f 2(C) =−703.125, and

R f 3(A) = 52.19 < R f 3(B) = 53.84 < R f 3(C) = 53.98⇒ A < B <C

Let A = 〈I1,K1〉= 〈(30,50,60),(30,50,60)〉,
B = 〈I2,K2〉= 〈(40,60,70),(40,60,70)〉,
C = 〈I3,K3〉= 〈(10,20,30),(10,20,30)〉,
D = 〈I4,K4〉= 〈(1,2,3),(1,2,3)〉,
E = 〈I5,K5〉= 〈(50,70,90),(50,70,90)〉,
F = 〈I6,K6〉= 〈(20,50,70),(20,50,70)〉
be six different TBFNs.

R f 1(A) = R f 1(B) = R f 1(C) = R f 1(D) = R f 1(E) = R f 1(F) = 0,

R f 2(A) = R f 2(B) = R f 2(C) = R f 2(D) = R f 2(E) = R f 2(F) = 0

R f 1(A) = R f 1(B) = R f 1(C) = R f 1(D) = R f 1(E) = R f 1(F) = 0,

R f 2(A) = R f 2(B) = R f 2(C) = R f 2(D) = R f 2(E) = R f 2(F) = 0

and R f 3(A) = 78.44,R f 3(B) = 87.75,R f 3(C) = 43.90,

R f 3(D) = 3.6,R f 3(E) = 114.89,R f 3(F) = 106.36.

⇒ D <C < A < B < F < E.
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5. Conclusion

In this paper, the shortcomings of a new ranking function introduced by Akram and
Arshad [1] were discussed using various cases. Further, We proposed a new ranking
function and studied its properties. Finally, we introduced a new ranking principle by
combining Akram and Arshad’s [1] ranking function and the proposed ranking function
and also the efficiency of the proposed ranking principle in comparing arbitrary TrBFNs
discussed. The proposed ranking principle can give better results for the decision-making
problems under Bipolar fuzzy environment, which would be studied in future.
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Abstract. Reviews have been commonly used to alleviate the sparsity problem
in recommender systems, which has significantly improved the recommender per-
formance. The review-based recommender systems can extract users features and
items from review texts. The existing models such as D-Attn and NARRE employ
convolutional neural networks and a coarse-grained attention mechanism to code
reviews that have been embedded using the static word embedding, ignoring the
long distance text information and lacks interpretability. To overcome these prob-
lems, this paper proposes the DNRDR (Dual-feature Neural Recommender with
Dual-attention using Reviews) model, which can extract dual features of review
text and can also enhance the interpretability using the word-level and review-level
attention mechanisms. The proposed model is verified by experiments and com-
pared with the state-of-the-art models. Besides, the dual-level attention mechanism
can be visualized to improve interpretability.

Keywords. Neural networks, recommender systems, review text, multiple features

1. Introduction

As an effective method to alleviate information sparsity in the e-commerce field, rec-
ommender systems enable consumers to find their interested information. Collaborative
filtering technology that can find out users’ preferences and accordingly predicts prod-
ucts that users may like using the mining of users’ historical behavior has been the most
widely used recommendation algorithm currently [1, 2, 3, 4, 5, 6]. However, it is difficult
to produce reliable recommendations for users with few ratings [7]. In addition, contex-
tual information cannot be clearly reflected in the rating matrix. These problems can be
solved using textual reviews [8]. Specifically, users will explain the reason for his rating
directly, and then, based on the review text, the corresponding recommendation is given.
The existing review-based recommender systems have been using neural networks to ex-
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tract features, achieving good recommendation results [7, 9, 10]. It should be mentioned
that although CNNs(Convolutional Neural Networks) have the ability of local semantic
feature extraction, the fixed length of convolution kernels limits the extraction perfor-
mance of the word order and contextual connection, which could easily result in an un-
derstanding deviation of review texts. Furthermore, although CNNs have been proven to
be effective in decreasing prediction error, learned filters in a convolutional layer provide
little help in interpreting the features of users or items. Attention mechanisms have been
proposed to enhance interpretability since attention scores can quantify the importance
of words or reviews.

To overcome those problems, in this study, a dual-feature processing module con-
sisting of a CNN and a bidirectional Long Short-Term Memory (LSTM) [11] network is
proposed to reduce information loss. In the proposed module, a CNN is used to extract
short-distance features from textual reviews and supplemented with long-distance fea-
tures obtained by an LSTM. Besides, every comment is modeled by a dual-dimension at-
tention mechanism to improve the interpretability and to judge the importance of reviews
and words. In addition, a dynamic word vector BERT(Bidirectional Encoder Represen-
tations from Transformers) [12] is exploited, and the word vector is calculated according
to the context.

The contributions of this paper can be summarized as follows:

1. A neural network model DNRDR, which uses word vectors embedded with
BERT as input and a dual-feature processing module to extract short- and long-
distance features of users or items review texts, is proposed.

2. Interpretable attention mechanisms, i.e., the word-level attention mechanism
used to differentiate the importance of every word and the review-level attention
mechanism used to judge the usefulness of every review, which can enhance both
interpretability and visualization of a recommender, are introduced.

3. Comparative experiments on four benchmark datasets from Amazon are con-
ducted, and the experimental results have shown that the proposed DNRDR out-
performs the baseline recommendation methods. In addition, the proposed text
processing module has been proven to be effective in other review-based mod-
els, and the interpretability and visualization benefits from the proposed dual-
dimension attention mechanism have also been demonstrated.

2. Related Work

There are two research branches closely related to the subject studied in this work. One
includes the review-based recommender systems proposed in recent years, and another
includes methods for extracting review features.

2.1. Review-based recommender systems in recent years

The Matrix Factorization (MF) [2] that simulates a user’s explicit feedback, such as a
score, by mapping users and items to a potential space has attained great attention in
recent years [2, 4, 5, 13], but it is strongly influenced by sparsity. This limitation can
be overcome by introducing review-based models [7, 9, 14, 15, 16], where reviews are
mapped to the hidden space so that the neural networks can effectively extract advanced
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features. However, most recommenders combine all reviews of users (items) into one
long document that is used as an input. Although this approach lowers the prediction
error, it neglects differences between reviews. For instance, users comments can refer to
a variety of goods, so it would be absurd to predict a score of a movie based on reviews of
electronic products. In the 2018 World Wide Web Conference, the NARRE [10] used a
review-level attention mechanism to determine the usefulness of every review and further
improved the prediction accuracy.

2.2. Review features extraction

The core of the review-based recommender systems is feature extraction from review
texts. Many text-processing methods based on deep learning technology have been pro-
posed recently, and good performances have been achieved. The TextCNN [17] conveys
word embeddings into a one-dimensional convolution layer, obtaining sentences of a
fixed length by pooling operation. In [18], it has been proved that CNNs can extract lo-
cal features but not long-distance features. Compared to the CNNs, RNNs adopt a linear
sequence structure to collect input information from the front to the back continuously,
which could easily cause a severe gradient disappearance or gradient explosion [11]. In
order to solve this problem, in the proposed model, an LSTM is introduced, adding in-
termediate state information, so as to alleviate the gradient disappearance problem. With
respect to the word embedding, the Transformer [19] was proposed in 2017 by Google
in the in the research article about the machine translation task. It abandons the tradi-
tional neural network architectures and completely relies on the attention mechanism.
The BERT [12] model based on the Transformer can effectively extract context infor-
mation and thus provides significant progress in the field of natural language processing
[20, 21, 22, 23].

3. OUR PROPOSED MODEL

3.1. Structure of DNRDR

This section presents the proposed DNRDR model. As shown in Fig 1, our proposed
model consists of two similar networks connected in parallel. Since the network structure
of the item part is the same as that of the user part, this section focuses on the left part of
the network that processes user input data.

The DNRDR input is a group of reviews, including j user reviews of d words
{Ru1,Ru2, . . . , Run}, which are then mapped by BERT [12] to a comment matrix Wu,r ∈
R

j×d×n where n refers to the word vector dimension. The BERT mapping is performed
on each item review to obtain an item comment matrix Wi,r ∈R

j
′×d×n, where j

′
refers to

the review number of each item.
In the proposed model, the word-level attention module is first used to learn the most

informative words. Assume ww−level ∈ R
t×n is a weight matrix of the input word vector;

then, the weighting scores for a word are computed as follows:

Si = so f tmax(Wa×σ(ww−level×Wu,ri), i ∈ [1, j] (1)
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Figure 1. The structure of Dual-feature Neural Recommender with Dual-attention using Reviews is divided
into User part(Left), Rating Matrix(Middle) and Item part(Right) from a horizontal perspective. From a lon-
gitudinal perspective, the model consists of Embedding Layer, Encoder Layer, Fusion Layer and Prediction
Layer.

where Wa ∈R
1×t are the attention parameters and t is the hyperparameter of the attention

dimension. σ represents the tanh function for the activation function. Si ∈ R
1×d are the

attention scores for each word. Then let Oui = Si×Wu,ri, i ∈ [1, j] be the weighted word
vectors.

The encoder layer is the core of DNRDR, consisting of two parallel networks that
extract the long and short distance features of the review texts, respectively. The long-
distance review features for a word hui are obtained through a two-way LSTM. Then, the
2l-dimensional features of the d words are used to obtain the hidden state of the LSTM
network hu,L ∈ R

d×2dl :

hu,L = hu1⊕hu2⊕ . . .⊕hui, i ∈ [1, j] (2)

Then a fully connected layer is used to prepare the long- and short-distance features
for merging by setting them to the same dimension. The short-distance reviews features
are obtained by a convolutional layer composed of m neurons where each neuron is
associated with a convolution kernel as follows::

oi = ReLU(Ou,i ∗Ki +bi) (3)

where bi is the paranoid term, and ∗ represents the convolution operation.
Suppose {o1,o2, . . . ,od−t+1} are the features obtained by (5), the final feature of

the convolution kernel can be calculated using the maximum pooling [24] operation so
the short-distance review features ReviewC are merged with the features obtained by m
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neurons. Then the long- and short-distance features of the user’s reviews are combined
to obtain the user’s text features Reviewtu ∈ R

1×2m.
The review-level attention machanism [25] is utilized to judge which reviews are the

most useful. The attention score vector describes the usefulness of reviews, and it is used
to weigh each of the comments as follows:

αL = so f tmax(tanh(wr−level×Reviewtu
T)) (4)

where αL ∈ R
1× j, wr−level ∈ R

1×2 j are the parameters. The attention score vector de-
scribes the usefulness of the reviews, and it is used to weight each of the commentsFtu ∈
R

1× j as follows:

Ftu = αL×Reviewtu (5)

Similarly, the weighted features Fti of an item’s review texts can be obtained. Then the
proposed model uses LFM [2] which is an algorithm based on matrix factorization tech-
nology, to extract the hidden factors of users Fsu and items Fsi in the rating matrix.

In the fusion layer, user review features and user rating featuresare are concatnated
to a unified vector FU and the item features FI can be gained in the same way. Then the
prediction layer predicts the users rating for item by using the dot product to map user
and item features to the same space as follows:

R̂u,i = ω× (FU ⊗FI)+bu +bi +μ (6)

where μ is the fully connected layer parameter.

3.2. Model Learning

L = ∑
u,i∈Γ

(r̂u,i− ru,i)
2 (7)

Γ represents the user-item datasets, r̂u,i is the predicted score of user u for product i,
and ru,i is the true rating in the training set. In order to minimize the loss function, the
Adam (Adaptive Moment Estimation) [26] estimator is used as an optimizer. In order to
prevent overfitting, the dropout [27] is used to solve this problem, whose main idea is to
randomly discard some neurons during the training process.

4. EXPERIMENTAL VERIFICATION

4.1. Datasets

In the experiments, four public datasets from the Amazon 5-core [28] review datasets
were used including Digital_Music (DM), Movies_and_TV (MT), Kindle_Store (KS),
Toys_and_Games (TG). Every user and item in these sets contains at least five reviews.
The smallest dataset is TG, which contains 167,597 samples; thus, they all have enough
samples to build and verify the model, i.e., they contain enough semantic information to
guide modeling the nerual networks.
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Table 1. Prediction Performance of different models

NMF LFM SVD++ HFT DeepCoNN D-Attn NARRE DNRDR

Digital_Music 1.228 0.851 0.837 0.849 0.828 0.819 0.816 0.796*

Movies_and_TV 1.415 1.281 1.273 1.211 1.019 1.048 0.998 0.981*

Kindle_Store 0.995 0.623 0.616 0.622 0.614 0.611 0.606 0.593*

Toys_and_Games 1.429 0.869 0.856 0.852 0.849 0.840 0.835 0.827*

4.2. Baselines

We compare our model with the state-of-the-art recommendation models including the
NMF [4], LFM [2], SVD++ [5], HFT [29], DeepCoNN [9], D-Attn [7] and NARRE [10].
The NMF, LFM, and SVD++ models ultilized only the rating matirx in the model training
phase, while the DeepCoNN and D-Attn models used only the reviews; the NARRE used
the review texts and incorporated the information on ratings.

4.3. Data Preprocessing

Particularly, the preprocessing task included converting all characters to lowercase, de-
tecting and correcting spelling errors, deleting punctuation marks, stop words and num-
bers. The stop word frequency was set to 0.7. To prevent the long tail effect, the length
and number of reviews covering 80% of users (items) were used in the experiment; every
user (item) retained 12 comments, and every comment retained 200 words. The overall
dataset were randomly divided into training set (80%), validation set (10%) and test set
(10%), and the reviews in the test and validation set were removed.

5. RESULTS ANALYSIS

5.1. Prediction Performance

We use the mean square error (MSE) as the evaluation index of model performance. The
prediction performance of our model and the comparison models are shown in Table 1,
where it can be seen that the proposed model outperformed all the baseline models on all
datasets, which proved the effectiveness of the proposed model. It can be concluded that,
compared with the traditional NMF, LFM, SVD++, and HFT models, the DeepCoNN,
D-Attn, and NARRE models and the proposed model that used the deep learning meth-
ods performed better, demonstrating that the neural networks could extract user prefer-
ences and item features contained in the review texts. Among the models considering re-
views, the prediction errors of the HFT, DeepCoNN, and D-Attn models were larger than
those of the NARRE model and the proposed model. This was expected since the HFT,
DeepCoNN, and D-Attn model integrated all review texts into one document for further
processing, ignoring differences between the reviews. Besides, they did not consider the
rating matrix, so part of the information was lost.

5.2. Attention Mechanism Visualization

To demonstrate the word- and review-level attention mechanisms, the words with a high
word-level attention score are highlighted in Table 2; the words with the highest scores
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Table 2. Visualization of the attention mechanisms

αL = 0.221

A classically-styled and introverted album. The Memory of Trees is a masterpiece

of subtlety . Many of the songs have an endearing shyness to them -

soft piano and a lovely , quiet voice. For certain , The Memory Of Trees is

melodic, romantic and sensuous .

αL = 0.096

I got this album on vinyl when it came out in the 70s. A lot of people didn’t know

about this cd when it came out. This was and still is a great buy. The singing is

priceless .This is a must album with such iconic hits . Seems like they never get
old.

are colored in gray, the middle ones in light gray, and the lowest ones are not colored. A
group of reviews for an item were randomly selected. The review-level attention scores
that indicate the importance of the review are presented on the left side in Table 2.

The results showed that the two attention mechanisms greatly improved model in-
terpretability. In terms of the word-level attention, the trivial pronoun words were ne-
glected by the model and words rich in the features of users or items were considered.
For instance, in Table 2, the conjunction "and" in "For certain, The Memory Of Trees is
melodic, romantic and sensuous." is not colored, which indicates the model considered
it unimportant. On the contrary, "melodic", "romantic" and "sensuous" that describe the
characteristics of the music are marked. With respect to the review-level attention mech-
anism, the scoring alphaL of the first review was higher than those of the other mecha-
nisms, which proves the effectiveness of the proposed attention mechanisms because it
is easy to find that the first review contains more instructive information about the item.
In contrast, only general opinions and irrelevant information can be obtained from the
second review.

6. CONCLUSIONS

This paper proposes a deep learning model DNRDR based on the rating matrix and re-
view texts, which can learn long- and short-distance features of review texts. The pro-
posed model can visualize the learned features by the word-level attention mechanism
and can improve the interpretability of recommender systems by the review-level atten-
tion mechanism. The proposed model is verified by experiments and compared with a
few state-of-the-art models. The experimental results show that the proposed method can
reduce the error of prediction scores. Additional experiments are conducted to demon-
strate that the proposed DNRDR can deal with the cold start problem more effectively
than the related models by fusing the comment text with the ratings rather than using the
rating matrix alone, hence could achieve better recommendation results on e-commerce
websites.
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Abstract. This paper discusses a facial expression recognition model and a de-
scription generation model to build descriptive sentences for images and facial ex-
pressions of people in images. Our study shows that YOLOv5 achieves better re-
sults than a traditional CNN for all emotions on the KDEF dataset. In particular,
the accuracies of the CNN and YOLOv5 models for emotion recognition are 0.853
and 0.938, respectively. A model for generating descriptions for images based on a
merged architecture is proposed using VGG16 with the descriptions encoded over
an LSTM model. YOLOv5 is also used to recognize dominant colors of objects in
the images and correct the color words in the descriptions generated if it is nec-
essary. If the description contains words referring to a person, we recognize the
emotion of the person in the image. Finally, we combine the results of all models to
create sentences that describe the visual content and the human emotions in the im-
ages. Experimental results on the Flickr8k dataset in Vietnamese achieve BLEU-1,
BLEU-2, BLEU-3, BLEU-4 scores of 0.628; 0.425; 0.280; and 0.174, respectively.

Keywords. facial expression recognition, image description, CNN, YOLOv5,
VGG16, LSTM.

1. Introduction

Facial expression recognition (FER) and image description generation (IDG) are impor-
tant tasks in image understanding, connecting computer vision with natural language
processing. Image content can be partially described through objects and their locations.
Huang et al. [1] classify approaches for FER into 2 groups, including conventional FER
and deep learning based approaches. Given an input image, the conventional FER ap-
proach consists of several steps: pre-processing the image to reduce noise (e.g., Gaussian
Filter [2], Bilateral Filter [3]), detecting face and facial components, extracting features
(e.g., Local Directional Pattern [4], Histogram of Oriented Gradients [5]), and classifying
emotions (e.g., Support Vector Machine [6], Naïve Bayes classifier [7]). Li and Deng [8]
report that deep FER consists of several steps including face alignment detectors (e.g.,
Viola-Jones [9], face alignment 3000fps [10]), data augmentation (e.g., rotation, skew,
scaling), face normalization, feature learning, and emotion classification. Several deep
neural network models have been used to learn image features such as Convolutional
Neural Network (CNN) [11,12], the hybrid Convolution - RNN [13], and Generative Ad-

1Corresponding Author: Khang Nhut Lam, Can Tho University, Campus II, 3/2 Street, Can Tho City,
Vietnam; E-mail: lnkhang@ctu.edu.vn.
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versarial Network [14]. Human facial expressions are usually classified into 7 categories
[15]: afraid, angry, disgusted, happy, neutral, sad, and surprised.

Publishing efforts on IDG may be grouped into 3 categories [16,17]: (i) Models rely
on computer vision techniques to identify objects in the input image and extract their
features [18,19]. Features extracted are fed to a Natural Language Generation (NLG)
[20] sub-system. Then, the steps to build a description for the image follow the NLG
architecture. (ii) Models are based on a retrieval system, where the image descriptor is
retrieved from the training dataset. Most of these systems use neural models to extract
image features and linguistic information [21,22]. (iii) A system relies on the generation
architecture to generate new descriptions. First, neural models are used to extract features
of images (e.g., VGGNet [23], Faster R-CNN [24], ResNet [25], and Inception-V3 [26]),
then neural models are used to generate new descriptions [27,28]. For the last category,
there are 2 architectures to generate images captions: inject and merge architectures [29].
In the inject architecture, the vectors of image features and words are combined and fed
into a neural model for generating image captions; whereas in the merge architecture,
the image feature vectors are merged with the final state of the neural model in a mul-
timodal layer. The experiments show that the merge architecture outperforms the inject
architecture.

The more information provided in the descriptive sentences, the image caption
model is better. For example, the image caption “A boy with a happy face in a red shirt
is playing on grass” is more detailed and vivid than the image caption “‘A boy is playing
on the grass”. We have not seen image captioning with emotion recognition. This paper
aims to explore the methods for FER and IDG. If the sentence describing the image con-
tains words or phrases referring to a human, the system will identify the facial expression
and add this emotion to the image description. In other words, the description sentence
describes the content in the image and the facial emotion of the person.

2. Proposed Approach

We first discuss the datasets used and methods to pre-process datasets. Then, we present
approaches to recognize human facial expressions and generate descriptions of images.

2.1. Datasets Pre-processing

The KDEF [15], Flickr8k [30], and Flickr30k[31] datasets are used to train the mod-
els to recognize the human facial expressions and to generate the image descriptions,
respectively. The KDEF dataset comprises 4,900 images of 70 individuals displaying 7
emotional expressions, each of which is viewed from 5 different angles. The dataset is
divided by 70%, 20%, and 10% for training, validation, and test sets, respectively. The
Flickr8k and Flickr30k datasets consist of 8,092 images and 31,783 images, respectively,
each of which has 5 description sentences. Each dataset is divided into 2 parts: 1,000
images for testing, the rest of the images for training.

The description sentences in the Flickr8k dataset are in English. We translate this
dataset to Vietnamese using a pre-trained Transformer model2. The Transformer trans-
lation model was trained on the dataset using 600,000 sentences extracted from TED3.
Then, we pre-process the description sentences by converting sentences to lowercases,
removing special characters and punctuation marks. The Underthesea4 toolkit is used

2https://github.com/pbcquoc/transformer
3https://www.ted.com/
4https://pypi.org/project/underthesea/
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to segment words in the description sentences. The dictionary created consists of 4,028
words. Image descriptions are embedded in terms of vectors based on the position of
words in the dictionary.

2.2. CNN-based and YOLOv5-based FER Models

The CNN model [32] has 3 types of layers, including convolution, pooling, and fully
connected layers. The convolution layer extracts feature maps from input images by using
filters to perform convolution operations. Then, the features extracted are applied non-
linear transfer functions such as ReLU, sigmoid, tanh, and softmax. The pooling layer
reduces the dimensionality of the output of the previous layer by performing a pooling
operation such as max pooling, average pooling, and sum pooling. Finally, the fully con-
nected layer or dense layer is a normal flat feed-forward neural network layer using a
nonlinear activation function to obtain the probability of each class. In this paper, we use
a classic feed-forward CNN to detect facial expressions. The OpenCV library is used to
detect and crop human faces in each image, and then convert face images to grayscale.
The grayscale images are fed to the CNN model using ReLU activation function, average
pooling operation for training FER.

A traditional CNN does not detect and label objects well in real-time. YOLO [33]
is state-of-the-art in real-time detecting objects. YOLOv3 can predict the bounding box
and process the image simultaneously, so it is less time-consuming. The accuracies of
using YOLOv3 for facial expression recognition on JAFFE, RaFD, and CK+ are 98.12%,
97.01%, and 99.72% [34], respectively. Currently, the newest version YOLOv5 com-
prises 3 main components: Cross Stage Partial Network [35] (CSP) backbone (including
CSPRestNext50 and CSPDarknet) for feature extraction, PA-NET [36] neck for feature
aggregation, and Head with YOLO layer for predicting boxes and labels. In our FER
experiment, we use YOLOv5 provided by Ultralytics5.

2.3. Image Description Generation Model

We use the merge architecture to construct descriptions for images [29,37] with the
VGG16 model for extracting image features and the LSTM model for constructing im-
age caption, as presented in Figure 1. In our implementation, we use the library toolkits
supported by TensorFlow.

Figure 1. The image description generation model [29,37]

The VGG16 model extracts image feature vectors of size 4,096, which then are fed
into a dense layer using the ReLU activation function. Description sentences are pre-
processed, segmented, padded, and embedded into vectors. The word embeddings are
fed to the LSTM using ReLU function. The outputs of the dense neural network and the
LSTM have a similar size of 256 and then are concatenated and passed through a Dense
layer using ReLU function with an output space of 256 and the next Dense layer using
the softmax activation function with an output space of the dictionary size of 4,028.

5https://ultralytics.com/yolov5
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If there is a personal noun in the caption generated, we simply pass the human image
into the FER model and add the result of the model to the description generated. A
list of person nouns is constructed manually including {đứa trẻ (kid), người đàn ông
(man, male), cậu bé (boy), thanh niên (adolescent), trẻ em (baby), cô bé (girl), người phụ
nữ (woman, female, lady), chàng trai (boy), ông già (old man), bà già (old woman), em
bé (baby), bé gái (girl)}.

During the experiment, we noticed that sometimes the model did not perform cor-
rectly in determining the color of the object in the image. To solve the problem of color
recognition (CR), from the built-in descriptive sentence, if the sentence contains color
words, we determine the name of the object that needs color recognition. We use the
YOLOv5 model to locate the object, crop the object, and save it as a new image for color
recognition. An object usually has more than one color, we extract the dominant color of
the object following the instructions of Ercolanelli6. When cropping an object out of an
image, the object is usually in the center of the image, so the colors in the four corners
of the image are usually the background colors. Therefore, pixels close to the color of
the four corners of the image are considered the background color and excluded from the
image. Then, a clustering algorithm, the K-means algorithm, is used to group similar pix-
els. The most dominant color of the object is considered the color of that object. Finally,
the K Nearest Neighbors algorithm is used to convert the object color to words in human
language by finding the nearest neighbor color in a large dictionary of colors taken from
the XKCD color survey. The color after identification is replaced with the color of the
previous description. Figure 2 shows an example of generating an image description.

Figure 2. Example of generating an image description

3. Experimental Results

We build the modes in the Google Colab environment with 12GB RAM with GPU.
The FER test set has 490 images with 78 afraid (meaning “sợ hãi”), 83 angry (meaning
“giận dữ”), 71 disgusted (meaning “ghê tởm”), 65 happy (meaning “vui vẻ ”), 66 neutral
(meaning “trung lập”), 64 sad (meaning “buồn bã”), and 63 surprised (meaning “ngạc
nhiên”) emotions. The results of the FER models are presented in Table 1.

6https://github.com/algolia/color-extractor
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Table 1. Recall, precision and F1-score of the FER models

Facial Recall Precision F1-score
emotions CNN YOLOv5 CNN YOLOv5 CNN YOLOv5

Afraid 0.705 0.897 0.785 0.921 0.742 0.908
Angry 0.795 0.939 0.942 0.975 0.862 0.956
Disgusted 0.859 0.901 0.813 0.941 0.835 0.920
Happy 0.953 0.969 0.968 0.984 0.960 0.976
Neutral 0.954 0.984 0.851 0.984 0.899 0.984
Sad 0.812 0.937 0.776 0.845 0.793 0.888
Surprised 0.920 0.952 0.828 0.923 0.871 0.937

The accuracies of the CNN and YOLOv5 models are 0.853 and 0.938, respectively.
YOLOv5 recognizes human facial emotions better and faster than CNN in all emotions.
The happy emotion can be recognized very well; whereas, the afraid emotion might
be mis-recognized as the surprise emotion by both two emotion recognition models.
Next, we evaluate the method for generating image descriptions in Vietnamese. Table 2
presents the BLEU-scores of the image description generation model (the so-called IDG)
and the image description generation model with facial expression recognition (the so-
called IDG with FER). Interestingly, the results show that the Flickr30k dataset, includ-
ing more images and captions than the Flickr8k dataset, does not help achieve better
BLEU scores. Some examples of the image descriptions are shown in Table 3.

Table 2. BLEU-scores of the image description generation models

Dataset Model BLEU-1 BLEU-2 BLEU-3 BLEU-4

Flickr8k
IDG 0.629 0.426 0.281 0.175

IDG with FER 0.628 0.425 0.280 0.174

Flickr30k
IDG 0.616 0.396 0.242 0.136

IDG with FER 0.615 0.396 0.241 0.135

4. Conclusion

We experiment with CNN and YOLOv5 to recognize facial expressions on the KDEF
dataset. The image description generation model integrated with the emotion recognition
model and color recognition model achieves acceptable BLEU scores on the Flickr8k
dataset. The description sentences generated by the current model can describe one per-
son in an image. For future work, we will study approaches that might describe many
people and their emotions in the image. Currently, we are performing experiments us-
ing Inception-V3 and YOLOv5 to extract image features instead of the VGG16 model,
and training the models on different datasets. Besides, the Transformer model [38] or
BERT model [39] will be used to generate description sentences. In addition, we need to
improve the quality of the training dataset by improving the translation model.
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Abstract. A hierarchical multiprocessor system designed to control complex 
production facilities is investigated. It is shown that distributed computing in such 
systems is performed at the strategic, tactical and functional-logical levels. Since 
the control process unfolds in real physical time, in which both digital controllers 
and a control computer operate, when developing software for such systems, the 
problem of estimating the time complexity of control algorithms arises. A matrix 
equation is obtained that describes a closed multi-loop control system, in which 
data asymmetry and pure delays are taken into account. It is shown that time 
delays worsen the characteristics of transient processes during the transition of an 
object to a steady state of operation. A method for soft estimation of time 
complexity is developed, based on the sequential simplification of the semi-
Markov process, represented by the algorithm, with recalculation of its time 
characteristics at each step. It is shown that the method allows one to estimate both 
data distortions and delays in the feedback loops. 

Keywords. Von Neumann controller, multiprocessing, hierarchical level, semi-
Markov process, time interval, recursive procedure 

1. Introduction 

The complexity of the tasks performed implies the complexity of the structure of the 
technical means and the digital control system, which is expediently divided into 
hierarchical levels; strategic, tactical and functional-logical, each of which solves its 
own range of tasks [1-4]. At the top, strategic, hierarchical level, the tasks of deep 
production planning are solved, therefore, artificial intelligence or computer methods 
are used to make decisions at this level. In accordance with the plan, a sequence of 
tasks is formed, which are fed to the tactical level computer. A middle-level computer, 
having received a plan from a strategic computer, divides the general problem into 
tasks that go to the functional-logical level, where feedbacks are closed in fact through 
the actuators, the controlled object and sensors. If the computer division into strategic 
and tactical levels can be carried out virtually (depending on the complexity of the 
planning algorithm), then the division into tactical and functional-logical levels, as a 
rule, is hardware. This is determined by the properties of von Neumann controllers, 
which interpret control algorithms sequentially, operator by operator, which unfolds in 
real physical time [5]. Thus, the digital controller, in addition to the algorithmic 
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implementation of the control law, contributes to delays in the control process, which, 
in turn, affects the quality characteristics of the control system as a whole [6 - 9]. In 
addition to the control loop, the scheduling problem only exacerbates the problem of 
time delays, degrades performance and can lead to a loss of system stability. To 
simulate time delays, one can use the apparatus of the semi-Markov process [10 - 14], 
since each control algorithm processes random data generated at the outputs of the 
sensors and includes decision-making operators at branch points, therefore, when 
interpreting the operator, the operation execution intervals are random. 

2. Configuration of the hierarchical multiprocessor control system 

Structure of hierarchical multiprocessor control system is shown on the figure. 1 [4]. 
 

 

 

Organizing 
computer 

Digital 
controllern 

Digital 
controller1 

 
A

ct
ua

to
rs

 

  
Se

ns
or

s 

  
A

ct
ua

to
rs

 

  
Se

ns
or

s 

  
A

ct
ua

to
rs

 

  
Se

ns
or

s 

Digital 
controllerN 

Object under control 

Strategy-tactics level 

Fu
nc

tio
na

l-l
og

ic
al

 le
ve

l ... ... 

u1 x0,1 un x0,n un x0,N 

v1 x1 vn xn vN xN 

f1 fn fN f0,1 f0,n f0,N 

 
Figure. 1. Flowchart of hierarchical multiprocessor control system 

 
On the flowchart strategy-tactics level is performed by organizing computer, 

whose destination is generating global aim of industry control system functioning, to 
dividing global problem onto local tasks and managing by controllers while solving 
assigned tasks. Every of N digital controllers, forming the functional-logical level, is 
included into � �nk , Nn ��1  control loops, every of which, in turn, includes actuator, 

which provides proper action on a production installation, part of common 
technological process and sensor, which measures production process state. Object 

under control, actuated by control vectors � � � � � � � � � � � � � �� ��tvtvtvt nKnknn ...,,...,,1�v , 

where � is matrix transpose sign, t is the time, which, in turn, is transformed from 

vector � � � � � � � � � � � � � �� ��tututut nKnknn ...,,...,,1�u , calculated by the n-th controller, is 

characterized with state vector � � � �� � � �� � � �� �� ��txtxtxt nKnknn ...,,...,,1�x , whose 

elements values are measured by sensors, which transform � �tnx  to feedback vector 

� � � � � � � � � � � � � �� ��txtxtxt nKnnknnnn ,,0,,,01,,,0,0 ...,,...,,�x . The reference signal vector 

� � � � � � � � � � � � � �� ��tftftft nKnknn ...,,...,,1�f  is transmitted to n-th controller from 
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organizing computer. Organizing computer generates quests on the functional-logical 
level controllers by means of polling procedure, so algorithm, generated quests, is the 
cyclic one. Algorithms, realized in controllers, also are cyclic, they generate quests 
both to peripherals (sensors/actuators), and to organizing computer.  

3. Estimation of time intervals between transactions 

 
Performance of hierarchical multiprocessor control system highly depends of time 
intervals between transactions generated by the Von Neumann computer, for estimation 
of which model of polling procedure, unfolding in time, should be worked out [14 - 16]. 
Data in digital controller are processed according algorithms, which may be described 

as the � �1	N -parallel semi-Markov process  
� � � � � � � �
 �tttt Nn ����� ...,,...,,,~

10� ,                                                                  (1) 

where � �t0�  describes organizing computer operation; � �tn�  describes operation of n-

th, Nn ��1 , controller;  
� �
 �tA nnn h,�� ;                                                                                                 (2) 

� � � � � �
 �nJnjnn aaaA ...,,...,,1�  are states of semi-Markov process � �tn� , which 

simulate algorithm’s operators; � � � � � � � �� �nlnjnnn htt ,�� pgh  is the � � � �nJnJ �  semi-

Markov matrix;  � � � � � �� �� �tgt nlnjn ,�g  is the � � � �nJnJ �  matrix of pure time densities; 

� � � �� �nlnjn p ,�p  is the � � � �nJnJ �  stochastic matrix. 

With use methods, described in [15 - 17] on the semi-Markov process time delays 
between transactions may be obtained. Time delays are laid down at the stage of soft 
design, so, when simulation of the system it is necessary to forecast performance of the 
system, when at the digital controller such-and-such algorithm is realized with such-
and-such time delays between transactions.  

Let us consider n-th part of industrial object under managing of n-th digital 
controller. For simplification of analytical simulation it as more conveniently use 
instead description signal vectors � �tnv , � �tnu , � �tnx , � �tn,0x , � �tnf  their Laplace 

transforms are used, such as: 
� � � �� �tLs nn vV � , � � � �� �tLs nn uU � , � � � �� �tLs nn xX � , 

� � � �� �tLsX nn ,0,0 x� , � � � �� �tLs nn fF � ,                                                                (3) 

where � �...L  is the direct Laplace transform operation, s is the Laplace variable 
(differentiation operator) [18 - 20]. 

Input of vectors � �snF  and � �sn 0,X  elements and output of vector � �sUn  

elements are executed in sequence, so in Von Neumann controller there are time 
intervals between transactions. Delays can be considered as abstract ones, without link 
with any time co-ordinate system. On the controller/object-under-control interface data 
are inputted/outputted with delays, nominated as follows: 

� �sF kn,  is inputted with the lag kfn ,,� , Kk ��1 ; 

� �sX kn ,0,  is inputted with the lag kn ,0,� , Kk ��1 ; 
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� �sUk  is outputted with the lag kun ,,� , Kk ��1 . 

Such approach permits to express operation of the linear system through transfer 
function apparatus. Fully closed loops system is described with matrix equation  
[2, 3] 

� � � � � � � �� � � � � � � �sssssss ncfnfnnnunn FΦNΦEΦNX ���	���
�

,,,
1

,
~

,                  (4) 

in which � �sun,N  and � �sfn,N  are � � � �nKnK �  diagonal matrices, describing data 

skews  when transmitting data from digital controller to actuator and from reference 
signal vector to actuator; � �snΦ  is the matrix of transfer functions, describing n-th part 

of object under control; E is the � � � �nKnK �  unit diagonal matrix; � �scn ,0,Φ  and 

� �scfn ,,Φ  are � � � �nKnK �  matrices of transfer functions, describing data processing 

by digital controller soft; � �snΦ~  is the � � � �nKnK �  matrix of transfer functions, 

describing n-th part of object under control with data lags caused by sequential 
interpretation of control algorithm operators by Von Neumann type controller.  

Matrices, describing delays in the system are as follows [18 - 20]: 

� �

� �

� �

� ��
�
�
�
�
�

�

�

�
�
�
�
�
�

�

�

�

�

�

�

s

s

s

s

Kfn

kfn

fn

fn

,,

,.

1,,

,

exp...0

...

...0

0...exp...0

0...

...

0...exp

�

�

�

N ;                (5) 

� �

� �

� �

� ��
�
�
�
�
�

�

�

�
�
�
�
�
�

�

�

�

�

�

�

s

s

s

s

Kn

kn

n

n

,0,

,0,

1,0,

0,

exp...0

...

...0

0...exp...0

0...

...

0...exp

�

�

�

N ;                  (6) 

� �

� �

� �

� ��
�
�
�
�
�

�

�

�
�
�
�
�
�

�

�

�

�

�

�

s

s

s

s

Kun

kun

un

un

,,

,,

1,,

,

exp...0

...

...0

0...exp...0

0...

...

0...exp

�

�

�

N .                  (7) 

where kfn ,.�  is the lag of appearance of k-th digital data � � � �tf nk  relative to its 

continual counterparts; kn ,0,�  is the lag of appearance of k-th digital data � � � �tx nkn ,,,0  

relative to its continual counterparts; kun ,,�  is the lag of appearance of k-th analogue 

data � � � �tu nk  relative to its digital counterparts. 

Matrix � �snΦ~  describes object under control from interface controller/actuator till 

interface feedback/controller and is as follows:  

� � � � � � � � � � � �ssssss nnnanunn 0,0,,,
~ NΦΦΦNΦ ����� ,                                             (8) 
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where � � � � � �� �� �ss nlnkanan ,,,, ΦΦ �  and � � � �� � � � � �� �� �ss nlnkannlnkn ,,,,,0, ΦΦ �  are 

� � � �nKnK �  diagonal matrices, describing actuators and sensors correspondingly, 

elements of which are as follows: 

� � � � � �
� � � � � � � �

� � � ��
�
�

�

��
��

.when,0

;when,,,
,,, nlnk

nlnks
s nkan

nlnkan                                               (9) 

� � � � � �
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�
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��
��

.when,0

;when,,0,
,,0, nlnk

nlnks
s nkn

nlnkn                                              (10) 

As it follows from (4) complex exponent, characterizing delays are available both 
at the numerator, and at the denominator of closed loop transfer function. Those 
exponents, which are situated at numerator, born data skew at the control system, and 
insignificantly affect on the result of control on the functional-logical level, but may 
substantially affect on the performance of the Strategy-tactics level of the system. 
Those exponents, which are situated at denominator of closed loop transfer function 
directly influence at the quality characteristics of control, such as transient time, 
overshooting, and stability.  

As for a simulation of strategy-tactics level, approach to modeling highly depends 
on the on the problems, solving by organizing computer. If it fully controls the 
operation of object through digital controllers, to simulation of it method, described 
above may be applied. If its function is the supervision of the process, then theory of 
relay-races may be used for it simulation [21]. 

4. Example 

As an example, control of object with cross links, shown on the fig. 2, was considered. 
Feedback signals in the system are generated with inertia-less sensors, which measures 

state vector � � � � � �� ��sXsXs 21 ,�X . In the system proportional unit feedback is 

realized, namely � � � � � �sss XFU �� .  

 
 Ф11(s) 

Ф21(s) 

Ф12(s) 

Ф22(s) 

X1(s) 

X2(s) 

U1(s) 

U2(s) 

 
Figure. 2. Object under control 

 
Transfer functions, defining object under control dynamics, are as follows: 

� � � �
13,002,0

5
22211

		
����

ss
ss ; � � � �

115,0

1
2112 	

����
s

ss . 

System responses on standard control action � � � � � �� �� ��,15,0,11 ttLs ���F , where � �t1  

is the Heaviside function, are shown on the figure 3: 
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Figure 3 a displays plots, when controller is the analogue one, and there are no 
delays at all, the closed loop system is stable, its overshooting does not exceed 15%,  
the regulation time is less than 1 s.; 

Figure 3 b displays plots, when dispatching is carried out by organizing computer, 
delays of signals   are equal to 0,01 s, delays of signals   are equal to 0,015 s, data skew 
is absent. In this case overshooting increases till 25%, regulation time increases till 2 s., 
and it is necessary to complicate control algorithm to return to parameters, shown on 
the figure. 3 a. 

Figure 3 c displays plots, when delays are similar with delays on the figure. 3 b, but 
at the sacrifice of data skew, being equal to 0,01 s, on the plot of  x2 drawdown 
emerging. That is additional destabilizing factor, which should be avoided with the 
control algorithm. 

Figure 3 d displays plots, when control algorithm is realized on a single controller. 
In this case delays increase till 0,015 and 0,02 s, respectively, and system is on the 
border of stability. 
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c d 

 
Figure. 3. Reaction of the system on the Heaviside function 

5. Conclusion 

As a result, a simple engineering method for estimating temporal characteristics is 
proposed. It is shown, that system hierarchical configuration permits to unload 
controllers from dispatching functions. It also reduces control loop latency and 
improves system performance. Using by designers the formula of closed loop system 
transfer function and the simplified method of time intervals estimation permit to 
forecast system properties on the configuration system working out stage. From this it 
follows that the time for preliminary debugging of the system will be reduced. 

Further investigations in the domain may be directed to working out the model of 
interaction between organizing computer and controllers in time domain and methods. 
Second direction of investigation development is forming a genetic algorithm, which 
ensures guaranteed predetermined hierarchical digital control system performance. The 
reported study was funded by RFBR, project number 19-38-90066. 
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Abstract. After being introduced to approximate two-dimensional geographical 
surfaces in 1971, the multivariate radial basis functions (RBFs) have been receiving 
a great amount of attention from scientists and engineers. In 1987 the idea was 
extended into the construction of neural networks corresponding to the beginning of 
the era of artificial intelligence, forming what is now called ‘Radial Basis Function 
Neural Networks (RBFNs)’. Ever since, RBFNs have been developed and applied 
to a wide variety of problems; approximation, interpolation, classification, 
prediction, in nowadays science, engineering, and medicine. This also includes 
numerically solving partial differential equations (PDEs), another essential branch 
of RBFNs under the name of the ‘Meshfree/Meshless’ method. Amongst many, the 
so-called ‘Multiquadric (MQ)’ is known as one of the mostly-used forms of RBFs 
and yet only a couple of its versions have been extensively studied. This study aims 
to extend the idea toward more general forms of MQ. At the same time, the key 
factor playing a very crucial role for MQ called ‘shape parameter’ (where selecting 
a reliable one remains an open problem until now) is also under investigation. The 
scheme was applied to tackle the problem of function recovery as well as an 
approximation of its derivatives using six forms of MQ with two choices of the 
variable shape parameter. The numerical results obtained in this study shall provide 
useful information on selecting both a suitable form of MQ and a reliable choice of 
MQ-shape for further applications in general. 

Keywords. Generalized-Multiquadric, Radial Basis Function Neural Networks 
(RBFNs), Variable Shape Parameters,  Function Recovery 

1. Introduction 

Radial Basis Functions (RBFs),� , are commonly found as multivariate functions 

whose values are dependent only on the distance from the origin. This means that 
( ) ( )r� �� �x  with n�x n  and r� , or, in other words, on the distance from a point 

of a given set � �jx , and ( ) ( )j jr� �� � �x x . Here, jr  is the Euclidean distance.  As 

illustrated in Figure 1, RBF networks (RBFNs) broadly consist of three layers;  1) Input 
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layer – This layer is for independent variables to be imported with their corresponding 
values. 2) Hidden layer – This is where all the imported data is subjected to the 
constraints of each neuron. 3) Output later – This layer summaries in a linear combination 
manner the semi-output variables with their associated weights (w1, w2, ..., wm) 
obtained from the previous layer. 
 

The very first problem of interpolation in multidimensional space that was 
approached by the concept of RBFNs is that documented by Powel [1]. This kind of 
problem requires as many centres as data points making it challenging for convectional 
interpolation schemes. With the capability of generating any non-linear mappings 
between stimulus and response, RBFNs have been developed and applied in a wide range 
of applications from machine learning to solving partial differential equations (PDE) [2]. 
Until nowadays, it can be summarized in general that researches on RBFNs are grouped 
into three branches [3]: i) kernels formation and development, ii) learning mechanism or 
weight optimization and judgments, and iii) the areas of application, of which the detail 
shall be provided below. 

 

 
Figure 1. Typical structure of RBFNs.  

 
 
Some successful applications are the approximation of function in 1-D and 2-D 

using polynomial with RBFNs [4], the solution to regulator equations based on a class 
of RBFNs [5],the use of DE- RBFNs for classifying weblog dataset [6], the use of  
RBFNs optimization for support vector machine classifiers [7], the application of 
Hermite collocation scheme for coupled PDEs [8], and the application of the modified 
MQ-RBFNs [9]. 

In all aspects of the application of  RBFNs mentioned so far, searching for a suitable 
and reliable choice of a shape parameter, embedded in most RBF forms, still remains a 
great challenge. In this work, we numerically investigate the effectiveness of two 
recently proposed choices in a variable manner of the parameter as well as focus on a 
wider range of versions of multiquadric basis function, called ‘generalized MQ’. One 
and two-dimensional problems are tackled; both the functions themselves and their 
derivatives. This work is organised as follows. Section 2 provides a short mathematical 
derivation of the RBFNs before the detail of generalized MQ is provided in section 3 
with the two versions of variable shape. Section 4 then demonstrates the main results of 
the experiment before all the crucial findings are listed in section 5.  
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2. Function Approximation by RBFNs 

It starts with considering the interpolation of a multivariate function :f � 	 , where

n� 
 n , from a set of sample values � �� �
1

N

j j
f

�
x  on a discrete set � �

1
X=

N

j j�

 �x  (later 

referred to as ‘centres’). These multivariate functions can well be reproduced if 
appropriate linear combinations of univariate interpolation functions with the Euclidean 

norm
2

 are used. This process can be carried out using translates � �j� �x x  of a 

continuous real-valued function �  defined on , and by letting �  be radially 
symmetric; i.e., 

� � � �2
: �� �x x               (1) 

with a continuous function �  on 0
�
0
� . In general science and engineering literature, �  

is often called a radial basis function with centres � �
1

N

j j�
x  and �  is the associated 

kernel. 

Interpolants F  to f  can be constructed as. 

� �2
1

( )
N

j j
j

F a �
�

� ��x x x              (2) 

with real coefficients, � �
1

N

j j
a

�
 which can be determined by the following interpolating 

condition. 

( ) ( ),i iF f�x x               (3) 

for all 1, 2, ..., .i N�  and it leads to the following form.  

� �2
1

( ) ( ) ,
N

i i j i j
j

f F a �
�

� � ��x x x x 1 i N� � ,           (4) 

Hence, what comes next is a system of linear equations with � �
1

N

j j
a

�
being the 

unknowns, expressed as follows.  

�φα f                (5) 

where ij N N
�

�
� �� � �φ  , � �1, ,

T
Na a�α �,

T
Na, N , and � � � �1 , ,

T
Nf f� � �� �f x x� �f � �Nf, � �Nf, �f �f, . The existence of 

the above system depends highly on the choice of RBF being used (will be more 
discussed later). Once the coefficient matrix is obtained, the solution calculation process 
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can then proceed as follows. For unknown locations � �
ˆ

1
ˆ ˆX=

N

j j�

 �x  and ˆX X=�� , the 

approximate values of the corresponding function � �ˆ ˆ jf x  can be carried out using the 

expression below.  

� � � �2
1

ˆ ˆ ˆ ˆ( ) ,
N

j j j j i
i

f F a � �
�

� � ��x x x x             (6) 

for all ˆ1,2,...,j N� . Note that the shape parameter �  is added to the equation above to 

emphasize the objective of this work which deals with the effect of this crucial parameter 
when the popular multiquadric RBF is utilized.  

This similar assumption of approximation using RBFNs can be extended to the 
approximation of the n -order of function’s derivative, provided that the basis function 
is also n -order differentiable. It is done via the following relation.  

� � � �
( ) ( ) ( )

2
1

ˆ ˆ ˆ ˆ( ) ,
n n nN

j j j j i
ik k k

f F a
x x x

� �
�

� � �� � � �� � �� �� �� � ��x x x x           (7) 

The next section provides all components used and addressed in this investigation 
before some demonstrating 1D and 2D numerical tests are carried out in section 4. 

3. Generalized MQ and It’s Shape Choices 

The main focus of this work is on one of the popular form of basis function known as 
‘multiquadric (MQ)’ in its generalized form defined as follows.  

� � � �2 2 2 2 2( , ) ( ) ( )j j j jx y r x x y y
� �

� � �� � � � � � �          (8) 

where ..., 3 / 2, 1/ 2,1/ 2,3 / 2,...� � � � . These values give direct effect on the singularity 

of the interpolation matrix and, unavoidably, the effectiveness of the methods’ 
performance. Different values yield different shape curves depicted in Figure 2 (a).  

 
 

 
Figure 2.(a) Generalized MQ with six values of 's� , (b) distribution of centres, and (c) two-dimensional 

test function. 
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One crucial factor affecting the method’s performance is the shape parameter. 
Choices available in literature can be categorized into three forms; constant/fixed, 
variable, and iterative-based. This work focuses on two nonlinear-variable shape 
strategies (illustrated in Figures 3(a)-3(b)).  

� Strategy-1 (Stg-1): by Nojavan et.al. (2017) [10], defined as.  

1
min max min( ( )exp( ))j c c c j� �� � � �             (9) 

� Strategy-2 (Stg-2): by Xiang et.al. (2012) [11], defined as.  

min max min( )sin( )j c c c j� � � �            (10) 

with 1,2,..., .j N�  Apart from these chosen forms of shape selection strategies, those 

nicely documented in [12] and [13] are also hightly recommented for interested readers.  
 

 

Figure 3. Multiquadrics’ shape determining strategies; (a) Stg-1, and (b) Stg-2 both using min 1 / ,c N�  

max 3 / ,c N� and  30N � . 

4. Numerical Experiments and Results 

Results obtained from each case are evaluated using the mean absolute error norms 
defined as follows. 

ˆ
.

1

1
( , ) ( , )

ˆ

N
exact approx
i i

i
Mean Absolute Error u x y u x y

N �

 !
� �" #

$ %
�                                            (11) 

To cover all subcases involved, a great number of simulations were performed on a 
machine with Windows 10 (64bit), Intel Corei7-11800H CPU (2.30GHz ,26MB L3 4.60 
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GHz), 32 GB DDR4 3200MHz. Two main cases are under investigation and presented 
here. 

4.1. One-Dimensional Case 

The first case deals with the approximation of a function in one dimension expressed 
below. 

3

( ) cos(2 )xf x e x� �                                                 (12) 

To compare the overall accuracy, those shape values stated in the work of Maggie 
[14] were also tested. The total of 25 nodes uniformly distributed over a 1 1x� � �
domain was considered where the function’s values at 17 equally-spaced nodes were 
numerically approximated. The results were obtained from all six forms of MQ with two 
variable shapes (Stg-1 and Stg-2) together with fixed values are presented in Table 1. It 
can be shown in the table that all cases performed reasonably well with not much of a 
significant difference. One interesting finding worth mentioning is that those values 
obtained by using a fixed value were found the best ones. This might be attributed to the 
fact that Maggie [14] had actually performed a tremendous amount of experiments to 
find the best value of shape before utilizing that value for the actual experiment. 
 
 
Table 1. Mean absolute errors measured for approximation of the function and its derivative for all forms of 
generalized MQ when using different variable shape forms (compared with a fixed form from literature). 

 

 

4.2. Two-Dimensional Case 

A more complex problem is now visited and a two-dimensional function is addressed, 
defined as follows.  

( , ) cos( ) sin( )f x y y x�             (13) 

This is defined on a � � � �0,4 0,4& &� domain where the corresponding centres 

distribution is depicted in Figure 2(b), and its surface is being visualized in Figure 2(c). 
To focus on the two main variable shape strategies, the ones from the literature are 
omitted here. Five densities of centres were tested for each strategy to observe the overall 

Type Shape  2.50� �  1.99� �  1.03� �  0.50� �  0.50� � �  1.00� � �  

 

( )f x  

Stg-1 28.70E-05 12.00E-04 71.60E-05 27.00E-04 11.66E-05 40.57E-05 

Stg-2 61.07E-07 15.18E-06 42.77E-06 48.52E-06 42.48E-05 16.00E-04 

Maggie [14] 16.00E-04 16.00E-04 59.44E-05 89.55E-06 74.68E-07 54.15E-07 
 

( )f x'
 

Stg-1 22.00E-04 70.00E-04 35.00E-04 81.00E-04 12.00E-04 30.00E-04 

Stg-2 29.36E-05 71.61E-05 20.00E-04 23.00E-04 17.80E-03 66.00E-03 

Maggie [14] 33.00E-04 86.00E-04 20.00E-04 21.20E-05 10.05E-05 91.73E-06 
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behavior of the variable when dealing with larger sizes of datasets. The set of 17 17�
equally-spaced is used for the target locations for approximation. As depicted in Figures 
4-5-6, all three forms; the function itself, its x -direction derivative, and its y -direction 

derivative, reveal the same trends of accuracy. Those functions’ approximation produced 
by shape strategy 1 (or Stg-1) is found to be highly sensitive to the increase in centres 
( )N  while Stg-2 is not. This could be attributed to the fact that Stg-1 is in an exponential 

curve where it can easily be affected by the pre-judged values of minC and maxC , whose 

values depend on N . The best accuracy is found for Stg-1 when 0.50� � � and 225N � are 
used where the comparatively worst results are revealed when 2.50� � and 625N � are 
used, see Figures 4(a), 5(a), and 6(a). The opposite scenario is found in the use of Stg-2 
where 2.50� � is clearly seen to outperform the rest for all three targeted function forms, 
see Figures 4(b), 5(b), and 6(b). As can be anticipated, Stg-2 produces better solutions, 
for all values of 's� , when more supporting centres are involved, indicating the benefits 
one can achieve when deploying the strategy for larger datasets. It can also be seen from 
these same figures that the fastest reduction in error is obtained from 2.50� �   whereas 
the slowest one is from 1.00� � � .  

 
Figure 4. Mean absolute errors measured at different numbers of centres for approximation of 

( , )f x y  ; (a) using Stg-1, and (b) using Stg-2.  

 
Figure 5. Mean absolute errors measured at different numbers of centres for approximation of 

/f x� �  ; (a) using Stg-1, and (b) using Stg-2.  
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Figure 6. Mean absolute errors measured at different numbers of centres for approximation of 

/f y� �  ; (a) using Stg-1, and (b) using Stg-2.  

 

5. Conclusions 

Emerging as an alternative numerical tool for approximating and recoverying functions 
and  their derivatives, multiquadric radial basis function neural networks (MQ-RBFNs) 
are under investigation in this work. Six generalized forms of MQ were numerically 
applied using two popular choices of shape parameters. It was found that the exponential 
variable shape (Stg-1) is highly sensitive to the number of centres for all forms of MQ 
used. On the other hand, the trigonometric variable shape (Stg-2) provides a monotone 
of reduction in errors with the increase of centres indicating a more reliable aspect for 
larger datasets. With the effectiveness in approximating derivatives of a function being 
also under the study, Stg-2 is seen promising with a great level of accuracy when the 

form  � �5/22 2r� �  of MQ is used. This could well have a great effect in the era of solving 

partial differential equations which shall remain one of our future investigations.  
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Based on Attention Model 
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Jiangmen, China 

Abstract. As the largest number of fasteners on power distribution network, bolts 
are the cornerstone of ensuring the safety and reliability of power system. 
However, pin losting, nut losting, nut loosening, and rusting can cause damage to 
power system and even cause terrible accidents. In order to solve the problem that 
the large number of bolt defects causes traditional manual identification to be 
difficult and inefficient, this paper proposes a bolt defect identification algorithm 
based on attention models. The method in this paper improves the traditional deep 
residual network ResNet network, adds a channel attention mechanism to obtain 
key channel features, and uses random flipping, translation and other data augment 
methods to expand the bolt defect dataset. The experimental results show that 
compared with the traditional model, the improved model can more accurately 
identify different types of bolt defect images, and the mAP on the testing set 
reaches 85.9%, which verifies the feasibility and reliability of the ATT-ResNet50 
model in bolt defect recognition. The method proposed in this paper has high 
recognition accuracy, realizes the intelligent recognition of common bolt defects. 

Keywords. Attention Mechanism, Deep Residual Network, Data Augment, Bolt 
Defect Recognition 

1. Introduction 

As the most basic fastener of power distribution network, bolts produce an essential 

effect on the deployment of power grids. Affected by a variety of external factors such 

as the environment, the connecting bolts of the components are caused to produce 

defects, which in turn will affect the safe connection between the various components 

of the power distribution network, and cause safety risks to the power system [1,2]. Pin 

losting, nut losting, nut loosening and rusting are the four most common types of 

defects in bolts. These defects may cause loose connection of power system 

components, which not only increases the loss of power system, but also presents the 

safety hazards of components falling even terrible grid accident [3]. 

In recent years, for the sake of raising the inspection efficiency of power distribution 

network, drone inspection technology has been widely used. Regarding the external 

defects of power grid equipment, drones with data acquisition devices can quickly 

obtain a large number of pictures and then corresponding defects will be found 
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manually. In this process, faced with a large amount of image data, even if it is 

annotated by professionals with rich experience, its efficiency is very low. For this 

reason, it has great significance to study an accurate and effective defect recognition 

technique for common bolt defects. 

Traditional power component and defect recognition methods mainly focus on the 

design of manual features. For example, after image preprocessing with the help of 

image enhancement and denoising methods, Harr features, moment invariants, color 

space and other features are combined with support vector machines, level combined 

with Adaboost and other algorithms to realize the identification of anti-vibration 

hammers, insulators and other electrical components and corresponding defects [4,5]. 

In addition to requiring a wealth of professional knowledge support, such methods 

often only work for a specific category and have poor scalability. Nowadays, deep 

learning technology has made long-term development, it has been widely employed in 

all aspects of life. In the meantime, the recognition algorithm based on deep 

convolutional neural networks has also solved a lot of  defect recognition problems and 

achieved many results [6]. However, its research on the identification of bolt defects is 

relatively insufficient. The paper [7] uses the traditional object detection algorithm to 

detect the bolts of the transmission line, by constructing the transmission line 

inspection image dataset, extracting the HOG features of the bolts, using the SVM 

classifier to classify, realizes the identification of the bolts in the inspection image, but 

this method only simple identification of the bolt target is carried out, for the more 

important bolt defect identification work, further in-depth analysis and research are 

lacking. In reference to the problem of sample imbalance, the paper [8] introduced 

auxiliary data and proposed a RetinaNet-based method for identifying missing and 

loosening bolts of power system, which achieved better performance results, but the 

types of bolt defects were relatively single. 

In view of the problems above, this paper adds an attention module to the ResNet 

so as to weight different channels more effectively and obtain more key feature 

channels. At the same time, considering that it is short of training sample of bolt defect 

dataset which will cause a risk of residual network overfitting. This paper uses a data 

augment strategy to expand the training dataset, and sets up experiments to discuss the 

impact of increased data on the accuracy of defects. The results show that adding an 

appropriate amount of data can notably promote the recognition accuracy of the model. 

2. Deep Convolutional Neural Network Model and Attention Mechanism 

2.1 Deep Convolutional Neural Network 

In the 2012 ILSVRC image classification competition, KRIZHEVSKY et al. proposed 

AlexNet [9], a classic deep convolutional neural network model. Compared with the 

shallow convolutional neural network model, AlexNet obtains a significant 

improvement in performance, and the deep network model has a greater advantage than 

the shallow network model. The VGG16 [10] network and GoogleNet [11] network 

constantly refresh the accuracy of the ILSVRC competition. From LeNet [12], AlexNet 

to VGG16 and GoogleNet, the number of layers of convolutional neural networks is 

constantly increasing. With the deepening of the number of network layers, the amount 

of data and the amount of computing are also increasing sharply. The mathematical 

expression of the convolution module is shown in Equation (1): 
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Among them, x is the input, w is the size of the convolution kernel and w ∈ �	×
, 

x ∈ ��×� ,t=1,2,…,n-m+1. The outstanding contribution of convolution lies in that it 

can cut down unnecessary weight connections, introduce sparse or partial links, and the 

weight sharing strategy brought about greatly reduces the amount of parameters, 

relatively increases the amount of data, so as to avoid overfitting [13]. What's more, 

owing to the translation invariance of the convolution, the characteristics learned 

possess topological robustness and symmetry. 

2.2 ResNet Network 

As one of the classic models in the field of deep learning, ResNet [14] has surpassed 

VGG in image classification problems and has become the basic feature extraction 

network in most visual fields. ResNet introduces the residual element, which makes it 

not only compress the parameters, but also add a direct channel in the network to 

further improve the ability of feature learning [15]. Different from the early network, 

its features such as fewer parameters, deep layers and excellent classification and 

recognition effects make it still one of the more classic and useful networks so far. The 

residual module of the network model based on the SE module is shown in Figure 1. 

 

 

Figure 1 The framework of deep residual network for bolt defect recognition based on attention 
mechanism 

2.3 Attention Mechanism 

There are two major kinds of common attention mechanisms, one kind is spatial 

attention, such as spatial transformer network, the other is channel attention, for 

instance BAM [16] and SE module(Squeeze-and-Excitation Networks) [17]. In general, 

the key task of channel attention is to explore discriminative feature. As one of the 

classic channel attention, SE module is able to transform the response of the channel 

feature by finding the correlation between different channels [18]. Compared with the 

traditional neural network, this method cuts down the number of calculation to a great 

extent. The key purpose of spatial attention is to learn detailed features as much as 

possible. The STN(spatial transformer network) explicitly allows spatial operations on 

data and allows data to be processed to enhance the geometric invariance of the model. 

Besides, it is able to be  inserted into any existing convolutional model and only a few 

modifications are required. 
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The advantage of attention mechanism is that it is able to distribute different weights 

to distinct parts of the input so as to help the network obtain as much key information 

as possible. What is more, it doesn't need additional calculations. Generally speaking, 

we can divide attention into hard attention and soft attention. Among them, soft 

attention  tends to focus on spaces as well as channels. There are some difference 

between hard attention and soft attention, for example hard attention focuses more on 

stochastic prediction and tends to emphasizes the dynamic variations of the model. 

Consequently, it is hard to apply end-to-end ways to train hard attention and the most 

commonly used method is reinforcement learning. 

In this study, for the sake of obtaining as many discriminant features as possible, we 

apply the channel attention mechanism. Among them, the SE module is a classic 

channel attention method. It finds the relationship between channels to freely Adapt to 

change the channel characteristic response. Compare with the traditional neural 

network, the core idea of SE module lies in learning the feature weight according to 

loss through the network, so as to train the model in a way that the weight of effective 

feature map is large when the weight of ineffective feature map is small, so as to reach 

better results. Although the process of embedding SE module into some original 

classification networks inevitably brings a small amount of parameters and 

computation, it is acceptable. 

By means of modeling the interdependencies among the feature channels, SE 

module is able to ameliorate the representation of the network [19]. Furthermore, Se 

module can be divided into three parts: squeeze, excitation, and relabeling [20]. First, 

perform squeeze operation on the feature map calculated by convolution to get the 

global feature of each channel, then perform extraction operation on the global feature 

to get the relationship and weight of each channel, and finally use the channel weight to 

multiply the original image so that the final feature distribution of the feature map is 

obtained. The schematic diagram of the SE block is shown in Figure 2. 

 

 

Figure 2 The schematic diagram of the SE block 

 

During squeeze operation, global average pooling is adapted to average all 

information on a channel to obtain the global features on the channel, which solves the 

problem of small receptive fields in the CNN network. The calculation method is 

shown in Equation (2): 

�� = �	����� = �

×�
∑ ∑ ��(�, �)�

���

���                                                                 (2) 

Among them, uc(i,j) represents a pixel in the image, W and H represent the width 

and height of the image respectively. Moreover, squeeze operation sums all the pixel 

values and takes the average value. 

Excitation operation requires the relationship of information in each channel, which 

represents as Equation (3). It takes two fully connected bottleneck structure, among 

them, �� ∈ ��

�
×�

, �� ∈ ��

�
×�

, r is a hyperparameter, σ  and δ  are two activation 
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functions. After calculation, the image features compressed by Equation (3) can be 

extracted. 

� = �����,�� = σ����,��� = σ(��δ(��, �))                                                      (3) 

Finally, use the learned weight parameters to multiply each channel feature 

calculated by the original convolutional network to calculate the output of SENet, as 

shown in Equation (4): 

	� = �	������� , �� = �� ∙ ��                                                                                           (4) 

Among them, uc represents the feature image of each channel calculated by the 

formula and sc represents the weight of the channel, which is multiplied to obtain the 

fused image information. 

2.4 Application of attention mechanism in the model 

The attention mechanism can improve the network's ability to extract regions of 

interest, and it can also improve the accuracy of network recognition. This paper 

proposes to add an attention module to the ResNet classic network, and to improve the 

model parameters, and finally form a network structure suitable for bolt defect 

recognition task ATT-ResNet50. The core of ResNet50 based on the attention 

mechanism is the attention layer framed by the dashed line inside the model. The 

network with the attention module has more powerful feature extraction capabilities. In 

the meantime, the depth advantage of the ResNet network layer makes the effect more 

significant [21]. 

3. Experimental results and analysis 

3.1 Dataset 

This paper uses the bolt defect dataset to evaluate the proposed model. The bolt defect 

pictures are all intercepted from samples taken by drone line inspections. After data 

cleaning and careful data selection, the data set that can be used in this experiment is 

sorted out. There are four types of data samples, a total of 2000, and the training set 

and tesing set are divided according to the ratio of 7:3. Among them, there are 500 

pictures of pin losting, nut losting, nut loosening and rusting respectively. These four 

kinds of pictures are put respectively in distinct folders and labeled 0-3. The 

experimental dataset without data augment is shown in Figure 3. 

 
Figure 3 Bolt defect dataset 
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3.2 Experimental details 

The experiment in this paper is implemented using the PyTorch framework, and a 

single NVIDIA Geforce GTX Titan X GPU is used to train and test the method in this 

paper. First, build the AlexNet, VGG and ResNet networks, and then load the pre-

trained AlexNet, VGG and ResNet50 model weight files, freeze the feature extraction 

layer, and remove the global average pooling layer and FC layer of the original 

network. The channel attention module layer is embedded in the model to make the 

features obtain different weights, and then a new global average pooling layer and FC 

layer are added to facilitate subsequent model training [22]. Before training, the 

learning rate is set to 0.001, the dropout rate is set to 0.5. Moreover, we apply SGD [23] 

algorithm to update the parameters of model. 

3.3 Influence and analysis of attention mechanism on experimental results 

For the sake of fully validating the performance of the improved model method 

proposed in this study, the bolt defect dataset is respectively carried out on AlexNet, 

VGG, ResNet and the above-mentioned network with the attention mechanism to 

perform identification experiments, and the results are recorded in table 1, which shows 

the precision comparison between the network models. As we can see from the table, 

compared to AlexNet and VGG16, ResNet50 is the most effective basic network, and it 

can achieve a mAP of 82.2% on the bolt defect dataset. After introducing attention 

mechanism, the recognition effects of these three models have achieved obvious results, 

and the improvement is the most obvious on the ResNet50 model, not only the mAP is 

maximized, but the AP of each category is higher, which proves that adding channel 

attention can effectively ameliorate the recognition effect of the model on the bolt 

defect dataset. 

 
Table 1 Comparison of bolt defect recognition on differ-
ent models 

models 0 1 2 3 mAP 

AlexNet 76.3 76.7 74.4 80.5 77.0 

ATT-AlexNet 77.1 76.1 74.8 81.0 77.3 

VGG16 78.3 77.9 76.0 81.7 78.5 

ATT-VGG16 80.5 79.2 76.7 82.3 79.7 

ResNet50 82.6 83.0 78.4 84.8 82.2 

ATT-ResNet50 84.4 85.3 80.3 85.5 83.9 

 
 

Table 2 The relationship between AP and the 
number of training set 

Number of

training set 
0 1 2 3 mAP 

1*1400  84.4 85.3 80.3 85.5 83.9 

2*1400 85.6 86.6 81.7 86.5 85.1 

3*1400 85.9 87.1 82.3 87.1 85.6 

4*1400 86.2 87.3 82.2 87.8 85.9 

5*1400 85.4 86.6 81.5 86.4 85.0 

6*1400 84.2 85.0 79.8 85.2 83.6 

 

3.4 Quantitative experiments and analysis of data augment 

In order to analyze the influence of data augment on the test results, under the original 

parameter settings, for the ATT-ResNet50 model, different multiples of data samples 

are added to the original bolt defect dataset for model training, and the same batch of 

testing set is used to perform model testing. The model is tested and the results 
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obtained are shown in the table below. From the results in Table 2, it can be seen that 

after adding different multiples of training data, the model can learn more features 

during the training process, and there is a significant improvement on mAP from 83.9% 

to 85.9%. Therefore, when the number of training samples is insufficient to support 

deep learning defect recognition, the generalization ability of the model can be 

improved by adding the number of training samples. Furthermore, if the number of 

training samples reaches four times the original training samples, the mAP reaches the 

maximum value of 85.9%. However, if the number of training samples is further 

increased, when the number of training samples reaches five times or more, the mAP 

will drop sharply. 

4. Conclusion and Future Work 

Considering that traditional manual identification of common bolt defects on power 

fittings is consuming with long time as well as labor, and misdetection often occurs, 

this paper puts forward a bolt defect identification algorithm based on attention model. 

By improving the traditional deep residual network ResNet50 and adding a channel 

attention mechanism to obtain key channel features, the effective improvement of 

defect recognition rate has been realized, which provides a theoretical basis for 

intelligent defect recognition in the future. In addition, considering that there are fewer 

samples of bolt defects in reality and the high cost of collection, this paper uses data 

augment to assist the training of the model, and uses experiments to verify that an 

appropriate raise of training samples is conducive to improve the generalization ability. 

In the future, we would like to expand the current bolt defect data samples and 

types, and take more effective ways to further improve the model. 
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Diagnosis Based on Convolution Neural

Network
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Abstract. Advanced technologies of Sensorics and Internet of Things (IoT) enable
real-time data analytics based on multiple sensors covering the target industrial pro-
duction system and its manufacturing processes. The rolling bearings fault diag-
nosis is one of the most urgent problems and can be solved by using convolution
neural networks and edge artificial intelligence (edge AI) devices. The limitations
of the hardware platform must be taken into account to achieve maximum perfor-
mance. In this paper, we analyze efficient CNN architecture for bearings fault diag-
nosis that is able to process data in real-time on edge AI devices. We observe that
the accuracy of the proposed CNN is unsatisfactory for practical use, and better
accuracy is possible with increasing the number of bearings in the training dataset.

Keywords. Fault diagnosis, convolutional neural network, edge computing,
vibration diagnostics, bearing fault diagnosis, edge AI

Introduction

Continuous condition monitoring of industrial equipment enables early detection of mal-
functions of machinery and its units, thus increasing the efficiency of staff scheduling,
reducing costs, and preventing accidents. In this work, we extend our previous study on
applying neural network data analysis to diagnose industrial rotary machinery failures
using edge artificial intelligence (edge AI) devices [1]. We focus on the rolling bear-
ings fault diagnosis, as an important practical problem. Up to 40% of rotary machinery
failures caused by bearings faults [2]. There are many studies aimed to the problem of
bearings fault diagnosis and a number of datasets have been collected for training and
evaluating machine learning and deep learning models [3].

In order to increase the autonomy of the monitoring system and reduce the data traf-
fic, it is preferable to analyze the data near the place of its acquisition in accordance with
the edge computing paradigm. When building an industrial monitoring system, placing
high-performance servers near the monitored equipment is usually difficult due to severe
operating conditions, such as a wide range of temperatures, dust, and vibration. In such
conditions, it is preferable to use compact, low-power devices.
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The balance between the computational complexity of the applied data processing
methods and the performance of the used devices should provide real-time analysis, since
equipment malfunctions must be detected immediately. Recently, among edge computing
devices, the neural network accelerators – edge artificial intelligence (edge AI) devices
– have been developed, optimized for intelligent data processing with neural networks
usage [4]. At the same time, there has been great progress in the use of neural networks
for rolling bearings fault diagnosis [3]. In this paper, we combine these two research
directions to assess the practical applicability of existing solutions. Our contribution is
the following.

• We propose a CNN architecture that addresses the hardware limitations of the
edge AI device and ensures efficient use of hardware resources.

• We evaluate the proposed CNN accuracy in accordance with a protocol close to
the conditions of a real industrial monitoring system deployment.

• We evaluate the performance of the proposed CNN on the low-capacity edge AI
device and show that can perform real-time sensory data analysis in industrial
monitoring tasks.

The rest of the paper is organized as follows. Section 1 considers existing approaches
to rotating machinery fault diagnosis and edge neural network computing applications.
Section 2 describes our solution to the bearing fault diagnosis using the edge AI device,
as well as introduces the dataset and data preprocessing technique. Section 3 shows the
results of our experiments. Finally, Section 4 summarizes this study.

1. Related work

1.1. Condition monitoring and bearing fault diagnosis

Bearing defects can be diagnosed using frequency spectral analysis, based on bearings
characteristic fault frequencies, which are related to the defect type, bearing geometry
and operating mode through a well-defined mechanical model. However, this method re-
quires human expert to make a decision. Machine learning (ML) and deep learning (DL)
techniques have been explored to automate bearing diagnostics and enable continuous
condition monitoring (CM). The ML includes such methods as artificial neural networks
(ANN), principal component analysis (PCA), k-nearest neighbors (k-NN), support vec-
tor machines (SVM) and others [2]. These methods perform classification task based on
a set of features that describe the original data, such as mean, standard deviation, root
mean square, kurtosis, crest factor, etc., calculated from the raw signal, spectrum, enve-
lope spectrum or their intervals. The set of these features is determined by the researcher
and affects the accuracy of the resulting method. Therefore, a lot of human effort and
proficient domain knowledge are required.

Several DL methods have been developed, such as convolutional neural network
(CNN), auto-encoder (AE), deep belief network (DBN), recurrent neural network
(RNN), generative adversarial network (GAN). Applying the DL methods to bearing di-
agnostics has been investigated in [2]. The benefit is end-to-end learning, eliminating the
need for manual feature engineering and selection. The CNN shows the state-of-the-art
performance in many data classification problems and is therefore of particular interest
among researchers involved in solving the problem of bearing diagnostics [3].
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The input data of the CNN could be the raw vibration signal, spectrum, spectro-
gram, envelope spectrum, wavelet scaleogram. The advantage of using a raw vibration
signal as input data for a CNN is that there is no need for data preprocessing by other
methods, which is especially important when using neural network accelerators, since
preprocessing methods may not be supported by such accelerators. Consequently, it be-
comes necessary to use additional hardware accelerators (for example, FFT), or perform
preprocessing on the CPU, which can increase the total processing time, compared to
the processing performed entirely on the neural network accelerator. The hardware used
can also limit the choice of neural network architectures. In order to enable hardware
acceleration for applied in our research hardware, we use 2D CNN (see Section 2).

The use of 2D CNN for raw vibration signal bearing diagnostics has been explored
in papers [5,6,7]. Wen et al. [5] apply LeNet consists of four convolution + pooling layers
and two fully connected layers to classify bearings fault type by raw vibration signal
fitted row-by-row in 64x64 matrix. The obtained model achieves accuracy of 99.79%
on Case Western Reserve University (CWRU) dataset. Guo et al. [6] applied a similar
approach, differing in that they split the tasks of fault type classification and fault size
estimation among separate CNNs. One CNN was used to classify the fault type and other
three separate CNNs to estimate the fault size for each type of fault. They demonstrate
97.9% accuracy in fault type classification in tenfold cross validation.

Liu et al. [7] have proposed a dislocated time series convolutional neural network
(DTS-CNN), which features the transformation of 1D raw signal into the 2D matrix by
row-by-row placing 1D raw signal into the rows of the matrix in such a way that each row
shifts relative to the previous one. Wherein the offset step increases with each row. This
approach aims to allow CNN to extract periodic fault information between non-adjacent
signals. The authors demonstrated up to 6.7% improvement in DTS-CNN accuracy over
CNN in the induction motor fault diagnosis task.

Pandhare et al. [8] evaluate the performance of CNN with a 2D input formed from a
1D raw vibration signal. The sizes of the convolution kernels and poolings are one along
the first dimension. That is, they cover only one row. Thus, such CNN is equivalent to
a 1D CNN that processes a one-dimensional signal by one-dimensional kernels. Cross-
validation on Paderborn University dataset was done by splitting the training and test
datasets by bearing instances, so CNN performance was evaluated on bearings that were
not present in the training dataset. The authors demonstrate that the average accuracy of
CNN with raw vibration signal input is superior to other considered alternatives, but does
not exceed 61.86%, which is an unsatisfactory result for practical use.

Researches [5,6,7,8] demonstrate that CNN with raw vibration input outperforms
machine learning methods based on hand-crafted features. However, in the context of
the vibration diagnostics for the edge computing conditions, the mentioned works have
the following disadvantages. First, the CNN accuracy evaluation methodology in pa-
pers [5,6,7] does not match the actual model performance that would be expected during
deployment. The accuracy is evaluated on the same bearings, which was used in training.
While when deploying the model to production, CNN will have to determine the condi-
tion of the bearing, which was absent in the training dataset. Second, the CNN models
proposed in works [5,6,7] do not allow full utilization of hardware acceleration on the
edge AI device , since they include an unsupported kernel and pooling sizes.
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1.2. Edge neural network computing

The data processing near the place of its acquisition, by the edge computing paradigm,
can provide reduced latency and traffic and increased privacy and autonomy. With
increased interest in artificial intelligence and its applications, edge AI devices have
evolved to accelerate the inference of neural networks.

A comprehensive study of the performance of edge AI devices was carried out in [4].
The authors note that the inference time on neural network accelerators is not directly
related to the number of operations, in contrast to the inference on the Central Processing
Unit (CPU). It is shown that, in some cases, state-of-the-art lightweight neural networks
are computed more slowly than more computationally complex but conformed with the
target hardware platform ones. The authors emphasize the need to develop an individual
neural network architecture for each accelerator, taking into account the features of the
target hardware platform and using such sets of operations, layers, and their parameters
that ensure the most efficient utilization of hardware resources.

There are a number of works using edge AI devices for various practical applica-
tions, such as face mask detection [9], resilient image compression for IoT cameras [10],
mineral granulometric analysis [11], conveyor belt longitudinal rip detection [12]. Most
of the work focuses on the problems of image analysis. In this article, we explore the
applicability of edge AI devices for analyzing time-domain signals from sensors, specif-
ically, for analyzing vibration signals in order to identify bearing faults.

2. Experimental setup

2.1. Edge neural network computing device

We use the Kendryte K210 system-on-chip as an edge neural network computing device.
This system-on-chip has a dual-core CPU, interfaces for connecting sensors and data
transmission modules, and a hardware accelerator unit for CNN inference, suiting well
for edge AI applications. We simulate the data of vibration sensor by transmitting signal
fragments from the dataset via Universal Asynchronous Receiver-Transmitter (UART).

The hardware platform imposes the following restrictions on neural networks used.
Only CNN could be hardware accelerated, and its size should not exceed 5 MB. Ac-
cording to the nncase neural network compiler documentation, which is used to deploy
CNN to the Kendryte K210, only a sequence of convolution, batch normalization, acti-
vation, and pooling operations could be hardware accelerated. The following restrictions
are imposed on the parameters of these operations to be accelerated:

• 2D convolution or 2D depthwise convolution;
• kernel size 1x1 or 3x3;
• stride 1 or 2;
• channels number from 1 to 1024;
• input feature map size up to 320x240;
• output feature map size no less than 4x4;
• same symmetric zero padding;
• pooling size 2x2, 4x4, or without pooling;
• pooling type: max or average.
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Also, fully connected (dense) layers could be accelerated through conversion to con-
volution operation. However, such a conversion requires tensor transpose and padding
operations that are performed on the CPU and add data transfer operations between the
CPU and the hardware accelerator.

We use Kendryte K210 standalone SDK to program Kendryte K210, nncase neural
network compiler to deploy CNN to the Kendryte K210 with hardware acceleration and
kflash utility for firmware uploading. We measure CNN inference time through the sys-
tem clock. To profile inference time layer-by-layer we compile firmware with the pre-
processor directive NNCASE_DEBUG set to 1, which enables the layer execution time
to be output to the debug serial port. The CNN inference time measurement and infer-
ence profiling were performed separately, using different firmware compilations, since
printing the layer execution time to the serial port slows down inference.

Our experiments show the hardware acceleration on Kendryte K210.

• The difference in inference time with kernels 3× 3 and 1× 1 is less than 5%.
• The layer (as a set of operations convolution+activation+pooling) inference time

does not depend on stride, activation function type, pooling size and type.

Considering limitations and features mentioned above, we develop a CNN for rotat-
ing machinery fault diagnosis, described in the next section.

2.2. CNN for condition monitoring

In our previous work [1], we used 1D CNN and showed that it was able to run on
Kendryte K210. However, the hardware acceleration was not utilized, and all computa-
tions were performed on the CPU. Based on this, the measured neural network execution
time was approximately 1.66 times larger than the size of the input signal frame. In this
paper, we take into account the constraints, which have to be met and solved to enable
hardware acceleration (see Section 2.1). Thus, we focus on the 2D CNN.

The input data is the raw vibration signal placed in a 2D tensor (Section 2.3). The
convolution of this data with a 2D kernel (for example, 3x3 kernel) could be thought of as
a kind of atrous (dilated) 1D convolution. The atrous convolution application to bearing
fault diagnosis was studied in [13]. This type of convolution enables filters field of view
enlarging without increasing the number of parameters or the amount of computation.

We have chosen the sequence of convolution, batch normalization, activation, and
pooling operations as the main building blocks of our CNN and will refer to them as
“KPUConv2D” layer. The same denotation is used by nncase neural network compiler
in internal representation of computational graph. This choice is justified by the fact that
in the used hardware platform, this sequence of operations is an elementary hardware-
accelerated operation. The proposed CNN consists of a sequence of KPUConv2D layers
followed by a global average pooling layer and a fully connected (dense) layer with a
softmax activation function. The detailed description of the architecture of the proposed
CNN is shown in Table 3. For all convolutions, we used kernel size of 3x3 and stride 1x1.
These values of kernel size and stride have been selected because they are expected to
provide the largest number of degrees of freedom of a neural network while slightly affect
the inference time compared with other allowed ones (see Section 2.1). The padding
type of convolution was set to “same” to comply with restrictions of used hardware. The
Keras with TensorFlow backend is used to implement and train CNN. Deploying CNN
on Kendryte K210 was done using the nncase compiler.
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Table 1. Categorization of dataset.

Fold No. Healthy Outer ring damage Inner ring damage

(Class 1) (Class 2) (Class 3)

1 K001 KA04 KI04
2 K002 KA15 KI14
3 K003 KA16 KI16
4 K004 KA22 KI18
5 K005 KA30 KI21

2.3. Condition monitoring dataset

The Paderborn University Bearing Dataset is used [14] to evaluate the performance of
proposed method. The dataset includes 32 bearings, 12 of which have artificial dam-
ages and 14 have natural damages caused by accelerated lifetime tests. The rest are the
baseline without damages. There are 80 vibration signal fragments for each bearing with
duration of 4 s sampled at 64 kHz and acquired in different operating conditions.

We split the dataset into three parts: train, validation, and test datasets. We select
different bearings for the test and training datasets based on the fact that when deploying
a real monitoring system, bearings are monitored that were not in the training dataset.
We evaluate the model in a cross-validation manner, choosing one fold for test and the
other four folds for train and validation, as shown in Table 1. The files from train and
validation folds were randomly split in the following proportion: 80% as train and 20%
as validation dataset. Hence, the validation dataset is similar to the ones that are used
in works [7,5] and shows whether the CNN is able to classify the same bearings on
which it was trained. The test dataset is the same as in works [8,15] and shows do the
CNN can classify new bearings. Thus test dataset shows the applicability of the model
in production, where CNN is intended to classify new bearings, which was absent in the
training dataset. Further, we will denote a particular combination of train, validation, and
test data by the fold number used for the test dataset.

We normalize raw vibration signal from the original dataset to mean and standard
deviation. To match 1D raw vibration signal with 2D CNN input, we apply the method
suggested in [5]: 1D raw vibration signal is fitted into a 2D array line by line. In pro-
duction, this transformation would not require any additional operations with data since
the raw data from the sensor could accumulate in a memory buffer in the required layout
and then be ready to be passed to the 2D CNN input. Since in the Paderborn University
Bearing Dataset each file contains a signal fragment with a duration of 4 seconds, but
CNN input length is smaller, at each training step, a random frame is selected from a
random file from the dataset. At each training epoch, 7680 training, 1920 validation, and
2400 test samples are generated.

3. Results and Discussion

3.1. Rolling bearing fault classification

The neural network was trained for 100 epochs. Each epoch included 7680 training, 1920
validation, and 2400 test unique samples, generated as described in section 2.3. We use
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Figure 1. The accuracy (left) and loss (right) curves: training (blue), validation (orange), and test (green).

Adam optimizer with batch size of 32, initial learning rate of 0.001, and exponential
learning rate decay after ten epochs with exponent 0.01. The training was performed ten
times for each fold to test the stability of the training process. The obtained learning
curves of CNN accuracy and loss for fold 1 are shown in Figure 1. The CNN accuracy
across all five folds is summarized in Table 2. The accuracy mean and standard deviation
were calculated across all trials for each fold and across all folds and trials.

The large fluctuations of accuracy and loss on the validation dataset and even larger
on the test dataset are observed. These fluctuations are observed both within an indi-
vidual training trial and between trials. While the fluctuations on the validation dataset
decrease with each epoch as the learning rate decreases and therefore could be caused
by the stochastic nature of the training process, the fluctuations on the test dataset are
most likely to be related to the characteristics of the test data. The fluctuations on the
test dataset within an individual training trial indicate the unrepresentativeness of the
test dataset. The fluctuations on the test dataset between trials were caused by random
weights initialization at the beginning of each trial and the stochastic nature of the train-
ing process. These fluctuations indicate that loss reaches different local minima, and
CNN learned to extract different features, which have varying degrees of generalization.
This, in turn, indicates the unrepresentativeness of the training dataset.

Table 2 shows that CNN reaches high accuracy on the validation dataset. However,
classification accuracy on test dataset is low. Similar results were observed in [8,15],
where cross-validation by bearing instance had been used with Paderborn university
dataset. The test accuracy drop is most likely due to the unrepresentativeness of the train-
ing dataset. The modes of naturally occurring defects would be very diverse. Hence, the
training dataset should contain many samples of different damaged bearings to ensure
that the CNN can learn to extract the most representative features. The folds 3 and 4
outstand among the others and achieve accuracy of 81.93% and 80.32%, respectively.
This indicates that with these combinations of training and test data, the neural network

Table 2. CNN accuracy

Type Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average

Val. mean 99.27 99.31 99.08 98.01 99.67 99.07
Val. std 0.39 0.36 0.36 0.64 0.16 0.38
Test mean 60.70 28.57 81.93 80.32 37.83 57.87
Test std 6.93 5.73 4.64 7.99 4.92 6.04
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is able to learn to extract features that describe well those bearings on which the neural
network was tested. With an increase in the number of bearings in the training dataset,
the accuracy of the CNN will increase and reach a level suitable in practice.

3.2. CNN performance evaluation on edge device

The CNN had been deployed to the Kendryte K210 edge AI device to evaluate its per-
formance. After CNN compilation to KModel format by nncase compiler, the CNN con-
sumes 17 580 bytes of storage and 81 920 bytes of working memory. The measured
CNN inference time was 7987 us with a standard deviation of 3 us. Taking into account
that the input size of CNN is 128x128 and the sampling frequency of the input signal is
64 kHz, one input sample covers a 256 ms time slice, which is more than 30 times larger
than CNN inference time. This enables vibration signal processing and fault diagnosis in
real-time with a large margin. However, additional computation resources would be used
to acquire the vibration signal, normalize it and handle the result of processing.

Comparing the results with obtained earlier [1], the number of FLOPS increases
from 3.3 MFLOPS to 5.6 MFLOPS, while inference time decrease from 212 to 8 ms
and the ratio of the incoming data flow intensity to the time of its processing becomes
50 times greater. The performance gain is due to the use of the hardware acceleration of
convolution. We profile CNN inference time layer-by-layer (see Table 3). The operation
names are taken from the nncase interpreter. The KPUConv2D layer includes a sequence
of convolution, batch normalization, activation, and pooling layers.

The KPUConv2D operation is hardware accelerated and therefore consumes less
than 10% of the total inference time, despite the fact that it includes more than 99% of
the computations. Half of the inference time is spent loading data into the hardware ac-
celeration unit. Unloading data from the hardware acceleration unit also takes additional
time, which is included in the last KPUConv2D operation. The quantization and dequan-
tization operations are necessary because the hardware acceleration unit operates with
numbers in the uint8 format, while the information at the input and output of the neural
network is represented by float32 numbers. These operations take about 30% of the total
inference time. The total inference time summed up from the layer-by-layer profile is
about 3 ms less than the measured neural network interpreter invocation time. Appar-
ently, this time is spent on auxiliary operations, such as data copying between buffers,
DMA and interrupts setting up. This implies that for small neural networks, auxiliary
operations take up most of the inference time, and the number of convolution operations
does not increase the inference time that much as when executing on the CPU.

The KPUConv2D operation on the hardware accelerator of Kendryte K210 is per-
formed in unsigned integers to increase performance. The quantization of weights and
activations can lead to problems with the inference accuracy of the neural network. The
test data of one fold were processed on the Kendryte K210 by obtained CNN to assess
the accuracy after deployment. Results showed a slight decrease in accuracy of about
1%. However, this degradation of accuracy is negligible compared to misclassification
on the test dataset, which is observed even at the stage of training the CNN.
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Table 3. CNN architecture and time profiling

Layer Output Shape Parameters Operation Time, us

Input (128, 128, 1) Quantize 1397
KPUUpload 2598

KPUConv2D (64, 64, 2) Filters, Pooling 2, 2x2 KPUConv2D 25
KPUConv2D (64, 64, 2) Filters, Pooling 2, – KPUConv2D 19
KPUConv2D (64, 64, 2) Filters, Pooling 2, – KPUConv2D 18
KPUConv2D (64, 64, 2) Filters, Pooling 2, – KPUConv2D 18
KPUConv2D (64, 64, 2) Filters, Pooling 2, – KPUConv2D 18
KPUConv2D (32, 32, 4) Filters, Pooling 4, 2x2 KPUConv2D 21
KPUConv2D (32, 32, 4) Filters, Pooling 4, – KPUConv2D 18
KPUConv2D (32, 32, 4) Filters, Pooling 4, – KPUConv2D 19
KPUConv2D (32, 32, 4) Filters, Pooling 4, – KPUConv2D 18
KPUConv2D (16, 16, 8) Filters, Pooling 8, 2x2 KPUConv2D 21
KPUConv2D (16, 16, 8) Filters, Pooling 8, – KPUConv2D 19
KPUConv2D (16, 16, 8) Filters, Pooling 8, – KPUConv2D 20
KPUConv2D (8, 8, 16) Filters, Pooling 16, 2x2 KPUConv2D 23
KPUConv2D (8, 8, 16) Filters, Pooling 16, – KPUConv2D 191
Average Pooling Layer (1, 1, 16) Dequantize 50

Reduce 547
Dropout (16) Dropout rate 30%
Dense (3) Activation Softmax MatMul 14

Reduce 12
Binary 17
Quantize 10
TableLookup1D 10
Dequantize 9
Reduce 11
Binary 15

Total 5138

4. Conclusion

This paper considered opportunities of the edge analytics for fault diagnostics in indus-
trial rotary machinery based on CNN methods. We propose a CNN architecture that ad-
dresses the hardware features of the edge AI device and ensures efficient use of hard-
ware resources. We show that low-capacity edge AI devices are able to perform real-
time CNN-based sensor data analysis in industrial monitoring tasks. We evaluated the
proposed CNN accuracy in environment close to real industrial monitoring. Basically,
we observed the unsatisfactory accuracy of CNN for practical use. The suggested option
for better accuracy is increasing the number of faulty and healthy bearings in the train-
ing dataset. Therefore, with the development of Industrial Internet and Big Data larger
datasets should be collected for particular machinery equipment.
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Abstract. Under the influence of environmental issues and energy crises, wind and 
solar power generation technologies have developed rapidly. Compared with 
terrestrial micro-grid, this technology has relatively few applications on ships. 
Aiming at the problems of low energy utilization rate of ship micro-grid, imperfect 
control strategy, and single simulation situation, this paper uses the construction 
method of terrestrial micro-grid to build a detailed ship micro-grid model based on 
wind and solar power generation technology on the MATLAB/simulink simulation 
platform, and uses hill climbing search Method and disturbance observation method 
to control wind and photovoltaic power generation system. In the simulation process, 
several situations of wind speed, light intensity, and load sudden changes during the 
operation of the micro-grid were simulated. The simulation results show that the 
micro-grid model can track the maximum power point in real time, and the wind 
energy utilization rate is increased to 0.48, and the bus voltage and current are equal. 
The actual operation requirements are met, and the correctness and effectiveness of 
the simulation model and control strategy are verified, which is helpful to the in-
depth study of the construction of the ship micro-grid model. 

Keywords. Maximum power tracking, ship microgrid, solar power ,wind power  

1. Introduction 

With the continuous development of the marine economy, the number of inland rivers 

and marine vessels has continued to increase, and the prevention and control of shipping 

pollution from ships has become a focal issue. The International Maritime 

Organization (IMO) pointed out in a relevant survey in 2018 that the global carbon 

emissions from ships accounted for 3.3% of the year. If it cannot be controlled in time, 

it is expected that its share will increase to 18% in 2050.Therefore, as the main carrier of 

marine transportation, in order to save fuel costs, reduce fossil energy consumption and 

carbon emissions, the development and utilization of new energy is of great significance 

of the development of future ship power[1]. 

At present, the application of clean energy as wind and solar power generation 

technology on board the ship by researchers more and more attention. Reference [2] used 

PSCAD/EMTDC simulation environment to establish simulation models on wind power 
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generation, photovoltaic systems, and energy storage systems based on the operating 

characteristics of the micro-grid, and studies how the micro-grid can be made 

normal through a control strategy under changes in wind speed and light intensity 

run. Reference [3] designed a marine micro-grid monitoring system and PLC control 

program based on wind-solar complementary technology with reference to the terrestrial 

micro-grid system, which improved the reliability of the ship's micro-grid operation and 

monitoring. Reference [4] established a single-phase micro-grid system modeled based 

on the DC bus, using this model and control strategy to simulate the transition state and 

power flowed direction during micro-grid mode switching, verifying the feasibility and 

effectiveness of the model. Reference [5] built a machine-side system simulation 

modeled based on dual closed-loop PI controlled. Through simulation and analysis, it is 

proved that the dual closed-loop PI control strategy is feasible to achieve maximum 

power tracking down different wind speeds, and the wind energy utilization rated reaches 

0.438. Reference [6] used MATLAB/Simulink software to build a photovoltaic cell 

model, a simplified fuel cell model, and a diesel generator model and other micro power 

models for simulation analysis. The model can better simulated the actual operating 

conditions. 

Most of the above-mentioned documents adopt simplified models without realizing 

maximum power tracking, and the control strategy is not perfect, the energy utilization 

rate is not high enough, and the simulation situation is relatively simple. Aiming at these 

problems, first analyze and derive the mathematical model of each power generation unit, 

and then in the MATLAB / Simulink in detail the establishment of a wind photovoltaic 

systems and grid-side simulation models, and design appropriate control strategies to 

achieve maximum power tracking, Constructed a complete simulation model. Based on 

this, a simulation study was carried out on the situation of wind speed , light 

intensity and loads changes. The simulation results showed the correctness of the built 

micro-grid simulation model and the effectiveness of the control strategy. 

2. Wind turbine model and control 

2.1.  Mathematical model of wind power generation 

 Mathematical model of wind turbine 

Permanent magnet direct-drive wind turbine. The basic principle is to convert wind 

energy into mechanical rotational energy, the core member is a wind turbine, when the 

wind blowing blades driven at a constant speed wind turbine rotates, the air moving 

energy conversion. The mechanical energy for the rotation of the wind wheel drives the 

permanent magnet generator to emit current. The process of converting wind energy into 

wind turbine power output is a complex aerodynamic process. The mechanical power 

captured by wind turbines �� can be expressed as[7] : 

�� =
�
����������, 	
                                                                                           (1) 

Where, � is the air density; S is the area of the sweeping wind wheel; �� is the input wind 

speed; ����, 	
 is the wind energy utilization coefficient; 	 is the tip speed ratio; � is the 

blade pitch angle number. In the case of a given wind speed, the wind power captured 

by the wind turbine mainly depends on the wind energy utilization coefficient ����, 	
. 
According to the research of Heier et al., the classic ��  calculation formula is: 
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According to Betz theory,C�the theoretical maximum value is 0.593, that is, the 

maximum kinetic energy obtained by the wind wheel in an ideal state accounts 

for 59.3% of the air kinetic energy on the wind wheel area, and the maximum value of 

the wind energy utilization coefficient of the actual three-blade wind turbine can 

reach 0.48 about. According to different β,λ values, the C��β,λ� curve calculated by 

the formula is shown in Fig.1. 

 

Figure 1. Wind energy utilization curve 

 Mathematical model of Permanent Magnet Synchronous Generator(PMSG) 

Permanent magnet synchronous generator after coordinate transformation, the time-

varying inductance can be eliminated, and a mathematical model of the synchronous 

generator with clear physical meaning can be obtained. 

1) The stator voltage equation is: 

���� � ����� � ��	��
 � �������                 ��� � ����� � ��	��
 � ������� � ����

                                                  (3) 

Where, u��, u��, i��, i��, Ψ� respectively the generator stator voltage, current, and 

rotor permanent magnet flux linkage, R� is torque; ω� is the generator rotational speed; 

L� and L� the generator dq-axis inductance. 

2) Torque and motion equation are: 

��� � �

�
�	��� ���� � ������ � ���       

�� � �
 � �

�	

��

��
                                                                                                   (4) 

Where, T�is the electromagnetic torque; T�is the mechanical torque; Jis the moment 

of inertia of the generator rotor; N�  is the number of pole pairs; ω�  is the blade 

speed. The above two sets of equations constitute a complete mathematical 

model of PMSG. 

2.2. Wind power generation control strategy 

 Maximum power point tracking control 
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It can be seen from Fig.1 that when the pitch angle � is fixed, �� is only related to 	, and 

there is only one �� that maximizes 	, which is called the best tip speed ratio 	��	, At 

this time, the corresponding optimal speed is ���	, and the corresponding wind energy 

utilization coefficient is recorded as ���
�. Therefore, �� should be changed with the 

change of wind speed to ensure that the tip speed ratio is always the best tip speed ratio. 

Therefore, the maximum power tracking control of wind turbines means that under 

different input wind speeds, by controlling the speed of the wind turbine,  �� is always 

kept at the maximum value. 

 

Figure 2.  maximum power-optima speed curve 

Fig.2 is the curve of the maximum power and the optimal speed of the wind turbine 

under different wind speeds. Connecting the vertices of the curves in Fig.2 can get an 

optimal power and speed curve, as shown by the thick green solid line in the figure. Each 

maximum power point P�� on the curve corresponds to an optimal rotation speed ω��� 
under the current wind speed. 

 Principle of MPPT based on hill climbing search method 

Compared with the best blade tip speed ratio method and the power signal feedback 

method, the hill-climbing search method[8] does not required any device for measuring 

wind speed and does not need to know the exact power characteristics of the wind 

turbine. The requirements for the power characteristics of wind turbines are relatively low, 

and the control process is basically realized by software programming; it is independent 

of the design parameters of the wind turbine and can track the maximum power point 

autonomously. Impose rotation speed disturbance to cause a change in output power. If 

the change is greater than zero, when the system becomes stable, continue to add the same 

sign as the previous disturbance, until the output power change starts to be less than zero 

before changing the next time The sign of the disturbance. Through the process of gradual 

optimization, the operating point of the wind turbine will approach the maximum power 

point. However, the time constant of this method is relatively large, and it takes a long 

time to realize the maximum power tracking. 

3. Photovoltaic power generation system model and control 

3.1. Mathematical model of photovoltaic power generation 

The equivalent circuit diagram of the photovoltaic cell is shown in Fig.3. 
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Figure 3. Photovoltaic cell equivalent circuit 

The constant current source ��in the figure can be regarded as a constant current 

source that generates current in a photovoltaic cell, and in parallel with it is a forward-

biased diode. The leakage current through the diode is denoted as ��, which is called dark 

current; in practical applications, it can be considered that the parallel resistance �� =

∞; the value of the series equivalent resistance  � is generally between 7.7~15.3mΩ, 

which can be ignored in the calculation; the output voltage � is and the output current � 

is affected by changes in the ambient temperature and photovoltaic intensity Influence, 

equations[9] (5)~(10) represent the �-� characteristic equation. 

 � = ��� �1 − � � ���
�����

− 1�� + �                                                                                   (5) 
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                                                                                           (8) 

� = −�� − ��                                                                                                                 (9) 

� = �� − �#�$                                                                                                                   (10) 

Where, �,� respectively the reference radiation current and voltage temperature 

coefficient; ��� ≈ ��is the short-circuit current; ��%is the open circuit voltage; �is the 

corresponding photovoltaic array voltage; #�$ is the reference radiation intensity, 

1kw/m2; �#�$ is the reference ambient temperature 25oC; �� ,��  is the current and 

voltage at the corresponding maximum power point. 

The output power of the photovoltaic array is: 

� = �� = ���� �1 − � � ���
�����

− 1�� + ���                                                       (11) 

According to formulas (5)~(11), � -�  characteristic curve and �-�  characteristic 

curve under any ambient temperature and light radiation can be obtained, as shown in 

Fig.4 and Fig.5. 
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Figure 4. I-V characteristic curve                              Figure 5. P-V characteristic curve 

3.2. Photovoltaic power generation control strategy 

It can be seen from the output power curve of the photovoltaic cell in Fig.5 that when the 
temperature is constant, There is a unique (�that makes )reach the maximum power 
point. Therefore, the maximum power output can be controlled by controlling the output 
voltage (� of the photovoltaic cell, the principle is to detect the maximum power point 
of the photovoltaic array under different light intensity and ambient temperature, compare 
and optimize through the MPPT algorithm, and determine the working voltage 
corresponding to the maximum power point under this working condition, so that the 
photovoltaic array is intelligent under different working conditions Maximum output 
power. 

Due to the simple structure of the disturbance observation method[10] , there are 

fewer parameters to be measured, and it is easy to implement in the system, so this paper 

adopts the disturbance observation method as the photovoltaic array MPPT control 

strategy. Its algorithm flow chart is shown as in Fig.6 

 

 

Figure 6. Process of disturbance observation method 

The specific method is: First change the output voltage ∆(of a certain amount of 

photovoltaic cells, and then implement sampling the output voltage (�+�and current ,�+� 

of the photovoltaic cells, calculate the output power )�+�  and compare it with the 

previous output power)�+ � 1�; if it is less than )�+ � 1�, it means this time This 

variable of voltage makes the output power decrease, then the control direction needs to 

be changed; if it is greater than )�+ � 1�, the original increase or decrease direction is 
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maintained, so that the output power can be changed in the direction of increase in the 

constant repeated disturbance, observation and In comparison, the photovoltaic cell can 

reach the maximum power point and achieve the maximum power output. 

4. Simulation verification 

4.1. Partial simulation analysis of wind power generation 

As shown in Fig.7, according to the mathematical models and wind turbine control 
strategies shown, a wind power generation system simulation model based on the hill-
climbing search method to achieve maximum power point tracking is built in 
Simulink. The wind power generation part is composed of wind speed transmission 
module, PMSG, rectifier and MPPT module. The wind speed drive simulates the input 
wind speed,  realizes the maximum wind machinery power tracking through the MPPT 
module based on the hill climbing search method, feeds back the speed to the generator, 
outputs the load torque to drive the generator, and the output power controls the generator 
DC side rectifier to realize the generator speed control. 

 

Figure 7.  Wind power generation part 

In the simulation process, the simulation time is set to 4 seconds, the initial wind 

speed is set to 8m/s, and the wind speed changes from 8m/s to 12m/s at 1s. Fig.8 shows 

the simulation results of wind output power. It can be seen from the figure that when the 

simulated wind turbine is just started, the power will fluctuate in a small range due to 

unstable wind speed, but it is still within the controllable range. When the wind speed 

changes suddenly, the output power is quickly changed and the output power is kept stable 

at 18kW. Fig.9 is a graph of the simulation results of the wind energy utilization 

coefficient curve. It can be seen that the maximum wind energy utilization coefficient can 

reach about 0.48, with rapid dynamic response and stable maintenance. 

       

Figure 8. Wind power output 
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Figure 9. Wind energy utilization coefficient curve 

4.2. Partial simulation analysis of photovoltaic power generation 

As shown in Fig.10, based on the mathematical model and photovoltaic power generation 

control strategy shown, a photovoltaic power generation system simulation model based 

on the disturbance observation method to achieve maximum power point tracking is built. 

The photovoltaic power generation part mainly consists of photovoltaic cell modules, 

MPPT modules, voltage stabilizing and filtering circuits. The input variable S is the solar 

radiation intensity, T is the ambient temperature, and the maximum power is tracked in 

real time through the MPPT module based on the disturbance observation method. 

 

Figure 10. Photovoltaic power generation part 

Set the simulation time to 4 seconds, the ambient temperature to 25oC, the initial light 

radiation intensity is set to 1200W/m2, and the sudden change to 1000W/m2 at 1.5s. 

Fig.11 shows the simulation results of the photovoltaic output power. Due to the light 

radiation intensity The power dropped from 3.76kW to 3kW at 1.5s, and the output power 

quickly returned to stability. 
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Figure 11. Photovoltaic output power 

4.3. Simulation analysis on the grid-connected side 

As shown in Fig.12, the grid-connected side simulation model is built, which is composed 

of inverter modules, power measurement circuits and load cells. The inverter adopts 

double-loop cascade control with current, which can effectively stabilize the bus voltage 

and realize the stable operation of the system. The simulation sets the initial load power 

to 5kW. At 2s, the load power changes from 5kW to 8kW, and then changes back to 5kW 

at 3s. The bus voltage, current and power fluctuations are detected. 

 

Figure 12. Grid-connected side simulation model. 

The simulation result is shown in Fig.13. It can be seen from the figure that the 

output voltage and current are all standard sinusoidal waveform. At the same time, the 

line responds quickly, and the voltage and current can quickly return to a stable state. 

Both can quickly and effectively keep the bus voltage and current stable, and 

well meet the actual grid connection requirements, and further verify the correctness and 

effectiveness of the simulation model. 
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Figure 13. Output voltage and current 

5. Conclusion 

With the country's deep emphasis on environmental protection and the continuous 

maturity of micro-grid technology, This paper builds a detailed micro-grid simulation 

model in MATLAB/Simulink based on the mathematical model of wind turbines and 

photovoltaic arrays, The wind power and photovoltaic power generation parts of the 

model adopt the MPPT control strategy of the hill climbing search method and the 

disturbance observation method respectively, and are verified by simulation, Under the 

changes of wind speed and light intensity, the maximum power point can be tracked in 

real time, and the wind energy utilization rate can reach 0.48, and when the load is added 

and cut off on the grid-connected side, the model can efficiently and quickly restore and 

maintain the stability of the bus voltage and current, which fully meets the operation of 

the power grid. It shows that the simulation model built in this paper is correct and the 

control strategy is effective, There are still some problems and deficiencies in this research, 

but which has certain reference value for improving and perfecting the modeling and 

simulation of the new energy ship micro-grid. 
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Is the TikTok Hype Real? A Contextual 

Markus Racha,1 
a
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Abstract. The objective of this research project was to spark academic discourse on 
the need for practitioner-oriented research in big data marketing applications. For 
this purpose, a specific TikTok Hashtag Challenge, #FordWatchMe, was selected 
for its over 2.7 billion campaign impressions. Little to no scholarly research was 
identified to critically appraise the value of TikTok’s user engagement and reported 
campaign metrics, despite TikTok’s growing relevancy for marketers. A sequential 
mixed research method was designed, consisting of interviews, qualitative content 
reviews and a user engagement experiment to assess the relevancy of the 
#FordWatchMe campaign for a defined sample. Analyzing over 450 campaign 
videos resulted in more than 88% campaign unrelated user generated content 
contributions. The user perception experiment revealed a low probability for both 
brand recall and content engagement. Findings showcase the need for more 
scholarly research on the value of superlative impression counts and their implied 
effect on brand recall, brand perception and purchase intent stimuli. 

Keywords. TikTok, Social Media, Marketing, Advertising 

1. Introduction 

Since early 2020, TikTok established itself as the fastest growing, the most downloaded 
and the most hyped social media platform on the planet [1]. With over 3 billion 
downloads, TikTok has catapulted itself to become marketing and advertising 
mainstream, much supported by the platform’s ever-growing business and advertising 
opportunities [2]. Many showcase campaigns on TikTok, such as the handwash 
challenge, run by Dettol in 2020, resulted in never heard of marketing reach. In Dettol’s 
case, its paid TikTok Hashtag Challenge generated over 125 billion views [3]. A Hashtag 
Challenge is one of TikTok’s premium advertising products, actively promoting the 
creation of user generated content, potentially using creative elements such as a 
campaign soundtrack, a branded effect and of course a challenge for users to creatively 
answer through their video content. Some other widely featured Hashtag Challenges 
include Chipotle’s #Boorito Hashtag Challenge, or Pringle’s #PlayWithPringles.  

Despite TikTok’s skewed demographic to the younger end [4], brands flock to the 
platform to capitalize on its still relative affordable reach [5]. Almost every industry, 
from sports, automotive to medicine, can be found on TikTok, with many engaging in 
the platform’s paid advertising opportunities, or influencer campaigns [6], [7]. Likewise, 
scholars’ interest in TikTok as a marketing and advertising platform has increased [8], 
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[9], [10]. However, very little research questioning the true effectiveness of TikTok, and 
its impressive reach potential was identified, despite the platform’s very restricted access 
and information sharing information policy. As such, the app raises much ambiguity for 
marketers and scholars alike. For example, with 2.5 billion app downloads in 2020 [11], 
how could Dettol’s TikTok campaign content have 125 billion views, or the equivalent 
of 33 views for each of 3.8 billion social media users in 2020 [12]. With less than 700 
million reported monthly TikTok users during the campaign’s lifetime [3], the above 
computes to a minimum of 179 views per active TikTok user. Assuming all views are 
true views, that is in TikTok terms any render of the video on a user’s device, how many 
of these views are qualitative views? Qualitative in terms of target group reach, brand 
recall and brand favorability? How much of the user generated content, as part the user 
engagement of a campaign, is truly campaign relevant? These questions are of high 
relevancy for marketing budget allocations, with regards to optimizing the return on 
marketing investment. A non-representative survey on LinkedIn with 513 answers, the 
majority of which came from marketing professionals, revealed a high trust bias towards 
reported platform metrics. The latter formed the research aim of this paper.  

To provide a use case and stimulate further discourse on these questions, the 
#FordWatchMe Hashtag Challenge, by Ford Germany, has been selected for analysis. 
The selection was done based on current practitioners’ media publications, which this 
campaign dominated. The campaign had at the time of analysis 2.7 billion views and 
formed part of a larger product launch by Ford Germany to introduce an all-electric 
vehicle to the German market. Starting in June, Ford Germany took it to TikTok to run 
a paid Hashtag Challenge, which got kickstarted with various sponsored influencer 
postings [13]. At the time of the content analysis, the 23rd July 2021, 455 TikToks were 
uploaded using the campaign soundtrack, the hashtag #forddeutschland displayed 8.2 
million views and the campaign’s underlying product, under the hashtag 
#fordmustangmache, 29.2 million views. Ford Germany did not have an active TikTok 
account at the time of analysis. The commonality of all clips related to the Hashtag 
Challenge is the use of the hashtag #FordWatchMe. 

2. Research 

This research project followed a mixed method research design [14] to instigate 
exploratory- and explanatory-research into the topic matter, while reducing the potential 
sequential method bias. Results are likely not representative but meant to stimulate 
further academic discourse to tighten the academic-practitioners’ gap in performance 
relevant marketing matters. Particularly the wider field of data science is called upon to 
further investigate marketing decision making relevant metrics in the areas of 
unstructured data applications, such as short video, audio and other novel social media 
formats.  

2.1.  Literature Review 

Academic research interest around TikTok amplified since 2017, which is evident 
through over 15k search findings for TikTok on Google Scholar and almost 5K for 
TikTok and advertising. A similar search query on ScienceDirect displayed only 82 
results. Most research on the topic relates to the impact TikTok holds on digital 
marketing [5], TikTok’s use motivators [15], the impact of TikTok on users [16], 
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predictors of success of product placement [17], the use of TikTok for politics [18], [19], 
medical content dissemination [20], its demographic makeup [21], or the TikTok 
algorithm [22]. No relevant research was identified to critically appraise the value of 
brands’ TikTok engagement, other than optimization product conversion campaigns [17]. 
No research was identified to question the ambiguity of metrics, or generally 
unstructured format impacts. A deeper level of research was identified relating to 
TikTok’s Chinese version Douyin [23], [24], which has however little generalization 
value in the west due to the higher content moderation practice, differing cultural spheres 
and of course more lenient privacy and data protection laws at work [25], [26]. For this 
reason, this research project seems highly relevant to stimulate the practitioner-oriented 
data science community for further research in this area.  

A potential rational for the absence of academic research in the above areas is to be 
found in TikTok’s young age. Academic research requires much time [27], which is 
evident by the ample of research available for other social media networks, such as 
Facebook [28]. 

2.2. Creator Interviews 

Pre-dating the campaign analysis, a random selection of 10 campaign contributing 
TikTok creators were interviewed on their motivation to participate. Creators were 
randomly selected from the campaign’s landing page and contacted through social media. 
Sponsored content creators were excluded from the preliminary interview round due to 
their obvious transactional relationship with the brand and campaign.  

Out of all interviews, 8 out of 10 participants were unable to explain the Hashtag 
Challenge’s objective. 6 out of 10 participants stated to have participated as a follow up 
to consumed user generated content. The main stimuli to participate was the campaign’s 
soundtrack. 3 out 10 participants stated to have participated as a growth hacking attempt 
to boost views. None of the interview participants’ motive of participation was related to 
either brand liking, brand affiliation, or brand engagement. Further, 4 out of 10 
participants were in fact unaware of the Ford brand’s sponsorship of the challenge. 

It is important to note, that the campaign’s creative did not receive further attention 
in this study. Creative introduces a high subjective bias, which further studies should 
consider as a moderating variable.  

Preliminary interview findings support the need to further research this sample 
campaign’s content relevancy to infer on the quality of generated views. 

2.3. Campaign Analysis 

Since TikTok does restrict automated third-party analysis of TikTok content and further 
restricts searchable results, the campaign analysis was conducted using video content 
found under the campaign soundtrack. Secondly, a random selection of campaign clips, 
from the Hashtag Challenge’s landing page, was analyzed. In total, 301 clips using the 
campaign soundtrack2 and 150 random clips from the campaign landing page3 were 
selected. The 301 limit marked the maximum number of accessible clips for the 
campaign soundtrack. The analysis was conducted on pre-defined content criteria, by 
two independent researchers. Results were combined through an iterative process.  

 
2 https://vm.tiktok.com/ZMRD4NWYp/ 
3 https://vm.tiktok.com/ZMRDXTfXW/ 
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Out of all clips using the campaign soundtrack, 48% used the branded effect, 2% 
were sponsored uploads, 5% related to Ford, 10% related to the Hashtag Challenge, 9% 
had the campaign soundtrack muted or overlayed with other sound and 88% appeared 
non-campaign related. Out of the 10% uploads relating to the Hashtag Challenge, all but 
2 applied the campaign’s branded effect. 

In all but 19 uploads, both researchers had matching relevancy ratings of uploads. 
Examples of the category of non-related campaign uploads include clips with a black 
screen, gaming recordings, advertising of a local fast-food shop, advertising for other 
businesses, the showcasing of random objects like lamps or bottles, people performing 
to the soundtrack, unrelated to the challenge, to trend watchers explaining why users 
should apply the campaign hashtag for a boost in views. The latter is congruent to some 
of the preliminary interview findings. 

Out of the random sample not incorporating the campaign soundtrack, all 150 
sampled videos were non campaign related. Some of the sample included dating tips, 
recordings of famous soccer players, lunchbox preparing instructions, comics and 
random tv recordings. 

Since this sample analysis hints at a low user generated content relevancy to the 
analyzed campaign, a further user experiment was setup to assess brand recall and 
relevancy of user generated content to average TikTok users. 

2.4. User Experiment, Interviews and Marketing Manager Survey 

Following the quantitative campaign analysis, 20 TikTok users were recruited to 
qualitatively test the impact of branded effects on brand recall and overall perception. 
Since branded effects provide a visual stimulus, the purpose of these experiments was to 
assess, whether unrelated user generated content still provokes a positive brand effect. 
For this test, these 20 users were recruited on pre-defined criteria, such as geographic 
location, age, TikTok usage. Only users situated in Germany, being above the app’s set 
minimum age of 13 and having an active TikTok account qualified for the experiment. 
User recruiting was done via an ad-supported network sampling technique on Facebook 
[29]. Participants were randomly split into two groups. Using videoconferencing systems, 
each participant was exposed to a total of 15 TikTok videos. 5 TikTok videos were 
randomly selected clips from the #FordWatchMe campaign. Only clips using the 
campaign soundtrack were eligible. The other 10 clips were randomly selected TikToks 
using trending music. These 10 clips were shown to all 20 participants. The 5 
#FordWatchMe clips however differed for participants from group A vs. participants 
from group B. Group A was exposed to campaign clips using the campaign’s branded 
effect, whilst group B was exposed to campaign clips not incorporating the branded 
effect. Participants were exposed only once to each clip. Following each viewing, 
participants were asked a standard set of questions about the clip’s content, perception, 
favorability of the perceived content and their likely engagement. Participant interactions 
were recorded to reduce experiment and interview duration. All recordings were deleted 
post data analysis, compliant with privacy laws.   

Both groups displayed a very similar attitude towards the overall likelihood of 
content engagement. Across the board this was non-existent for high engagement 
activities such as video shares, duets, or stitches. The latter are two popular TikTok 
reaction mechanisms. For low engagement tactics, group B displayed however a much 2 
times higher likelihood to engage with the content through likes or comments than group 
A. Assessing brand recall and brand attitude differed much in weight between both 
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groups. Group A displayed a 4 times higher brand recall, particularly after seeing the 2nd 
or 3rd campaign video, as compared to group B. For the latter, brand recall was below 
10%, due to the low perception of the Ford brand. Equally, the effect of hashtags on user 
brand recall behavior proved in this sample experiment very low for both groups. Group 
A however exhibited a higher sensitivity to the campaign hashtag #FordWatchMe, which 
participants related to the branded effect group A was exposed to.  

Further, a non-representative survey was conducted on LinkedIn with 266 
participating B2C marketing managers in Germany. Only 17% questioned a non-
qualitative impression metric as sufficient to determine the potential of a platform’s paid 
media options for their brand. The vast majority viewed a high impression number as 
sufficient to assume a broad reach, justifying potential media investments.  

3. Results Discussion 

This research project analyzed an accessible sample of the #FordWatchMe campaign on 
TikTok to estimate ambiguities of marketing practitioners when referring to impression 
metrics on TikTok for budget allocation decision making.  

Whilst the selected campaign has 2.7 billion views, the analyzed sample revealed 
over 88% of campaign unrelated user generated content. The sample represented 66% of 
all uploads using the campaign’s soundtrack. Campaign relevancy even decreased for a 
randomly generated, non-representative, sample of 150 clips not using the campaign 
soundtrack. Whilst the analyzed sample does not infer views, it poises to question the 
quality of views achieved. A follow up experiment suggested that most sampled users 
did not actively perceive the sponsoring brand. Visual clues in the form of branded 
effects provided a noticeable uplift in brand recall, compared to clips not having visual 
clues.  

As existing studies confirmed [30], recall of video advertising is dependent on goal-
oriented consumption, which is to a higher degree impacted by product displays, 
compared to brand displays. This asks for a congruent goal-oriented purpose of branded 
content. 

In summary, the findings of this research project raise various questions. First, on 
the qualitative side, what is the value of superlative impression metrics on the TikTok 
platform? How much do impression metrics dilute marketing budget decision making 
processes in favor of the TikTok platform? Although the views relating to this campaign 
could not be automatically processed, 88% campaign unrelated user generated content 
suggests a high ratio of non-qualitative impressions. Nevertheless, the conducted 
LinkedIn survey findings suggest a high positive bias towards impression metrics.  

Second, what are the opportunity costs for marketers initiating non-product related 
user engagement campaigns with regards to brand recall and quality user engagement. 
How can these opportunity costs be qualified with regards to marketing return on 
investment? This study suggested a low brand recall for non-visually supported clips. 
Thus, marketing managers are advised to increase the use of visual stimuli in paid 
formats to maximize brand recall effects. 

Thirdly, from an operational level, can brands impact the advertising intensity on 
both product and brand by stimulating a higher level of campaign related user generated 
content? How, if at all, is the latter perceived by marketing managers sighting 
competitive campaigns?  
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4. Conclusion 

This research project highlighted two separate issues demanding further research. First, 
academics and practitioners need to question the ambiguity and quality of impression 
metrics, particularly on platforms with restricted third-party access. With over 88% of 
campaign unrelated uploads identified in this project, brand perception and thus potential 
brand favorability impacts on scale need to be questioned. Particularly practitioners need 
to demand an impression and engagement quality score to better judge their relevant 
campaign reach. 

Second, in the experiment conducted, visual aids such as the branded effect 
displayed the highest impact on brand recognition and thus brand recall. It is therefore 
advisable for practitioners to include visual brand clues in their creations. Due to the 
current trend to consume much video content without sound [31], visual recall aids are 
prone to receive an even higher importance in the coming future. The best placement of 
brand mentions has already been researched on TikTok, however the placement of visual 
clues to enhance brand recall and favorability demands further scholarly attention. 

Finally, this research project evidenced the academic-practitioners’ gap [32]. Whilst 
a lot of research has already been conducted on TikTok, very little focuses on current 
marketing practitioners’ problems. 

5. Limitations And Further Research 

The following limitations have been noted. First, TikTok’s restriction to search and data 
access did not allow for automated data queries or large-scale analysis of user generated 
content. Sampling data through a manual analysis of user generated content served as a 
mitigation measure yet exposing this research project to sampling and self-selection bias.  

This research project hopes to spark further interest in the wider research and 
practitioners’ community to expand upon these findings. Besides the quantitative 
validation of findings, auxiliary research is highly suggested, such as research on 
predicting factors of impression metrics’ quality. It is argued that with the increasing 
focus on short video and other high impression formats, the stressed thematic becomes 
even more relevant for marketers. 
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Design and Implementation of International 

Trade Virtual Experiment Platform 
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Abstract. Because of the problems that the current virtual experimental platforms 
focus on a single situation and small number of compatible users, a virtual 
experimental platform for international trade is designed. The platform uses 
desktop virtual reality technology to build the platform, modular to construct it. 
The platform has improved the international trade course system. Finally, 
compared with the existing virtual experiment platform, the results show that the 
designed International Trade Virtual Experiment Platform has more compatible 
users and faster response speed. 

Keywords: Virtual Experiment Platform, international trade, modular, 
compatibility, stability 

1. Introduction 

Education currently faces the challenge of adapting to very rapidly changing 

environments due to technological developments [1]. Virtual Reality (VR) can assist 

solve this problem. VR can help students understand abstract topics and increase 

student motivation [2] as well as having a positive impact on the learning outcomes of 

students’ behavior skills training [3]. And VR can enhance self-efficacy and knowledge 

[4]. However, it has become evident that VR has yet to be implemented in daily 

teaching routines [5][6]. What’s more, it is often hard to customize and integrate into 

standard educational contexts [6][7].In recent years, many scholars have also designed 

virtual experimental platforms for many fields to improve the ability to evaluating 

physical education[8], help the students learn math [9] and farming culture [10].What’s 

more, VR improves fire safety awareness[11]. However, there is very little discussion 

about the virtual experimental platforms of economics and management. They basically 

focus on imitation of all the internal conditions and processes of enterprises, such as 

operation, finance, management and so on. This study focuses on the subject of 

international trade, sets up macro-market economic data and simulates the real 

environment. It allows students to participate in international trade, and have a better 

understand the theory they learned. 

2. Research Method 

VR technologies encompass a range of digital tools that are used to immerse the user in 

a digitally-generated world. Scientists categorize VR into three types: 1) 

 

1
 Corresponding Author: Meilin Yin, Network and Information Center, Experimental Teaching Center, 

Guangdong University of Foreign Studies, China; Email: 383635698@qq.com; This study was financially 
supported by the Undergraduate Innovation Training Project of Guangdong University of Foreign Studies in 
2021. 

Fuzzy Systems and Data Mining VII
A.J. Tallón-Ballesteros (Ed.)

© 2021 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA210183

122



non-immersive (desktop): the images are delivered by a screen even if there are 3D 

images. It is the most common and inexpensive form of VR; 2) semi-immersive 

(projected): images and effects are projected on a wide big screen, immersion is 

increased but the level of interaction is affected; and 3) fully Immersive VR: this is the 

most expensive and the most famous VR [12]. This study uses the desktop virtual 

reality system to design the virtual experiment platform of international trade. The 

desktop virtual reality system uses the web technology to realize the online access and 

operation system. Desktop virtual reality technology takes the display as a tool for 

external display to show the virtual environment to the visitors. It uses the mouse, 

keyboard and other output devices for simulation, mainly focusing on giving visitors 

visual experience and immersive plots. Its cost is low. It is not limited by space and time. 

3. Construction of Virtual Experimental Platform Based on Web Technology 

The existing virtual experimental platform basically has the phenomenon that too many 

compatible users will cause the platform to slow down or even crash. In view of this 

problem, the platform designed in this study will be aimed at solving this situation. In 

order to improve the number of compatible users, the user framework is designed in this 

study. Users are divided into administrators, students and teachers, which interact with 

each other. The administrators manage the platform to ensure the secure operation of the 

platform. Teachers share resources and use platforms to teach. Students learn through 

assignments and resources assigned by the teachers. 

 

 

Figure 1. Users’ structure chart 

 

From Figure 1. Users’ structure chart , the framework and database will be refined, and 

the platform will be modular. And in the process of user interaction, virtual reality 

technology is used to enhance the practicality of the platform. 

Virtual 

Experiment 
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3.1. Platform Framework Design 

According to the user structure diagram in Figure 1, the modules are planned in an 

overall way to build the basic framework of the platform. In order to ensure the 

rationality of the platform framework, we design the following framework. 

 

 

Figure 2. International Trade Virtual Experiment Platform frame diagram 

 

As shown in Figure 2, the framework is divided into four parts: users, module, Web 

system and database. The users use the system through the module. The module transfers 

the user usage information to the Web system. The network management system 

transfers the information to the database. The database feeds the situation back to the 

Web system. The Web system gives the situation to the user through the module. The 

modules are divided into user authority module, teaching supervision module, 

experimental control module, data control module and resource publishing module. The 

modules affect each other. The modules are all built around the experiment. Students do 

experiments through the experimental control module. The experimental data is 

collected by the user authority module and then collated into a report. Report is feedback 

to the teaching supervision module. Resources released by teachers before the 

experiment are control by the resource publishing module. Resources data during the 

experiment is also collected by the data control module. Modules are designed according 

to the user framework. It can meet users’ needs, and to a certain extent to expand the 

number of compatible users. 

3.2. Design of Platform Database  

The platform will store the macroeconomic data that has been debugged in advance in 

the database, and the modified data will also be temporarily stored in the database. Only 

after the above process can the set situation be simulated. It can be seen that the platform 

can run normally. It is the key to simulate the situation. In the design of the platform 

database, this study chooses SQL Server 2013 as the database development software, 
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and the generated database as the database of the platform. The function of the database 

is to save, modify the information and maintain the stability of the platform. We must 

ensure that it conforms to the following principles of database design: the design of the 

data table is normative; Fewer data tables; Fewer fields in the table. 

According to the principles mentioned above, this study sets up corresponding data 

tables to facilitate unified data management. The data input by the users is planned 

through the data table, which provides convenience for the subsequent data management. 

3.3. Design of Platform modular  

Some virtual instrument with an instrument function is encapsulated as a module. Using 

the modular virtual experimental unit, different experimental objects can be analyzed by 

the same experimental system. This helps to develop the students' ability to draw 

inferences from one example. Experimental resources are saved. The International Trade 

Virtual Experiment Platform is divided into five modules: user authority, teaching 

supervision, experiment control, data control and resource publishing. The following 

figure describes the modules and their functions.  

 

 

Figure 3. International Trade Virtual Experiment Platform modularization 

 

• User Authority Module. Students can join the class through the course code sent by 

the teachers. The students can also join the virtual experiment platform by introducing 

the list of information into the system. The teachers can help students better understand 

the knowledge in the class by publishing the experiment. At the same time, the teachers 

made the simulated situation closer to reality through parameter restriction. Students' 

experimental process will also be systematically recorded, organized into a report, and 

sent to the teachers. Administrators have the highest authority and can create courses.  
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• Teaching Supervision Module. Teachers can use the system to assist teaching. It is 

also as a review tool after class. Teachers publish experiments and quizzes in class to 

understand students' mastery. Students' completion of the quiz will also report back to 

the teacher. The teachers can better grasp the teaching pace through the error rate and 

other data. At the same time, students' completion of assignments will also be reflected in 

the course progress, so that teachers can understand the situation. 

• Experimental Control Module. Teachers can add, delete experiments, prolong the 

experiment time and so on. And the experiment situation will be plotted into a report. 

• Data Control Module. The administrators can monitor the operation of the platform 

through the platform data feedback. And they can use the data to identify problems of the 

platform. 

• Resource Publishing Module. Teachers and students can upload resources to 

achieve resource sharing. 

 

 

Figure 4. Enterprise export trade interaction diagram 

 

This study takes the enterprise export trade interaction process as an example to 

illustrate. Users scheme quotation of the production according to the needs of customers. 

The quotation plan shall be approved by the manager, sales director, etc. and shall be 

quoted to the customer within the authority. After the customer accepts, the contract is 

signed and the company begins to produce. Materials are complete before products can 

be made. After internal pre-testing and finished products through physical and chemical 

testing, they go to customs broker to check their products. After the inspection, the 

company can load. After the installation is completed, it can be shipped to the customer. 

4. Experimental Results 

Modularization solves the problem of poor compatibility of existing virtual experimental 

platform. It is known that the key to platform stability is the number of users and the 

number of servers. R is used to represent the platform stability; x is used to represent the 

remaining user capacity. B is used to represent the number of remaining users, and c is 

used to represent the number of website servers, then:  

� =
�

�
+ �                    (1) 

Since the remaining user capacity x cannot be obtained directly, the following 

formula is used to predict the remaining user capacity x, where x0 represents the initial 
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user capacity. 

� � �� �
�

���
              (2) 

Administrators can use the preceding formula to monitor the user capacity and 

avoid system crash. In order to ensure that the International Trade Virtual Experiment 

Platform is more stable than the virtual experimental platform on the market, this study 

does an experiment. The stability of the platform is illustrated by comparing the 

concurrent data of users. The technology used in the test is black box technology, and the 

key to the test is the number of people they can be compatible with. 

4.1. Operating Environment 

In this experiment, the first thing is to build an operating environment. The establishment 

of operating conditions includes server, operating system, database, etc. 

4.2. Sample Run 

This study takes the number of run-time users as a sample run. Assuming 10 runs, this 

study sets the maximum and minimum number of users per run in advance. The pre-set 

sample data is substituted into the virtual experiment platform. The maximum number of 

compatible users between the two platforms is compared. 

4.3. Results Analysis 

 

Figure 5. Maximum number of users on two platforms 

 

From the above run, you can see when the number of users is small, both platforms can 

run smoothly. On the eighth run, the existing virtual experimental platform began to 

collapse. After the number of users is cleared, the 9th and 10th runs are carried out 

respectively. The existing virtual experimental platform crashes, but the International 
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Trade Virtual Experiment Platform can still run smoothly. Therefore, the International 

Trade Virtual Experiment Platform is relatively stable. 

 

 

Figure 6. Response time for the same number of users on two platforms 

 

As shown in Figure 6, the response time of the platform designed in this paper is 

less than 3 seconds under different user numbers. The response time of the existing 

virtual experimental platform increases as the number of users’ increases. Thus, the 

International Trade Virtual Experiment Platform is more stable. 

5. Conclusion 

Using the International Trade Virtual Experiment Platform for teaching, students are 

immersed in the relevant situation. In the process of the experiment, students can choose 

the role of the government, enterprises and other roles independently. This helps students 

to experience the behavior decision-making of different subjects. In addition, the 

experiment can increase the motivation of students to learn and tap their interest and 

potential. Moreover, compared with the existing virtual experiment platform, the 

performance of the International Trade Virtual Experiment Platform is better and the 

running time is more stable. 
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Abstract. Globalization and information technology are developing rapidly. 
Chaozhou Chinese paper cutting exists physically. Chaozhou Chinese paper 
cutting is facing the difficulties of preservation and dissemination. The purpose of 
this study is to further realize the preservation and personalized recommended 
dissemination of intangible cultural heritage represented by Chaozhou Chinese 

paper cutting. In this paper, information technologies such as knowledge graphs, 

multimedia applications, Bi-RNN neural networks, and probabilistic 
decomposition models are used. This paper delves into the visual communication 
and personalized recommendation of intangible culture to preserve, pass on, and 
spread it better. 

Keywords. Chaozhou Chinese paper cutting, Personalized Information 
Recommendation, Knowledge Graph. 

1. Introduction 

The trend of economic globalization and world multi-polarization is irreversible, and 

international competition is a competition of comprehensive national power based on 

economic strength and scientific and technological strength. In the twenty-first century, 

to promote Chinese culture and spread Chinese voice, Chaozhou Chinese paper cutting 

maybe a piece of high ground that cannot be ignored. However, the network platform 

of Chinese paper cutting mainly displays information about Chinese paper cutting, 

without a personalized information customization service. How to spread the Chinese 

paper cutting in Chaozhou vigorously and radiate more and more people is the 

challenge of Chaozhou Chinese paper cutting heritage. 

Yu Fuye and Zhang Xizhong have proposed the importance of establishing a 

knowledge map and building a database on the inheritance and development of 

Manchu Chinese paper cutting. In terms of knowledge graph construction, knowledge 

graphs are built around the domain aspects of various industries, while the knowledge 

graph construction of Chinese paper cutting information and application services are 

few and far between. [1] 

In terms of personalized recommendation, scholars have mainly divided traditional 

recommendation algorithms into three main categories. For example, collaborative 

filtering recommendation algorithms, content-based recommendation algorithms, and 

hybrid recommendation algorithms are proposed with the shortcomings and defects of 

the combined recommendation algorithms. Also, personalized recommendation 
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systems with multiple sources of big data, and knowledge graphs that fuse contextual 

information [2]. However, the existing algorithms are not always able to maintain a 

high accuracy rate due to the dynamic changes of user interests and the long-term 

instability of user interests and other elements. 

This study takes the relationship between information and attributes of Chaozhou 

paper cuttings as a starting point. This paper composes the relationship between 

Chaozhou Chinese paper cutting and its attributes. This paper constructs a knowledge 

graph on this basis and incorporates the knowledge graph into specific algorithms. This 

paper is constructed in a way to have a better sorting of Chaozhou Chinese paper 

cutting attributes. This paper is based on the construction of the knowledge graph of 

Chaozhou Chinese paper cutting and the integration of the personalized 

recommendation algorithm. This paper will be better and more accurate to make 

personalized information recommendations for users. [3] 

2. Knowledge graph construction 

2.1. Definition of Chaozhou Chinese paper cutting attributes 

The construction of the knowledge map of Chaozhou Chinese paper cutting starts with 

defining the attributes of Chaozhou Chinese paper cutting. In other words, the process 

of defining the attributes of Chaozhou Chinese paper cutting is also the process of 

extracting and re-understanding the information of Chaozhou Chinese paper cutting. 

To identify the attributes of Chaozhou Chinese paper cutting that can be used as 

entities for the knowledge graph construction of Chaozhou Chinese paper cutting. 

Knowledge and integration of offline and online information related to Chaozhou 

Chinese paper cutting are required. By understanding and researching offline and 

online, it is possible to determine information about the attributes common to 

Chaozhou paper cutting. Information on the attributes of Chaozhou Chinese paper 

cutting is Chinese paper cutting types, Chinese paper cutting knives, subject matter, 

Chinese paper cutting forms, pattern styles, emotional connotations, life uses, and 

belief customs. [4] By defining the attributes of Chaozhou paper cuttings, entities that 

can be used for knowledge graph construction are abstracted. These entities will be 

applied to the subsequent process of knowledge graph construction. 

The information from the online platform was analyzed and studied to identify 

several important attributes of Chaozhou Chinese paper cutting as entities for the 

knowledge mapping of Chaozhou Chinese paper cutting. The common attributes of 

Chaozhou Chinese paper cutting information are Chinese paper cutting types, Chinese 

paper cutting knives, subject matter, Chinese paper cutting forms, pattern styles, 

emotional connotations, life uses, and belief customs. 

2.2. The construction of Chaozhou Chinese paper cutting knowledge graph 

To ensure the quality of the Chaozhou Chinese paper cutting knowledge graph, this 

paper adopts a top-down construction approach. The top-down approach firstly 

determines the schema layer for the knowledge graph and uses the schema layer for the 

upper management of the knowledge graph. By upper-level management of the schema 

layer, valid data and entities can be added to the knowledge base. Furthermore, in the 
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process of adding data to the knowledge base, invalid data is excluded at the same time. 

In the process of constructing the knowledge graph, the knowledge graph sick cycle 

and some characteristics in terms of the Chaozhou Chinese paper cutting domain will 

also be considered. Because of this, the Chaozhou Chinese paper cutting knowledge 

graph collusion process is in order of original data acquisition, ontology construction, 

knowledge extraction, knowledge fusion, and knowledge storage. [5] It is worth 

mentioning that each step of this construction method develops a suitable scheme 

according to the actual situation. 

3. Chaozhou Chinese paper cutting knowledge graph recommendation 

algorithm 

In recent years, recommendation algorithms, including collaborative filtering 

algorithms, have suffered from shortcomings in cold-start, overfitting, and data sparsity 

[6]. These shortcomings lead to inefficient use of data and the inability to effectively 

match their users' individual needs. 

Many researchers use different auxiliary information including Social Networks, 

the user or item attributes, and Knowledge Graphs to complement the algorithm to 

improve the recognition of user characteristics. Among them, recommendation 

algorithms using knowledge graphs are undoubtedly the hot research topic nowadays. 

The research results of recommendation algorithms for knowledge graphs are also 

being expanded and applied in industries such as music, film and television, and 

business. [7] Elena Hernández-Nieves et al. investigate how to use personalized 

recommendation algorithms (PER) for financial product recommendations. [8] To 

enhance the information linkage in the recommendation model for the implicit layer, 

Depeng Dang et al. proposed to use a deep perceptual neural network model (DKN) [9] 

Wang YueQun et al., on the other hand, tried to use RippleNet and a multi-task 

recommendation model (MKR) oriented to knowledge graphs. This model enhances 

the recommendation model's ability to mine user information and interactively combine 

the knowledge graph with the user's historical data. Thus, this approach improves the 

performance of the model for movie, music, and book recommendations. [10] 

However, the above studies still have certain shortcomings. Subject to the problems 

of meta-road design and merging of model and auxiliary information, it has some 

degree of limitation in application scenarios. Moreover, among the existing 

recommendation algorithms for knowledge graphs, there is a lack of models that can 

efficiently identify and extract low-level features from user information. To address 

this situation, this paper proposes the use of collaborative filtering algorithms based on 

Bi-RNN neural networks to solve the data sparsity problem. In this paper, we improve 

the cold start problem by measuring the similarity of user features and finally integrate 

it with the knowledge graph embedding technique (KGE). Thus, this paper makes full 

use of the contextual relationship between user information and auxiliary information. 

This approach enhances the mining, identification, and extraction of users’ features for 

the paper-cut recommendation algorithm, and thus improves its recommendation 

accuracy for the paper-cut algorithm. 
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3.1 Model design 

This model first collects and measures the similarity feature indexes of users, and 

cross-fuses the knowledge graph feature information with the user information using 

the knowledge embedding technique. 

This model uses a collaborative filtering algorithm based on a Bi-RNN neural 

network to identify multi-level features in the feature vector of user preferences about 

Chinese paper cutting mapping and contextual relationships. The model recommends 

suitable Chinese paper cutting knowledge graphs for different users. The overall 

framework of the model is shown in Figure 1. 

 

 

Fig. 1. Recommended model of the paper-cut knowledge graph. 

3.1.1 User preference similarity index construction 

For users with similar age and educational backgrounds, their preferences for Chinese 

paper cutting charts are perhaps more similar. Therefore, it makes sense to recommend 

similar or the same type of clippings to users with similar attribute characteristics. This 

also improves the cold start problem of the clippings recommendation model very well. 

For the construction indicators of user attribute characteristics, mainly including age 

indicators as well as education indicators, the relevant formulas are as follows. 
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(1) User age similarity measurement 

There is a high probability that users of similar age have similar preferences for 

paper-cut mapping. This model sets the age gap threshold between users to 3. Users 

with an age gap less than or equal to 3 will be considered as users with the same feature 

attribute and their similarity is marked as 1. The formula is as follows. 

�����,����� = 	 �

|�����|
, |�� − �	| > 3

          1       , |�� − �	| ≤ 3
               (1) 

�,�: User N as well as user U. ��,�	: The ages of user N as well as user U. �����,�����: The age similarity between user N as well as user U. 

 

(2) Calculation of similarity of users' education 

The preferences between users with similar academic qualifications are also likely to 

be similar, and the similarity for users' academic qualifications is calculated as follows.   

�����,��
�� = �1, � = �

0, � ≠ �
                                    (2) 

�,�: User N as well as User U. �,�: User N and the educational status of User U. �����,��
��: The similarity of education between user N as well as user U is 

recorded as 1 if they are the same, and 0 if they are not. 

Based on the 2 similarity features mentioned above, the formula used to represent 

the similarity of the overall user preference features is proposed as follows. �����,����������� = � ∗ �����,����� + � ∗ �����,��
�� , 

 � + � = 1  �,� ∈ [0,1] (3) 

�����,������������: The similarity of the overall preference characteristics of user N 

as well as user U. 

	,
: The weights of different similarity factors. 

3.1.2 Chinese paper cutting knowledge graph embedding 

The MLP model is used to process the deep-level feature relationship between the 

entity vector of the paper-cut mapping and the feature vector of the paper-cut mapping. 

Thus, the deep-level feature representations of the relationship vectors between them 

can be obtained. Further, the potential feature representations of the data are 

concatenated to obtain the final paper-cut mapping feature vectors. The formula is as 

follows. �� = ∅�~
(�)[��(�,�)[�]]                                    (4) 

�� = ��(����(…�(�)))                                         (5) 

�� = �(���
� (��,��))                                            (6) �� = �(��� + ��)                                             (7) 
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��� = �(���
��� ,��� + ���
)                                 (8) ��: Deep representation of paper-cut mapping entity feature vectors. ��: The cross-compression unit of the Lth layer. ��(�,�) : Paper-cut mapping entity features and deep feature representation of paper-

cut mapping obtained by cross-compression cells of T-layer. ��: Deep representation of the relation T-vector. 

[�] : Distinguishing marks for paper cutting entity vectors. �(�) : The network layer in the fully connected state. ���
� :Z-layer MLP network. �: Nonlinear activation function. ���
 ,��: Weights. ���
: Deviation. ��: Prediction vectors for paper-cut mapping. 

3.1.3  

The user preference feature vector, as well as the mapping feature vector are cross-

compressed with the following equation. 

 

(1) For the paper-cut mapping prediction vector as well as the user similarity feature 

vector, crossover processing is performed. 

�� = ������ = ���(�)��(�)
⋯ ��(�)��(
)

⋮ ⋱ ⋮��(
)��(�)
⋯ ��(
 )��(
)

�                             (9) 

�: The embedding dimension of the feature vector. ��: The feature matrix obtained by intersecting the user similarity vector and the 

paper-cut mapping prediction vector. 

 

(2) Compression of the feature vectors after cross-processing. ���� = ����
�� + ��

���
� + ��

� = �������
�� + �������

� + ��
�            (10) ���� = ����

� + ��
���

 + ��
�

= �������
� + �������

� + ��
�          (11) �����,����� = �(����,����)                                          (12) �(����,����) : The feature vector representation of the paper-cut mapping obtained 

after cross-compression. ���, ���: The output of user feature vectors and the output of paper-cut mapping feature 

vectors. 

3.1.4 

The cross-compressed processed knowledge mapping feature vectors are fed into the 

Bi-RNN neural network. Thus, its deep multi-feature representation can be obtained, 

and the structure of the Bi-RNN neural network is shown in Figure 2. 
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Figure 2. Bi-RNN neural network. 

 

The formula is as follows: 

��
�����⃗ � ���	
	��, ��, ����

���������⃗ �                                        (13) 

��
�⃖���� � ���	
	��, ��, ����

�⃖���������                                       (14) 

�� � ����
�⃖���� � ����

�����⃗                                             (15) 

� � �������	��
	��, ���                                    (16) 

R: The final value of the weight matrix. 

H�
����⃗ : Forward hidden layer state vector. 

H�
�⃖���: Backward hidden layer state vector. 

W	, W
: The weight coefficients of the preceding and following state vectors. And the 

expressions of users' prediction scores for different knowledge graphs are as follows. 

G� � C�P�
	 � ∑ C��P��

�
��                                      (17) 

C�: The number of rows of the matrix where user C is located. 

P�: The number of rows of the matrix where the features P of the map are located. 

C��: The relationship between user C and the ath mapping feature.  

P��: The relationship between the graph feature P and the ath user. 

 

After optimization, the loss function is: 

#�$$ � ∑ %&� ' ∑ �����
�
�� � (	||��||� � ||�||��*��∈������           (18) 

4. Experimental results 

The experimental environment is shown in Table 1-1: 
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Table 1-1. MKFM recommendation algorithm training process. 

Category Parameter 

The operating system 10 the 32-bit Windows 

The processor Intel(R) Core(TM) i5-3337U @ 1.80ghz quad Core 

GPU NVIDIA GeForce GT 720M 

Memory 6G 

4.1 Data set 

In this paper, two datasets, the publicly available Chinese paper cutting website 1M and 

some survey questionnaires 2M made by ourselves, are selected. 

The rating file in the dataset includes 3040 users, 22 types of Chaozhou paper 

cutting, and user rating scores for different paper cutting types. The cumulative number 

of user ratings in this data set has reached 1327, with ratings ranging from 1 to 5. The 

higher the rating, the more the user likes paper cutting. The user attributes file contains 

information about user attributes. For example, age, education, etc. The paper cutting 

attribute file paper cutting attribute information. For example contains emotions, 

categories, etc. 

4.2 Data pre-processing 

The display data in the two obtained datasets 1M, 2M are converted into implicit data. 

If a user rates a paper cutting, the entry is marked as 1. Then an additional set of 

unrated paper cutting is matched and marked as 0. The score threshold in dataset 1M is 

4. The entry is marked as 1 only when the user rates the paper cutting as 4. This means 

the user has rated a type of paper cutting positively. The opposite is true for negative 

ratings. The score and count for all interactions are uniformly marked as 1. 

 

Table 1-2. Data set statistics. 

The data set The number of 
users 

Value of the user 
feature domain 

Number of 
paper cutting 

types 

Number of 
interactions

Number of tuples of 
a knowledge graph 

1M 2040 3.1 1,347 754,23 2,873 

2M 1000 1 334 34,234 1,231 

 

Building the Knowledge Graph FG database uses Microsoft Satori to build the FG 

database for each dataset. Further, the names of the paper-cut types are matched with 

the tail features of the knowledge graph triples. Thereby, the set of IDs in the FG subset 

is obtained. Then, the IDs of paper-cut types with duplicate matches or missing 

matches are removed, and the remaining IDs are matched with the head and tail 

features of the knowledge graph triad. In turn, all the triads with successful matches 

and good matches are filtered out, as shown in Table 1-2. 
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4.3 Experimental Results 

This algorithm uses both ACC and AUC as the measurement criteria for CTR 

prediction for 1M as well as 2M. The results are shown in Tables 1-3. 

 
Table 1-3. CTR prediction tasks on the data set. 

Model 1M 2M
 AUC ACC AUC ACC 

Bi-RNN 0.834 0.656 0.810 0.687 
PER 0.801 0.648 0.802 0.657 
CKE 0.768 0.637 0.789 0.643 
DKN 0.754 0.571 0.764 0.632 

4.4 Analysis of experimental results 

The results of the experiments show that the AUC, as well as AAU metrics of this 

model are higher than the rest of the models, both on 1M and 2M. Even in the case of 

sparse data, the model can perform the recommendation of a Chinese paper cutting 

knowledge graph with high accuracy. 

5. Conclusion 

The art of Chinese paper cutting in Chaozhou is unique in its expression and has certain 

artistic value. Chaozhou Chinese paper cutting has been included in the list of China's 

non-material cultural heritage. There is a certain necessity to establish a knowledge 

graph and personalized recommendation for Chaozhou Chinese paper cutting to realize 

its modernized communication. In this paper, information technologies such as 

knowledge graph, multimedia application, Bi-RNN neural network, and collaborative 

filtering model are used. This paper delves into the visual communication and 

personalized recommendation of intangible culture to preserve and transmit it better. In 

addition, the research contents and methods of this project are well-grounded in theory. 

The project is innovative and highly experimental, with high feasibility of the scheme 

and a certain prior research foundation. The research of this paper will provide 

scientific and intellectual support for Chaozhou Chinese paper cutting and the 

preservation and dissemination of intangible cultural heritage. 
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Correlation Residual Model for Chinese 
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Abstract. Sentence semantic matching (SSM) is central to many natural language 
processing tasks. This is especially the case for Chinese sentence semantic 
matching due to the complexity of the semantics, missing semantics and semantic 
confusion are more likely to occur. Existing methods have used enhanced text 
representations and multiple matching strategies to address these problems but 
there is still great potential to capture deep semantic information for Chinese text. 
This paper proposes a Multi-Granularity and Internal-External correlation Residual 
model (MGIER) to better capture the deep semantic information and to alleviate 
the missing semantics effectively. First, the MGIER model utilizes character/word 
granularity to capture fine-grained information. Then, soft alignment attention is 
employed to enhance the correlation between characters/words in a sentence, 
called internal correlation, and the correlation between sentences, called external 
correlation. In particular, this method uses residual connections to preserve more 
semantic information from the bottom embedding layer to the top prediction layer. 
Experimental results show that the proposed method achieves state-of-the-art 
performance for Chinese SSM, and, compared with pre-trained models, the 
method also achieves better performance with fewer parameters. 

Keywords. Chinese text matching, sentence semantic matching, multi-granularity, 
residual encoding, soft alignment attention, BiLSTM 

1.  Introduction 

Sentence semantic matching (SSM), which is used to identify whether or not two 
sentences have the same meaning, is widely used in various applications, such as 
intelligent customer service, information retrieval, and plagiarism detection. 

Due to the complexity of the semantics in the Chinese language, missing 
semantics and semantic confusion are more likely to occur. With the development of 
deep learning, such as the attention mechanism [1, 2] and Siamese networks [3], it is 
possible to capture deep semantic information of sentences. In English SSM tasks, [4, 
5] lead the way in using multi-granularity to extract fine-grained information. Although 
the character-granularity is beneficial to enrich English text representation, one single 
English character does not express meaning. However, a Chinese character is able to 
represent a definite meaning, which can convey more semantic information. Thus, [6-8] 
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utilize character/word granularity to capture semantic information from Chinese text 
and achieve remarkable performance. In order to capture more semantic information, 
[2] employs the residual connections to preserve information. [9] preserves semantic 
information from the bottom layer to the topmost layer. Although existing methods 
capture deep semantic information from different perspectives, they cannot completely 
overcome the missing semantics problem. 

Motivated by existing methods, we propose a Chinese SSM model, named the 
Multi-Granularity and Internal-External correlation Residual model (MGIER). We not 
only alleviate the problem of missing semantics in the encoding process, but also in the 
information propagation process. Moreover, we capture more sentence correlation 
information based on multi-granularity. For comparison, we list the core components of 
related methods in Table 1. 

Table 1. Core components of related methods. 

Method      Multi-
Granularity 

Siamese  Residual 
Connection 

Internal 
correlation 

External 
correlation 

From 
bottom 
to top 

Multi-
Residual  

MGIER        
ICE [8]        
MGF [7]        
DRCN [9]        
ESIM [1]        

In Table 1, the term “Siamese” refers to encoding information by the same network, 
which is detailed in section 2. “From bottom to top” refers to preserving information in 
every layer of the models. “Multi-Residual” refers to using residual connections in 
multiple layers of models. 

In summary, we mainly make the following contributions in this work:  

� We capture the semantic information of Chinese sentences from the bottom 
embedding layer to the top prediction layer by using the residual connections.  

� We utilize character/word granularity to capture fine-grained information of 
sentences, and employ soft alignment attention to enhance the internal 
correlation and the external correlation.  

2. Related Work 

Earlier SSM methods mainly focused on text representation [3, 10-12]. These obtained 
the vector representation for two sentences separately at first, and then employed 
distance measures to compute the semantic similarity of the two sentences. Among 
them, the Siamese network is still used today because the feature of sharing parameters 
makes the model smaller and easier to train. A key issue for such models is that there is 
no explicit interaction between the two sentences. 

To enhance interaction of sentences, some methods incorporate attention 
mechanism into the SSM task [1, 13]. ESIM [1] employs soft alignment attention to 
enhance the correlation between two sentences. Inspired by ESIM, some methods 
introduce many complex matching strategies to enhance the correlation between two 
sentences [2, 5, 13-14]. For these methods, missing semantics is still a difficult issue. 
To address this problem, researchers discovered that the granularity of text is also 
crucial for capturing semantic information [4-8], especially for Chinese SSM. In 
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particular, the MGF model [7] integrates character/word granularity and achieves 
remarkable results. However, this work does not consider the correlation of sentences. 
Thus, ICE [8] employs soft alignment attention to extract correlation information, but 
only considering the internal correlation of sentences is far from adequate. Some 
methods use residual connections [2] and dense connections [9] to capture semantic 
information for SSM. However, they do not incorporate multi-granularity and capture 
sufficient correlation information. 

Recently, pre-trained language models (PTMs) have achieved great success in 
various natural language processing tasks, due to their capacity to capture deep 
contextualized information [15-19]. Although BERT [15] and NEZHA [17] achieve 
remarkable results for Chinese SSM, they need to be trained on high-quality datasets 
and their migration ability is also very limited. 

Different from existing methods, we propose the MGIER model to capture more 
and deeper semantic information. With less computational cost, our method achieves 
better performance compared with the state-of-the-art methods. 

3. MGIER Model 

 

Figure 1. Architecture of the Multi-Granularity and Internal-External correlation Residual Model. 
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In this section, we introduce the proposed Multi-Granularity and Internal-External 
correlation Residual model (MGIER) for Chinese SSM. 

Given two sentences P and H, we respectively segment P and H to character 
sequences P_char and H_char, and word sequences P_word and H_word. Then, the 
MGIER model inputs P_char, P_word, H_char, and H_word, and predicts a label ƴ that 
indicates the semantic relationship between P and H. As shown in Fig. 1, the MGIER 
model architecture consists of five components: 1) a multi-granularity embedding layer, 
2) a residual encoding layer, 3) an internal-external correlation encoding layer, 4) a 
global feature fusion layer, and 5) a prediction layer. We will detail each component in 
the following subsections. 

3.1.  Multi-Granularity Embedding Layer 

In this layer, the character/word sequences P_char, P_word, H_char, and H_word of 
sentences P and H are first padded to the same length N. Then, an l-dimensional 
embedding vector for a character/word in the sequences is obtained by the pre-trained 
Word2Vec [20] on the data set, such as BQ [21] and LCQMC [22] in our experiments. 
It is noted that out-of-vocabulary (OOV) words are initialized with zero vectors. As a 
result, the sentences P and H are converted to four sequences , , , , where 
each sequence consists of N l-dimensional character/word embedding vectors. That is 
to say, each of , , ,  is a N*l matrix. 

3.2.  Residual Encoding Layer 

In this layer, we use LSTM [23] and BiLSTM [24] to encode character/word 
embedding vector sequences in , , ,  obtained in the previous layer. The 
formula is shown in Eq. (1). 

(1) 

Consider the first line in Eq. (1). First, we use LSTM to encode the character 
embedding vector sequence , i.e., . Second, we combine  
and , i.e., . Third, we use BiLSTM to encode the result in the second 
step, i.e., . Finally, we combine  
and  and obtain . As shown in Eq. (1), similar steps are applied to the 
other character/embedding vector sequences , , . The steps in Eq. (1) are 
detailed in the top-right of Fig. 1.

 
3.3.  Internal and External Correlation Encoding Layer 

In this layer, we employ soft alignment attention [1] to compute the internal correlation 
between characters/words in a sentence, and the external correlation between sentences. 

Internal Correlation Encoding. We capture the internal correlation features between 
a character and a word in the same sentence. 
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We first compute the correlation weight via Eq. (2). 

(2) 

where  and  are respectively the i-th character encoding vector in  and the j-
th word encoding vector in  for the sentence P, which are obtained in the previous 
layer.  is the correlation weight between  and . Similarly, , , and  
for the sentence H. After obtaining the correlation weights  and , we compute the 
internal correlation features via Eq. (3). 

(3)  

where , ,  and  are respectively the correlation features of the i-th character 
or the j-th word in the sentences P and H. With the above operations, we obtain the 

internal correlation features:  ( ),  ( ),  ( ), and  

( ) . 

External Correlation Encoding. We capture the external correlation features between 
two characters or two words in two different sentences.  

We first compute the correlation weight via Eq. (4). 

(4)  

where  and  are respectively the i-th character encoding vector in  for the 
sentence P and the i-th character encoding vector in  for the sentence H.  is the 
correlation weight between and . Similarly, , and  for the word 
encoding vectors. After obtaining the correlation weights  and , we compute the 
external correlation features via Eq. (5). 

(5)  

where , , , and  are respectively the correlation features of characters or 
words in the sentences P and H. With the above operations, we obtain the external 
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correlation features:  ( ),  ( ),  ( ), and  

( ) . 

3.4.  Feature Fusion Layer 

We have obtained the residual encoding features and internal-external correlation 
features in the above layers. Specifically, the residual encoding features are , , 

, and , the internal correlation features are  ,  ,  , and  , and the 
external correlation features are  ,  ,  , and .   

Internal Correlation Feature Fusion. The average and max pooling operations are 
able to extract a set of global and key features, respectively.  

 (6)  

Consider the first line in Eq. (6). First, we combine the residual encoding features and 
internal correlation features of sentence P, i.e., . Second, we perform 
the average and max pooling operations on the combined feature. Finally, we combine 
the results of the pooling operations and obtain  which is the feature of P. As shown 
in Eq. (6), similar steps are applied to sentence H and obtain  which is the feature of 
H. For the global internal correlation feature , we first combine all the internal 
correlation features, i.e., , and then perform the pooling operations 
on the combined feature. 

.                                                                                   (7) 

Here, the operations - and × are performed element-wise to infer the relationship 
between two sentences. As shown in Eq. (7), we compute the correlation feature  
for the tuple < , >.

 

                                                                                                  (8)  

As shown in Eq. (8), we obtain the internal correlation feature  by combining the 
correlation feature  and the global internal correlation feature .  

External Correlation Features Fusion. We integrate the residual encoding features 
and the external correlation features. 

(9)
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Consider the first line in Eq. (9). First, we combine the residual encoding features and 
external correlation features of word-granularity for sentences P and H, i.e., 

. Second, we perform the average and max pooling operations on 
the combined feature. Finally, we combine the results of the pooling operations and 
obtain , which is the word-granularity feature for sentences P and H. Similar steps 
are applied to character-granularity for sentences P and H. For the global external 
correlation feature , we first combine all the external correlation features, i.e., 

, and then perform pooling operations on the combined feature. 

.                                                                    (10)  

As shown in Eq. (10), we compute the correlation feature  for the tuple < , 
>.

 

.                                                                                     (11)  

As shown in Eq. (11), we obtain the external correlation feature  by combining the 
correlation feature and the global external correlation feature .  

.                                                                                        (12)  

Finally, we obtain the global feature by combining the internal/external 
correlation features, as shown in Eq. (12), which is the input of the prediction layer. 

3.5.  Prediction Layer 

The prediction layer is a multi-layer perceptron classifier with three dense sub-layers, 
in which the first two dense layers are activated with the ReLU function [25] and the 
last dense layer is connected with the sigmoid activation function in our experiments. 

3.6.  Loss Function 

When training the models, we use two loss functions which have different effects on 
different datasets. The first one is the modified binary cross-entropy lmodify [26] shown 
in Eq. (13), which can focus on the training samples that are not easy to distinguish.

 
.                                   (13)

 

where  and  are the true value and the predicted value,  is 
defined as in Eq. (14).

 
             (14)  

where m is a threshold which is usually set to 0.7,  is the unit step function and is 
defined as shown in Eq. (15).
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(15)

 

The second loss function is the equilibrium binary cross-entropy lequilibrium [7] shown in 
Eq. (16), which can strengthen its ability to distinguish the fuzzy boundary and 
eliminate the blurring phenomenon in classification tasks. 

                (16)  

Where n is the count of samples and lmse is the equilibrium factor MSE, defined as in 
Eq. (17). 

(17)
 

4. Experiments 

The goal of the experiments is to evaluate the effect of the performance of the proposed 
model, MGIER, for Chinese SSM. 

4.1.  Experiment Setup 

Datasets. In the experiments, we use two Chinese datasets BQ [21] and LCQMC [22]. 
BQ is a Chinese bank question corpus for sentence intention equivalence identification, 
which comes from Weizhong bank’s online customer service logs. LCQMC is a 
Chinese question matching corpus collected from Baidu Knows. The two datasets 
consist of a large number of instances in the form of (P, H, Label), where P and H are 
two Chinese sentences, and Label indicates whether P and H have the same meaning. 
We split each dataset into a training set, validation set, and test set by the same 
proportion mentioned in [24, 25]. A summary of the datasets is shown in Table 2. 

Table 2. Experimental data sets 

Dataset Source Scale(train/validation/test) Positive:Negtive  
BQ Weizhong bank 100,000/10,000/10,000 1:1 

LCQMC Baidu Knows 238,766/8802/12,499 1.35:1 

Baseline models. In the experiments, we compare the proposed model with seven 
baseline models. ESIM [1] employs soft alignment attention to capture deep correlation 
information between two sentences. Although MGF [7] and ICE [8] use multi-
granularity to enhance text representation, only ICE uses soft alignment attention to 
capture the correlation information of sentences. Both have good performance for 
Chinese SSM. DRCN [9] utilizes the representational power of recurrent networks and 
attentive information. ESIM and DRCN also have remarkable performance in English 
SSM. BiMPM [14] matches two sentences from different directions. ARC-II [27] is a 
simplification of MatchPyramid. MatchPyramid [28] comes from modeling text 
matching as image recognition, which takes the matching matrix as an image. 
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Metrics. The metrics used in the experiments include accuracy, precision, recall and 
F1_score. 

Parameters. In the experiments, the hidden states of LSTM and BILSTM and the 
character/word embedding vectors have 300 dimensions. For LSTM, the dropout rates 
0.4 and 0 are used for the datasets BQ and LCQMC, respectively. In BiLSTM, the 
dropout rates are set to 0.55 and 0.25, respectively, for BQ and LCQMC. The dropout 
rates 0.3 and 0.5 are used for BQ and LCQMC, respectively, in the prediction layer 
which consists of two densely-connected hidden layers with 600 units and one 
classifier with a sigmoid activation function. When training the models, we use Adam 
optimizer, where the number of epochs is 100 and the batch size is 512.  

Environment Setting. We implemented the proposed model using Python with the 
Keras and Tensorflow frameworks, and the baseline models using the Pytorch 
frameworks. All experiments are run on a workstation equipped with two Intel (R) 
Xeon (R) gold 6132 CPU, @ 2.60GHz 256GB memory, four pieces of NVIDIA Tesla 
V100 SXM2 32GB GPU, and CentOS Linux. 

4.2. Experimental Results 

The effect of loss functions. We compare the effect of two loss functions: the modified 
binary cross-entropy lmodify defined in Eq. (14) and the equilibrium cross-entropy 
lequilibrium defined in Eq. (18). The results are shown Table 3. From this table, we can see 
that the modified binary cross-entropy lmodify is better than the equilibrium cross-entropy 
lequilibrium for the dataset BQ, while lequilibrium is better than lmodify for the dataset LCQMC. 
The reasons may be that the modified binary cross-entropy focuses on the training 
samples that are not easy to distinguish, and the equilibrium cross-entropy 
distinguishes the fuzzy boundary and eliminates the blurring phenomenon. As a result, 
we use the modified binary cross-entropy as the loss function for BQ, and the 
equilibrium cross-entropy for LCQMC. 

Table 3. The effect of loss functions 

Dataset Loss Function Accuracy Precision Recall F1_score 
BQ lmodify [8]  84.93 84.96 84.94 84.87 

 lequilibrium[7]  81.60 84.97 76.78 80.56 

LCQMC lmodify [8]  85.73 80.64 94.04 86.78 

 lequilibrium [7]  87.70 88.77 86.49 87.57 

The effect of models. We compare the proposed model with the baseline models. The 
results are shown in Table 4. In most cases, the accuracy, precision, and F1_score of 
the models using character/word granularity are better than that of other models. This 
indicates that using multi-granularity can improve the performance of the model. 
Among the models, the performance of MGIER, ESIM, and ICE using soft alignment 
attention is also better than that of other models in most cases. Thus, soft alignment 
attention is beneficial to Chinese SSM. Generally, the accuracy of MGIER, 
outperforms that of the baseline models for the dataset LCQMC and BQ. This is 
because MGIER uses multi-granularity and soft alignment attention to capture the fine-
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grained information and internal/external correlation information. Also, MGIER 
employs residual connections to preserve semantic information. 

Table 4. The performance of models 

Dataset Model Accuracy Precision Recall F1_score 

BQ MGIERchar+word 84.93 84.96 84.94 84.87 

 ESIMchar [1] 83.69 78.19 94.22 85.46 

 ESIMword 81.59 83.87 78.74 81.23 
 MGFchar+word [7] 82.61 89.65 73.75 80.83 

 ICEchar+word [8] 84.05 83.31 85.10 84.12 

 DRCNchar+word [9] 76.78 78.13 74.38 76.21 

 BiMPMchar [14] 82.23 80.41 85.74 82.99 

 ARC-IIchar[27] 76.68 75.94 78.10 77.01 

 MatchPyramidchar[28] 67.09 65.47 72.35 68.74 

LCQMC MGIERchar+word 87.70 88.77 86.49 87.57 

 ESIMchar 84.83 78.19 94.22 85.46 

 ESIMword 83.69 75.50 94.42 83.90 

 MGFchar+word  85.86 81.45 92.89 86.76 

 ICEchar+word 86.15 81.93 92.70 86.94 

 DRCNchar+word  78.93 72.10 94.42 81.76 

 BiMPMchar  82.23 75.53 95.47 84.34 

 ARC-IIchar 82.35 88.53 74.34 80.81 

 MatchPyramidchar 72.47 67.01 88.43 76.26 

Comparison with pre-trained models. We compare MGIER with the pre-trained 
models as shown in Table 5. From the results in Table 5, we can see that the accuracy 
of MGIER is higher than that of other pre-trained models, with fewer parameters. This 
is probably because MGIER can capture more and deeper semantic information. 

Table 5. Comparison with pre-trained models 

Dataset Model Accuracy/Parameters Dataset Model Accuracy/Parameters 
BQ MGIER 84.93 (21.25M) LCQMC MGIER 87.70 (21.25M) 

 Bert 83.23 (169.62M)  Bert 87.57 (169.62M) 

 
NEZHA-Base 84.79 (97.16M) 

 NEZHA-
Base 

86.07 (97.16M) 

 
NEZHA-Base-
WWM 

84.67 (97.16M) 

 
NEZHA-
Base-WWM 

86.35 (97.16M) 

 Roberta-wwm-
ext 

84.11 (97.16M) 
 Roberta-

wwm-ext 
84.86 (97.16M) 

Ablation Experiments. We conduct an ablation study for the proposed model MGIER 
on the datasets BQ and LCQMC. The results in Table 6 demonstrate the effectiveness 
of the residual encoding layer as well as the internal-external correlation encoding layer.  
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First, we remove the residual encoding and only preserve the output features of 
BiLSTM and LSTM, denoted case (1). Table 6 shows that the accuracy, precision, and 
F1_score drops obviously, which demonstrates the effectiveness of residual encoding. 

Next, we remove the internal correlation encoding from MGIER, denoted case (2). 
The precision drops to 82.77% and 84.65% for the datasets BQ and LCQMC, 
respectively. We remove the external correlation encoding from MGIER, denoted case 
(3), and the recall drops to 79.36% for BQ, and the precision drops to 87.3% for 
LCQMC. This suggests that computing the internal/external correlation of the 
sentences is useful to improve the performance of the model. 

Table 6. Ablation experiments 

Dataset Model Accuracy Precision Recall F1_score 

BQ MGIER 84.93 84.96 84.94 84.87 

 (1) No residual encoding 83.76 84.51 82.62 83.47 

 (2) No internal encoding 83.48 82.77 84.55 83.57 

 (3) No external encoding 82.81 85.19 79.36 82.11 

LCQMC MGIER 87.70 88.77 86.49 87.57 

 (1) No residual encoding 84.35 78.86 93.84 85.65 

 (2) No internal encoding 86.81 84.65 89.88 87.15 

 (3) No external encoding 87.65 87.30 88.14 87.67 

5. Conclusions 

We propose a Chinese SSM model, MGIER, to capture deep semantic information 
from the bottom embedding layer to the top prediction layer. Experimental results for 
two Chinese datasets demonstrate that the proposed method outperforms the state-of-
the-art methods. Moreover, the proposed method is more efficient than pre-trained 
models. Although the MGIER model has achieved remarkable performance, there are 
still some important points that need to be considered. Through analyzing the 
incorrectly-predicted examples by the MGIER model, we find that different parts of a 
sentence have greater influence on the semantic matching results. For example, if the 
subject of the sentence does not match but the rest of the sentence does match, the 
result predicted by the MGIER model is matching when in fact it does not. Moreover, 
the MGIER model just considers the character and word granularity, but the phrases 
and themes of the sentence also have important semantic information. In the future, we 
will attempt to utilize phrases, themes, and subject-verb-objects of sentences to further 
improve the performance of MGIER for Chinese SSM. 
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Abstract. A sampling method is one of the popular methods to deal with an 
imbalance problem appearing in machine learning. A dataset having an imbalance 

problem contains a noticeably different number of instances belonging to different 

classes. Three sampling techniques are used to solve this problem by balancing class 
distributions. The first one is an undersampling technique removing noises from a 

class having a large number of instances, called a majority class. The second one is 

an over-sampling technique synthesizing instances from a class having a small 
number of instances, called a minority class, and the third one is the combined 

technique of both undersampling and oversampling. This research applies the 

combined technique of both undersampling and oversampling via the mass ratio 
variance scores of instances from each individual class. For the majority class, 

instances with high mass ratio variances are removed whereas for the minority class, 

instances with high mass ratio variances are used in synthesizing minority instances. 
The results of this proposed sampling technique help improve recall over standard 

classifiers: a decision tree, a random forest, Linear SVM, MLP on all synthesized 

datasets; however it may have low precision. So the combined measure of precision 
and recall is used, F1-score. Recall and F1-scores of synthesized datasets and UCI 

datasets are significantly better for collections of datasets having small imbalance 

ratio. Moreover, the Wilcoxon signed-rank test is used to confirm the improvement 
for datasets having imbalance ratio smaller than or equal to 0.2.  

Keywords. Mass ratio variance score, Undersampling, Oversampling, Imbalanced 

problem, Classification 

1. Introduction 

A class imbalanced problem[1] is one of the important topics in classification from 

machine learning. It is a problem of building a classifier in the presence of 

underrepresented class instances and highly skewed class distributions. This occurs when 

the number of instances representing an important class is much smaller than those from 

other classes. In a binary classification, the smaller class is called the minority class or 

the positive class while another class is called the majority class or the negative class. 

The main purpose of classification on this problem is to identify the minority instances 
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as accurately as possible. In real world applications, minority instances are important 

such as fraud transactions in the fraud detection[2], ailing patients in the medical 

diagnosis[3], default loans in the credit approval[4]. In addition, a class imbalance 

problem in the medical diagnosis is to detect and diagnose the patterns of certain diseases 

within patient electronic healthcare records. It is normal that some life threatening 

diseases are rare among patients. The misclassification of these cases can lead to the 

patient’s death so the ailing patients that identify as healthy should not be occurred, i.e. 

the number of false negative patients should be small. Traditionally, a minority instance 

tends to be misclassified when a standard classifier is applied on an imbalanced dataset 

due to its tiny portion. 

There are three main methodologies to deal with an imbalanced problem. First, a 

data-level methodology[5, 6, 7, 8] resamples the distribution of class instances to make 

them balance. Then this new dataset can be used to train with any classifier. Many 

techniques in this approach are an oversampling technique[9, 10, 11] which synthesizes 

random instances from the minority group avoiding those from majority groups, or an 

undersampling technique[12, 13] which discards random instances from the majority 

group to extend the minority region of instances in the minority class or the mixture of 

an oversampling and undersampling technique[14]. Second, an algorithmic-level 

methodology upgrades or reimplements the classification algorithms to be more robust 

to noise while handling minority instances successfully[15, 16, 17, 18, 19]. Third, the 

hybrid methodology combines both the data-level approach and the algorithmic-level 

approach such as Adaboost[20], Boosting[21], Bagging[22], etc. 

An undersampling algorithm concentrates on removing instances from the majority 

class, it reduces the total amount of information that the model has to learn from. 

Currently, there are many undersampling techniques such as DBMUTE 2017, MUTE, 

2011, but a random undersampling algorithm (RUS) is the simplest method that removes 

minority instances randomly without any restriction. There are many intelligent 

approaches toward undersampling such as Tomek-link[23], it is the method that based 

on 1-Nearest-Neighbour, groups the borderline minority instance with nearest majority 

instance then removes those majority instances, this makes borderline unblemish and 

easy to partition. An oversampling algorithm contrasts this operation by increasing the 

number of minority instances. The simplest method is the random oversampling 

algorithm (ROS). It randomly duplicates instances from the minority class, which will 

not expand the region of the minority class. One of the popular oversampling techniques 

that expand the region of this class is the Synthetic minority oversampling technique 

(SMOTE)[5]. It produces artificial minority instances by interpolating between existing 

minority instances and their nearest minority neighbours. The enhanced SMOTE 

algorithm has been developed such as Borderline-SMOTE[6] and Safe-Level-SMOTE[7] 

that deal with some majority instances during the synthetic process. 

A misclassified minority instance normally lies further away from other minority 

instances or abnormal minority instances. An algorithm to help a classifier to recognize 

them should remove some surrounding majority instances within the overlapping region. 

In addition, it should also synthesize a small number of minority instances near these 

minority instances. Hence, the resampling technique is proposed. In addition, the 

algorithm may be used to identify abnormal instances in the majority class for removal. 

This can be achieved using the anomaly score, the Mass-ratio variance based outlier 

factor(MOF)[24]. The algorithm to generate MOF requires no parameter and uses the 

density to assign high scores to outliers. This makes MOF perfect to detect those 

abnormal instances for majority and minority classes.  
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The mass ratio variance majority undersampling and minority oversampling 

technique (MUOT) is proposed. It uses MOF to detect abnormal instances in both 

majority and minority classes. An abnormal instance from the majority class is treated 

as noise which will be removed to clean up the overlapping area between both classes 

while abnormal instances from the minority class will be packed with synthesized 

minority instances. To evaluate the performance of the proposed method via precision, 

recall and F1-score, four standard classifiers will be executed on synthesized datasets 

and UCI datasets. Finally, the Wilcoxon signed-rank test will be used to demonstrate the 

effectiveness of the proposed method for unseen instances. 

2. Related work and background knowledge 

A mass-ratio-variance based outlier factor algorithm[24] is a parameter-free density-

based outlier scoring algorithm. It gives scores to all instances from a dataset. The high 

score is given to an outlier whereas the low score is given to normal instances via the 

variance of mass-ratio scores. The following definitions are used to define MOF. 

Definition 1: Given a dataset  the Euclidean distance of instance 

to instance  denoted as is defined as 

 

Definition 2: Given a dataset , the set of all instances within the neighbourhood 

of instances with respect to the radius  is defined as the set of points that lies 

within the ball centred at instance x with the radius  

 
Definition 1 is the Euclidean distance definition and definition 2 defines the set of 

neighbourhoods of instance x with respect to the radius r. The next definition defines the 

mass-ratio of an instance with respect to another instance. The last definition defines the 

mass-ratio variance score of an instance. 

Definition 3: For instance and instance , the mass-ratio of instance 

with respect to instance is defined as 

 

For instance x, the definition 3 will assign mass-ratios to other instances in the dataset. 

If this instance x is outlier, the denominator will contribute a small number so that other 

instances will have high mass-ratios, except the one that is close to x. If this instance x 

is among other instances in a dataset, this mass-ratio will be close to 1. 

Definition 4: is defined as mean of the mass-ratio distribution of other instances, 

except x and MOF of instance  is defined as the variance of the mass-ratio distribution. 
These MOFs are used to separate abnormal instances from normal ones. They are used 

in the proposed method, MUOT, for a class imbalance problem. The criterion to separate 

abnormal instances from normal instances will explain in detail in the next section. 
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3. MUOT 

MUOT uses mass-ratio-variance scores for undersampling and oversampling. Originally, 

the mass-ratio-variance score was designed to identify outliers of a static dataset by 

giving high MOF scores to outliers and low MOF scores to normal instances. MUOT is 

the algorithm that resamples imbalanced to balanced dataset. Both undersampling and 

oversampling steps are performed only on abnormal instances. The undersampling step 

is to remove abnormal instances from the majority class and oversampling step is to 

synthesize the minority instances into balls using abnormal instances from the minority 

class as center. To identify abnormal instances, a threshold for MOF scores must be 

selected. For a univariate data distribution,  is suggested as the IQR rule to 

identify outliers. Note IQR = Q3 - Q1 where Q3 is the 75th percentile and Q1 is the 25th 

percentile. Nevertheless, to find an appropriate threshold for MUOT, 50th, 60th, 70th, 80th 

and 90th percentiles are investigated to compare with  via the decision tree. 

After resampling techniques are applied to datasets with different thresholds. The one 

with the highest F1-score will be selected as the appropriate threshold for MUOT, see 

Figure 1. From these experiments, the best threshold is 90 percentile. So 10% of majority 

instances will be removed and 10% of minority instances will be used in the 

oversampling step to make sure that there are enough minority instances for a classifier 

to recognize these minority outcasts. 

 
Figure 1: Average rank of each threshold compared 

The following pseudocode demonstrates the step-by-step of the MUOT algorithm. 

Algorithm MUOT(X, y, p) 
Input: Array of data X; vector of target y; percentile threshold p (default = 90) 

nFeatures = number of features, nPos = number of minority instances, nNeg = number of majority instances 

Note: 1. yi is 0 for a majority instance and 1 for a minority instance 
          2. # is used for a line comment 

          3. compute_MOF(S) returns MOF scores of each instance in S 
          4. percentile(S, p) returns the pth percentile value from S 
          5. a group of selected instances is represented in a numpy array as Variable_name[*conditions* or *index*] 

          6.  ball(x, nFeatures, r, n) returns n synthesized instances within a ball centered at x and radius r. 

          7. enumerate(S) returns a sequence of (i, s) where i is the index of s in S 
          7. concatenate(S, T) returns the new set that concatenate T to S 
Output: the balanced dataset X and y 

1. XNeg is the subset of X having target y = 0 

2. MOFNeg = compute_MOF(XNeg) 

3. NegThreshold = percentile(MOFNeg, p) 
4. NegAbnormal is the set of instances from XNeg having MOFNeg > NegThreshold 

5. nNegAbnormal = the number of instances from NegAbnormal
6. X = is the subset of X removing NegAbnormal 
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7. nNegNormal = nNeg - nNegAbnormal 

8. nSyn = nNegNormal - nPos  # nSyn will be the number of synthesized instance 

9. if nSyn > 0  
10.     then # Do the oversampling step 

11.             XPos is the subset of X having target y = 1 

12.             MOFPos = compute_MOF(XPos) 
13.             PosThreshold = percentile(MOFPos, p) 

14.             PosAbnormal is the set of instances from XPos having MOFPos > PosThreshold 

15.             nPosAbnormal = the number of instances from PosAbnormal 
16.             nSynPos = nSyn*(MOFPos[PosAbnormal] / Sum(MOFPos[PosAbnormal])) 

17.             NegIndex = index of nearest majority instance from instances in PosAbnormal 

18.             radius = distance[NegIndex] # radius is set as the distance from the minority instance to its 
nearest majority instance 

19.             for i, abnormal in enumerate(PosAbnormal) 
20.                     SynPos = ball(abnormal, nFeatures, radius[i], nSynPos[i]) 

21.                     X = concatenate(X, SynPos) 

22.                     Y = concatenate(Y, 1) 
23.             endfor 

24. endif 
25. return X, y 

End MUOT 

4. Experiments and Results 

This section reports the experimental results of the MUOT algorithm via four classifiers. 

The experimental datasets are grouped into three collections having the imbalance ratio 

(IR) of 0.1, 0.2 and 0.3. Note that the imbalance ratio is defined as the ratio between 

number of minority instances and number of all instances. IR values represent the ratio 

of imbalance data, a low IR value means there is a small number of minority instances 

(highly imbalanced) while a high IR value means the data is more balanced. In each 

collection, the subcollection is defined based on the number of clusters of 2, 3 and 4. 

Each collection will contain 3 subcollections, each subcollection is defined in 3D and 5D 

with 100 or 300 instances. Then the datasets are generated randomly 30 times and the 

average performance will be reported from these 30 datasets in each subcollection and 

each collection. The reported results are the average performance measures of each 

collection by each subcollection based on different classifiers and measures. 

   (1) 

The performance measures are computed from the confusion matrix shown below. TP is 

the count of true positive instances: the actual class is positive and the predicted class is 

also positive. TN is the count of true negative instances: the actual class is negative and 

the predicted class is negative. FP is the count of false positive instances: the actual class 

is negative but the predicted class is positive. FN is the count of false negative instances: 

the actual class is positive but the predicted class is negative. 

 Actual Positive Actual Negative 

Predicted Positive TP: True Positive FP: False Positive 

Predicted Negative FN: False Negative TN: True Negative 

Figure 2: Confusion matrix 
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In a class imbalance problem, three measures are more crucials than others which are TP, 

FN and FP. Note that FP is the number of negative instances that are predicted as positive 

and FN is the number of positive instances that are predicted as negative which should 

be very low for a class imbalance problem. So recall, see Equation 3, will be more 

emphasized than precision, see Equation 2. Nevertheless, to incorporate both measures, 

F1-score is used as the harmonic mean of precision and recall, see Equation 4. 

      (2) 

      (3) 

    (4) 

4.1 Synthesized data 

There are 36 settings in the experiment which are grouped by IR and the number of 

clusters. Collection 1 has IR = 0.1, Collection 2 has IR = 0.2 and Collection 3 has IR = 

0.3. Each collection also has three subcollections grouped by the number of clusters = 2, 

3 and 4. In each subcollection, there are 4 settings varying by the number of features = 3 

and 5 and the number of instances = 100 and 300 as shown in Table 1. In each setting, 

30 datasets are randomly generated based on the provided setting. 

Table 1. Information of synthesized datasets used in the experiment 

 Synthesized data   
Collection (IR) Subcollection #clusters #features #instances 
1 (IR = 0.1) 

 
 

1.1 

1.2 
1.2 

2 

3 
4 

3, 5 

3, 5 
3, 5 

100, 300 

100, 300 
100, 300 

2 (IR = 0.2) 2.1 

2.2 

2.3 

2 

3 

4 

3, 5 

3, 5 

3, 5 

100, 300 

100, 300 

100, 300 

3 (IR = 0.3) 3.1 

3.2 

3.3 

2 

3 

4 

3, 5 

3, 5 

3, 5 

100, 300 

100, 300 

100, 300 

The average performances of precision, recall and F1-score are reported in Figure 3 over 

four classifiers: a decision tree, a random forest, linear SVM, MLP comparing between 

the use of the original dataset and the dataset from the MUOT algorithm. 

The results of the experiments are shown in Table 2 and Figure 3. Each cell in Table 

2 reports mean±sd from each setting, where mean is the average performance and sd is 

the standard deviation. To easily see the increase and decrease of performance, Figure 3 

shows the barplot of each measurement compared between the original and the MUOT 

datasets. It has a 3 by 3 barplots by the collections and the subcollections. But in this 

paper are shows a 2 by 2 barplots which the collection having IR= 0.1 and 0.3 and the 

subcollection having the number of clusters= 2 and 4. In case of full Figure 3 can be find 

at this following links[https://bit.ly/3k2SMvo]. 

From Table 2, all experiments show the decrease in precision and the increase in 

recall. For F1-scores, all experiments show improvement of this performance measure. 

Notice that for the number of clusters = 2, the improvement of recalls and F1-scores are 

small with respect to the larger number of clusters for all collections. The reason for this 

behavior is that by removing majority abnormal instances will expand the minority 

region so a classifier would be able to classify more minority instances which increases 

recall. However, this behavior will cause precision to decrease because the more minority 
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prediction, the more chance that some majority instances will be predicted as minority 

instances which will decrease precision. Therefore, F1-score should be used to determine 

the performance of MUOT. This demonstrates that the MUOT algorithm can help 

classifiers to give a better improvement for the original datasets having IR less than or 

equal to 0.2 and the more number of clusters the better improvement from MUOT can 

be obtained. 

Table 2. Mean±sd of precision, recall and F1-score of each collection 

Collection Subcollection   Mean±sd  
IR #cluster Models precision recall F1-score 

IR = 0.1 2 

 

3 
 

4 

Original 

MUOT 

Original 
MUOT 

Original 

MUOT 

0.6030 ± 0.1670 

0.5035 ± 0.1200 

0.4403 ± 0.1972 
0.3774 ± 0.1463 

0.4591 ± 0.0398 

0.4368 ± 0.1296 

0.3974 ± 0.1077 

0.5110 ± 0.1175 

0.2399 ± 0.1054 
0.3904 ± 0.1330 

0.3446 ± 0.1746 

0.5068 ± 0.1740 

0.4474 ± 0.1118 

0.4767 ± 0.1063 

0.2810 ± 0.1144 
0.3499 ± 0.1268 

0.3571 ± 0.1740 

0.4344 ± 0.1367 

IR = 0.2 

 

 

2 

 

3 
 

4 

Original 

MUOT 

Original 
MUOT 

Original 

MUOT 

0.7699 ± 0.0949 

0.6656 ± 0.0917 

0.6577 ± 0.1086 
0.5653 ± 0.0975 

0.6780 ± 0.1435 

0.5685 ± 0.1200 

0.6147 ± 0.0877 

0.7139 ± 0.0700 

0.4536 ± 0.0979 
0.6003 ± 0.0655 

0.5069 ± 0.1356 

0.6265 ± 0.1224 

0.6608 ± 0.0871 

0.6675 ± 0.0734 

0.5046 ± 0.0948 
0.5562 ± 0.0728 

0.5485 ± 0.1371 

0.5743 ± 0.1187 

IR = 0.3 2 
 

3 

 
4 

Original 
MUOT 

Original 

MUOT 
Original 

MUOT 

0.8023 ± 0.0693 
0.7194 ± 0.0671 

0.7441 ± 0.0889 

0.6537 ± 0.0806 
0.7366 ± 0.0995 

0.6618 ± 0.0806 

0.7254 ± 0.0721 
0.7942 ± 0.0447 

0.5938 ± 0.1072 

0.6963 ± 0.0734 
0.6277 ± 0.1322 

0.7052 ± 0.1014 

0.7461 ± 0.0670 
0.7450 ± 0.0556 

0.6401 ± 0.1024 

0.6614 ± 0.0761 
0.6606 ± 0.1191 

0.6730 ± 0.0905 

UCI 
collection 

 Original 
MUOT 

0.5750 ± 0.2381 
0.5646 ± 0.1903 

0.4774 ± 0.2453 
0.6087 ± 0.1939 

0.4843 ± 0.2559 
0.5551 ± 0.2054 

 

  

  

Figure 3: Average precision, recall and F1-score of 4 collection 

4.2 Real world datasets 

Five UCI datasets are used in the experiment. In contrast with the synthesized data, the 

minority class must be selected in the experiment. The brief description of five UCI 
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datasets and their characteristics are shown in Table 3. In real world datasets, consisting 

of both binary and multiclass datasets. The multiclass datasets are converted to the binary 

datasets by selecting one class as the minority class and the rest as the majority class. In 

Table 3, the target class was chosen to be the minority class as in the column of “minority 

target” and the rest were set as the majority class. The overall IR values of these five 

datasets is 0.2467. The average performances from the UCI datasets are shown in Figure 

4. 

Table 3. Information of UCI datasets used in the experiment 

Datasets #instances #features minority target #minority IR 
Wine 

Parkinsons 

Haberman 
E Coli 

Pima 

178 

195 

306 
336 

768 

13 

22 

3 
7 

8 

“3” 

“0” 

“2” 
“imU” 

“1” 

48 

48 

81 
35 

268 

0.2697 

0.2461 

0.2647 
0.1041 

0.3489 

Average     0.2467 

From the previous observation, the MUOT algorithm can help classifiers to gain better 

recall and F1-score for IR less than 0.3 so it is expected to see the improved performance 

for these five UCI datasets having the average IR as 0.2467. From Figure 4, the improved 

performance of recall and F1-score are obtained. This can be concluded that the MUOT 

algorithm can help classifiers improve recall and F1-score. 

 

Figure 4: Average precision, recall and F1-score of 5 UCI dataset 

4.3 Results 

The MUOT algorithm generates a new dataset that increases recall for a classifier since 

more positive instances can be easily recognized, but it will decrease precision due to the 

enlarged minority regions so F1-score is the preferred measure which incorporates recall 

and precision together. All results show the increases of recall and F1-score and the 

decrease of precision. From three collections varying by IR values, the ranges of recall 

and F1-score increase corresponding to IR, the more balanced the datasets are, the less 

improvement MUOT will be. For the result of different numbers of clusters, MUOT 

exhibits the highest F1-score when the number of clusters is equal to 4. This may come 

from the spread of minority instances among all clusters. So MOF can be used to help 

detect abnormal instances very well when more minority instances are spread across the 

dataset. For UCI datasets, MUOT improves recall and F1-score and decreases precision. 

To validate these findings, the non-parametric Wilcoxon signed-rank tests are used to 

find the statistical significance of F1-score between the original datasets and the datasets 

from the MUOT algorithm with respect to four classifiers. 
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4.4 The Wilcoxon signed-rank test 

The Wilcoxon signed-rank tests are used to evaluate the statistical significant 

improvement of datasets from the MUOT algorithm against the original datasets. In each 

test, the original datasets will be evaluated by 4 standard classifiers compared with the 

datasets generated from the MUOT algorithm based on the same classifier. Table 4 

showed the p-values from the Wilcoxon signed-rank  test if the p-value is less than 0.05, 

then it is considered to be significantly different. 

Table 4.Wilcoxon signed-rank test, p-values of each dataset 

Collection Subcollection  P-value  
IR #cluster precision recall F1-score 

IR = 0.1 2 

3 
4 

0.004181 

3.35E-02 
4.04E-01   

3.05E-05 

6.10E-05 
3.05E-05 

0.015503 

0.000214 
0.000305 

IR = 0.2 

 

 

2 

3 

4 

6.10E-05 

4.27E-04   

6.10E-05 

3.05E-05 

3.05E-05 

3.05E-05 

4.04E-01 

9.16E-05 

6.29E-03 

IR = 0.3 2 

3 

4 

3.05E-05 

9.16E-05 

3.05E-05  

3.05E-05 

3.05E-05 

3.05E-05 

0.175354 

0.028992 

0.433197 

UCI collection  4.75E-01 3.62E-05 7.30E-03 

For collection 3 with IR = 0.3 and the number of clusters = 2 and 4, it shows no 

significantly different performances of F1-score since their p-values are higher than 0.05. 

While all other collections, the p-values are smaller than 0.05 so the significant 

improvement can be obtained using MUOT. It can be concluded that MUOT is more 

effective on imbalance datasets having IR value less than or equal 0.2 from the datasets. 

5 Conclusion 

This paper proposed the undersampling and oversampling techniques using MOF for a 

class imbalance problem, called MUOT (Mass ratio variance majority undersampling 

and minority oversampling technique). It selects abnormal instances using MOF from 

the parameter-free outlier scoring method with the 90 percentile threshold. The 

undersampling step performs on majority instances having MOF score above 90 

percentile and the oversampling step performs on abnormal minority instances using the 

same threshold setting inside the ball that does not include any majority instance 

according to MOF scores. This enlarges the minority regions and aids classifiers to 

recognize more minority instances. 

The experiments with different IR values shows the improved performance of 

MUOT for recall and F1-score. In addition, datasets having IR less than 0.3 will be 

improved using MUOT. So that MUOT can handle imbalance datasets very effectively 

when a dataset is imbalanced. More characteristics of datasets should be investigated 

further via MUOT and the threshold values for undersampling and oversampling should 

be investigated. 
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Hierarchical Structure in Fuzzy
Multi-Information Granular Computing

Model
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Abstract. Granularity analysis and measurements for complex data environment
are important tools to describe the essential attributes of the granular computing
model(GCM). Firstly, based on fuzzy multiple relations, this paper difines a multi-
fuzzy granular structure, and studies the hierarchical characteristics and relates
mathematical conclusions of the four fuzzy multiple partial-order relations on the
structure; Secondly, the measurement method of multi-fuzzy information granu-
larity is proposed, and its properties of measurements are analyzed; Finally, the
axiomatic definition of multi-fuzzy information granularity and its properties are
discussed.

Keywords. Granular computing; fuzzy multi-information GCM; multi-fuzzy
information granularity; partial-order relationship; axiomatic method

1. Introduction

Zadeh proposed the concept of granular computing in 1996[1]. He elaborated that hu-
man cognition has three main concepts, namely granulation (decomposing the whole into
parts), organization (integrating the parts into the whole), and causation (connections
between parts)[1][2]. Since granular computing covers the research of granular theory,
methodology, technology and tools, it has become one of the research hotspots in the
field of artificial intelligence in recent years, and has been widely used in machine learn-
ing, decision analysis, process control, pattern recognition and data mining, etc. Also
the ideological of granular computing is structured thinking, peculiaritied by hierarchical
modeling, comprehending, processing and learning[3]. Information system is the carrier
for us to obtain the most information resources[4]. In granular computing, it is one of the
important ways of knowledge representation[5]. The information granularity of an infor-
mation system reflects the uncertainty measure of its real structure[6]. In recent years,
measurement methods have been widely studied. How to analyze the granular structure
and measurement of complex information granular computing models are particularly
important for the measurement of information uncertainty of complex data in reality. At
present, people have proposed a variety of information granularity measurement forms
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in information systems for different data environments[7-12]. Qian et al. mainly studied
the information granularity in the information system under the fuzzy binary relation,
discussed the three partial-order relations on the fuzzy-binary information granularity,
and gave the axiomatic definition of the fuzzy binary information granular[13]. Under
the framework of Qian’s research on information granularity in information systems,
other scholars have expanded their research content. Yang et al. proposed the granular-
ity in the intuitionistic fuzzy information system, gave the granularity and its axiomatic
definition, and studied related properties[14]. Based on the interval-value hesitant fuzzy
binary relation, Lu et al. gave the concept of interval-valued hesitant fuzzy granularity
structure, calculated the interval-valued hesitant fuzzy information granularity; Mean-
while lu et al. put forward the partial-order relationship on interval-valued hesitant fuzzy
information granularity[15], and further researched its internal hierarchical granularity
structure. In view of the constantly quantified multi-data environment, the research on
the hierarchical structure of its internal granularity and its measurement is undoubtedly
of great significance to reveal the essence of its internal structure.

Yager first proposed fuzzy multiset, its biggest advantage is to allow the membership
of elements in the universe to appear multiple times with the same or different member-
ship values[16]. Kim et al. studied the basic relations and operations of fuzzy multisets,
and discussed the application of fuzzy multisets in fuzzy relational database systems
[17]. Miyamoto gave the definition of the module of fuzzy multiset, and considered the
application of commutativity in fuzzy multisets [18]. El-Azab, M.S. defined fuzzy multi
correlation measure and many of its properties are investigated[19]. However, few peo-
ple have discussed the partial-order relation between the multi-fuzzy information granu-
lar structure based on the fuzzy multirelation. And few people use information granular-
ity to study the uncertainty measurement of fuzzy multi-information GCM. Therefore,
it is necessary to study the multi-fuzzy granular structure of fuzzy multiple information
granularity and information measurement.

The main contributions of this paper are as follow:

• The granular structure under fuzzy multiple environments is defined, and three
operations are discussed.

• Four partial-order relations between multi-fuzzy granular structures are estab-
lished, and their properties are proved mathematically.

• Uncertainty measures of fuzzy multi-information are studied by using information
granularity.

• Axiomatization method of fuzzy multi-information granularity presented in this
paper has important theoretical significance and application value for multi-
information granular computing model.

This paper is organized as follows. Section 2 reviews some basic concepts: fuzzy
multisets, the number of membership degrees of elements in the fuzzy multisets, the op-
erations between fuzzy multisets, and proposes a fuzzy multirelation. Section 3 studies
the multi-fuzzy granular structure and the three operations. In the section 4, we present
for the hierarchical characteristics and related mathematical conclusions of the four fuzzy
multiple partial-order relations on the structure. In the Section 5, the multi-fuzzy infor-
mation granularity and its axiomatization method are defined, and under the four partial-
order relations proposed above, the properties of multi-fuzzy information granularity are
studied. Finally, section 6 gives the conclusion.
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2. Preliminaries

In this section, we will review several basic concepts, such as fuzzy multisets, the number
of membership degrees of elements in the fuzzy multisets, the operations between fuzzy
multisets, and proposes a fuzzy multirelation.

Fuzzy multisets is an extension of multisets, which is defined as follows:
Definition 2.1[20]: Let U = {x1,x2,...,xn} be a finite and nonempty set. A fuzzy

multisets M on U can be defined as M = {dM (x1)/x1,dM (x2)/x2, . . . ,dM (xn)/xn}, in
which dM (xi) =

{
d1

M (xi) ,d2
M (xi) , · · · ,dk

M (xi)
}

is a finite multiset of the [0,1], denoting
the possible membership degrees of the xi to the set M, and d1

M(xi) ≥ d2
M(xi) ≥ ·· · ≥

dk
M(xi). In this paper, all fuzzy multisets are defined as FM(U).

Example 1: Consider a fuzzy mltiset A = {(x1,0.3),(x1,0.4),(x1,0.5),(x1,0.5),(x2,
0.4),(x2,0.6)} of U = {x1,x2}. We may write A= {{0.3,0.4,0.5,0.5}/x1,{0.4,0.6}/x2},
in which the multiset of memberships {0.3,0.4,0.5,0.5} and {0.4,0.6} correspond to x1
and x2.

Definition 2.2: Let U = {x1,x2,...,xn} be a finite and nonempty set. Let A,B ∈
FM(U). A = {dA (x1)/x1,dA (x2)/x2, . . . ,dA (xn)/xn}, B = {dB (x1)/x1,dB (x2)/x2, . . .,
dB (xn)/xn}, where dA (xi)= {d1

A (xi) ,d2
A (xi) , · · · ,dp

A (xi)} and dB (xi)= {d1
B (xi) ,d2

B (xi) ,
· · · ,dq

B (xi)}. The number of values in seqence dA(xi) is defined as

L(xi,A) = max{s : ds
A(xi) �= 0}.

We can get L(xi;A,B) = max{L(xi; A) ,L(xi;B )}. The resulting length for A and B is
defined by

L(xi;A,B) = max{p,q} .

We sometimes write L(xi) instead of L(xi;A,B) when no ambiguity arises.
Definition 2.3[20]: The number of elements, or cardinality of a fuzzy multiset is

given by |M|= ∑
xi∈U

L(xi;M)

∑
s=1

ds
M (xi).

Definition 2.4[21]: Let a universe U = {x1,x2,...,xn} be a finite universe of dis-
course. Then their basic operations for the membership sequences between A and B are
as follows:

ds
A∪B(xi) = ds

A(xi)∨dB
s(xi),s = 1,2, · · · ,L(xi); (1)

ds
A∩B(xi) = ds

A(xi)∧ds
B(xi),s = 1,2, · · · ,L(xi); (2)

∼ ds
A (xi) = 1−ds

A (xi) ,s = 1,2, · · · ,L(xi;A) . (3)

Note: If ∀A,B ∈ FM(U), in order to have a correct comparison and define an opera-
tion between two fuzzy multisets A and B, the membership sequences d1

A(xi),d2
A(xi), · · · ,
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dp
A(xi) and d1

B(xi),d2
B(xi), · · · ,dq

B(xi) should have the equal length[20]. If p < q, we there-
fore extend dA(xi) with maximum element dp

A(xi) until it has same length with dB(xi).
Definition 2.5: Let U = {x1,x2,...,xn} be a finite and nonempty set. Then the fuzzy

multi-subset defined in the direct product space U ×U is called the fuzzy multirelation
R̃∗on U , R̃∗ is given by R̃∗ = {(dr(xi j)/xi j) |xi j = (xi,x j) ∈ U ×U, i, j = 1,2, · · · ,n},
where dr(xi j) is a subset of the power set [0,1] representing the possible multiple mem-
bership degrees of the xi and x j.

3. Multi-Fuzzy Granular Structures

In Granular Computing, transformation among granular structures is a significant matter
which involves composition, disintegration and transformation.A class of fuzzy informa-
tion particles produced by fuzzy multiple relations in the universe of discourse is called
multi-fuzzy granular structure. The granular structure under multi-fuzzy environment is
defined as follow.

Definition 3.1: Suppose U = {x1,x2, ...,xn }, R̃∗ is a fuzzy multirelation on U . Then
the multi-fuzzy granular structure of U is defined as

K(R̃∗) = (SR̃∗(x1),SR̃∗(x2), · · · ,SR̃∗(xn)) (4)

where SR̃∗(xi)= ( dr(xi1)
xi

, dr(xi2)
xi

, · · · , dr(xin)
xi

) is a multi-fuzzy information granule, dr(xi j)=

{d1
r (xi j),d2

r (xi j), · · · ,ds
r(xi j)} denotes a set about the possible multiple degrees of equiv-

alence and between xi and x j.
Definition 3.2: Let K(P̃∗),K(Q̃∗) ∈ K(U), K(P̃∗) = (Sp̃∗(x1),Sp̃∗ (x2), · · · ,Sp̃∗ (xn)),

SP̃∗(xi) = ( d p(xi1)
xi

, d p(xi2)
xi

, · · · , d p(xin)
xi

), in which d p(xi j) = {d1
p(xi j),d2

p(xi j), · · · ,ds
q(xi j)},

s= L(xi j; SP̃∗(xi)); K(Q̃∗)= (Sq̃∗(x1),Sq̃∗ (x2), · · · ,Sq̃∗ (xn)), SQ̃∗(xi)=( dq(xi1)
xi

, dq(xi2)
xi

, · · · ,
dq(xin)

xi
), dq(xi j) = {d1

q(xi j),d2
q(xi j), · · · ,dt

q(xi j)}, and t=L(xi j; SQ̃∗(xi)). Refer to defini-
tion 2.2, the number of values in d p(xi j) is defined as

L(xi j; SP̃∗(xi)) = max
{

m : dm
p (xi j) �= 0

}
.

We can get L(xi j;SP̃∗(xi),SQ̃∗(xi)) = max{L(xi j; SP̃∗(xi)) ,L(xi j;SQ̃∗(xi) )}. The resuting
length for SP̃∗(xi),SQ̃∗(xi) is defined by

L(xi j; SP̃∗(xi), SQ̃∗(xi)) = max{s, t} .

We sometimes write L(xi j) instead of L(xi j; SP̃∗(xi), SQ̃∗(xi)) when no ambiguity
arises.

Definition 3.3: Let K(R̃∗) ∈ K(U),K(R̃∗) = (SR̃∗(x1),SR̃∗(x2), · · · ,SR̃∗(xn)), where
SR̃∗(xi) = ( dr(xi1)

xi
, dr(xi2)

xi
, · · · , dr(xin)

xi
) is a multi-fuzzy information granule, dr(xi j) =

{d1
r (xi j),d2

r (xi j), · · · ,ds
r(xi j)} and s = L(xi j;SR̃∗(xi)). The cardinality of the multi-fuzzy

granule SR̃∗(xi) can be calculated with
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|SR̃∗(xi)|=
n

∑
j=1

(

L(xi j ;SR̃∗ (xi))

∑
s=1

ds
r(xi j)

L(xi j; R̃∗)
)

(5)

which is a natural extension of the cardinality of fuzzy sets.
Given a family of fuzzy multi-granular structures GCM = (U,R̃∗), we also denote

the multi-fuzzy granular structure induced by P̃∗ ∈ R̃∗ by K(P̃∗)= (Sp̃∗(x1),Sp̃∗ (x2), · · · ,
Sp̃∗ (xn)), where SP̃∗(xi) = ( d p(xi1)

xi
, d p(xi2)

xi
, · · · , d p(xin)

xi
). Moreover, let K(U) be the collec-

tion of all multi-fuzzy granular structures on U .
Example 2: Let K(R̃∗) = (SR̃∗(x1),SR̃∗(x2)).

M(R̃∗) =
( {0.2,0.2} {0.3,0.3,0.6}
{0.6,0.6,0.8} {0.1,0.3,0.3,0.4}

)

where dr (x11)= {d1
r (x11) ,d2

r (x11)}= {0.2,0.2}, dr (x12)= {d1
r (x12) ,d2

r (x12) ,d3
r (x12)}

= {0.3,0.3,0.6} and SR̃∗(x1) = ( dr(x11)
x1

, dr(x12)
x1

) = ( {0.2,0.2}x1
, {0.3,0.3,0.6}x1

). According to
the definition of cardinality, we can get |SR̃∗(x1)|= 0.2+0.4 = 0.6.

In fact, Qian [13] proposed four operations of the granular structure, proving that
the new fuzzy granular structure can be generated by these four operations. Therefore,
three operations(intersection operation, union operation and complement operation) for
multi-fuzzy granular structures are given below. Before this, We first give the definition
of �,  and ∼ in the multi-fuzzy granules.

Definition 3.4: Let K(P̃∗),K(Q̃∗) ∈ K(U), K(P̃∗) = (Sp̃∗(x1),Sp̃∗ (x2), · · · ,Sp̃∗ (xn)),

SP̃∗(xi) = ( d p(xi1)
xi

, d p(xi2)
xi

, · · · , d p(xin)
xi

), in which d p(xi j) = {d1
p(xi j),d2

p(xi j), · · · ,ds
q(xi j)},

and s = L(xi j; SP̃∗(xi)); Also K(Q̃∗) = (Sq̃∗(x1),Sq̃∗ (x2), · · · ,Sq̃∗ (xn)), SQ̃∗(xi) = ( dq(xi1)
xi

,
dq(xi2)

xi
,· · ·, dq(xin)

xi
), in which dq(xi j)={d1

q(xi j),d2
q(xi j),· · ·,dt

q(xi j)} and t=L(xi j; SQ̃∗(xi)).
Three operators �,  and ∼ on objects in the multi-fuzzy granules are defined as follow:

SP̃∗ (xi)�SQ̃∗ (xi) ={d p(xi1)∩dq(xi1)

xi
,

d p(xi2)∩dq(xi2)

xi
, · · · , d p(xin)∩dq(xin)

xi
}

={{d
1
p∩q(xi1),d2

p∩q(xi1), ...,ds
p∩q(xi1)}

xi
,

{d1
p∩q(xi2),d2

p∩q(xi2), ...,ds
p∩q(xi2)}

xi
,

· · · , {d
1
p∩q(xin),d2

p∩q(xin), ...,ds
p∩q(xin)}

xi
}

(6)
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SP̃∗ (xi)SQ̃∗ (xi) ={d p(xi1)∪dq(xi1)

xi
,

d p(xi2)∪dq(xi2)

xi
, · · · , d p(xin)∪dq(xin)

xi
}

={{d
1
p∪q(xi1),d2

p∪q(xi1), ...,ds
p∪q(xi1)}

xi
,

{d1
p∪q(xi2),d2

p∪q(xi2), ...,ds
p∪q(xi2)}

xi
,

· · · , {d
1
p∪q(xin),d2

p∪q(xin), ...,ds
p∪q(xin)}

xi
}

(7)

∼ SP̃∗(xi) = (
∼ d p(xi1)

xi
,
∼ d p(xi2)

xi
, · · · ,∼ d p(xin)

xi
) (8)

in which, ∼ d p(xi j) = {(1−d1
p(xi j)),(1−d2

p(xi j)), · · · ,(1−ds
p(xi j))}, i, j = 1,2, · · · ,n.

Note, suppose t < s, we therefore extend dq(xi j) with maximum element dt
q(xi j)

until it has same length with dp(xi j).
Definition 3.5: Let K(U) be the collection of all multi-fuzzy granular structures on

U , K(P̃∗),K(Q̃∗) ∈ K(U). Three operators
⋂

,
⋃

and � are defined as follow:

K(P̃∗)
⋂

K(Q̃∗) ={SP̃∗ (xi)�SQ̃∗ (xi)} (9)

K(P̃∗)
⋃

K(Q̃∗) ={SP̃∗ (xi)SQ̃∗ (xi)} (10)

�K(P̃∗) = {�SP̃∗(xi)| �SP̃∗(xi) =∼ SP̃∗(xi)} (11)

Note: The offered three operators can be regarded as intersection operation, union
operation and complement operation in-between multi-fuzzy granular structures, which
are used to refine and roughen multi-fuzzy granular structures and calculate complement
of a multi-fuzzy granular structure, respectively. Next, we investigate some basic mathe-
matical properties of these three operators.

Theorem 3.1: Let
⋂

,
⋃

and � be three operators on K(U), they have the following
algebra properties:

(1) K(P̃∗)
⋂

K(P̃∗) = K(P̃∗),K(P̃∗)
⋃

K(P̃∗) = K(P̃∗);
(2) K(P̃∗)

⋂
K(Q̃∗) = K(Q̃∗)

⋂
K(P̃∗),K(P̃∗)

⋃
K(Q̃∗) = K(Q̃∗)

⋃
K(P̃∗);

(3) K(P̃∗)
⋂
(K(P̃∗)

⋃
K(Q̃∗)) = K(P̃∗),K(P̃∗)

⋃
(K(P̃∗)

⋂
K(Q̃∗)) = K(P̃∗);

(4) (K(P̃∗)
⋂

K(Q̃∗))
⋂

K(R̃∗) = K(P̃∗)
⋂(

K(Q̃∗)
⋂

K(R̃∗)
)
;

(K(P̃∗)
⋃

K(Q̃∗))
⋃

K(R̃∗) = K(P̃∗)
⋃
(K(Q̃∗)

⋃
K(R̃∗)).

Proof : Item (1)(2)(3) and (4) are straightforward by Definition 3.5.
Theorem 3.2: Let

⋂
,
⋃

and � be three operators on K(U), then

(1) �(�K(P̃∗)) = K(P̃∗);
(2) �(K(P̃∗)

⋂
K(Q̃∗)) = �K(P̃∗)

⋃ �K(Q̃∗);
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(3) �(K(P̃∗)
⋃

K(Q̃∗)) = �K(P̃∗)
⋂ �K(Q̃∗).

Proof : According to these operators of Definition 3.3, we can get (1) �K(P̃∗) =
{�SP̃∗(xi)| �SP̃∗(xi)=∼ SP̃∗(xi)}, where∼ d p(xi j)= {(1−d1

p(xi j)),(1−d2
p(xi j)), · · · ,(1−

dp
s(xi j))}; Then ∼ (∼ d p(xi j)) = {1− (1− d1

p(xi j)),1− (1− d2
p(xi j)), · · · ,1− (1−

ds
p(xi j))}, ∼ (∼ SP̃∗(xi)) = (∼(∼d p(xi1))

xi
, ∼(∼d p(xi2))

xi
, · · · , ∼(∼d p(xin))

xi
) = SP̃∗(xi), i, j =

1,2, · · · ,n. Therefore, �(�K(P̃∗)) = K(P̃∗) holds. Items (2) and (3) are straightforward by
Definition 3.4.

4. Partial-Order Relations on Multi-Fuzzy Granular Structures

Partial-order relation is one of the important ways to describe the granular structure. In
the following, we propose four partial-order relations on multi-fuzzy granular structures.

Definition 4.1: Let SP̃∗(xi)=(d p(xi1)
xi

, d p(xi2)
xi

, · · · , d p(xin)
xi

), SQ̃∗(xi)=( dq(xi1)
xi

, dq(xi2)
xi

, · · · ,
dq(xin)

xi
). If d p(xi j)≤ dq(xi j), then SP̃∗(xi)⊆ SQ̃∗ (xi).

Definition 4.2: Let K(P̃∗),K(Q̃∗) ∈ K(U), K(P̃∗) = (Sp̃∗(x1),Sp̃∗ (x2), · · · ,Sp̃∗ (xn)),

SP̃∗(xi) = ( d p(xi1)
xi

, d p(xi2)
xi

, · · · , d p(xin)
xi

), in which d p(xi j) = {d1
p(xi j),d2

p(xi j), · · · ,ds
p(xi j)},

and s = L(xi j; SP̃∗(xi)); Also K(Q̃∗) = (Sq̃∗(x1),Sq̃∗ (x2), · · · ,Sq̃∗ (xn)), SQ̃∗(xi) = ( dq(xi1)
xi

,
dq(xi2)

xi
, · · · , dq(xin)

xi
), where dq(xi j) = {d1

q(xi j),d2
q(xi j), · · · ,dt

q(xi j)}, t=L(xi j; SQ̃∗(xi)) and
i, j = 1,2, · · · ,n, a partial-order relation �1 is defined as

K(P̃∗)�1K(Q̃∗)⇔ SP̃∗(xi)⊆ SQ̃∗(xi)
⇔ d p(xi j)≤ dq(xi j)
⇔d1

p(xi j)≤ d1
q(xi j),d2

p(xi j)≤ d2
q(xi j), . . . ,ds

p(xi j)≤ ds
q(xi j).

Clearly, (K(U),�1) is a poset. Furthermore,
K(P̃∗) = K(Q̃∗)⇔ SP̃∗(xi) = SQ̃∗ (xi)

⇔ d p(xi j) = dq(xi j)
⇔ d1

p(xi j) = d1
q(xi j),d2

p(xi j) = d2
q(xi j), . . . ,ds

p(xi j) = ds
q(xi j), i, j =

1,2, · · · ,n, which can be written as P̃∗=Q̃∗.
K(P̃∗)≺1K(Q̃∗)⇔ K(P̃∗)�1K(Q̃∗) and K(P̃∗) �= K(Q̃∗) is denoted by P̃∗≺1Q̃∗.

Theorem 4.1: Let
⋃
,
⋂

and � be three operators on K(U), the following properties
hold.

(1) If K(P̃∗)�1K(Q̃∗), then �K(Q̃∗)�1 �K(P̃∗);
(2) K(P̃∗)�1K(P̃∗)

⋃
K(Q̃∗),K(Q̃∗)�1K(P̃∗)

⋃
K(Q̃∗);

(3) K(P̃∗)
⋂

K(Q̃∗)�1K(P̃∗),K(P̃∗)
⋂

K(Q̃∗)�1K(Q̃∗).

Proof :
K(P̃∗)�1K(Q̃∗)⇒∀xi ∈U ,SP̃∗(xi)⊆ SQ̃∗(xi), i = 1,2, · · · ,n.

⇒∀xi ∈U,d p(xi j)≤ dq(xi j), i, j = 1,2, · · · ,n.
⇒∀xi ∈U,(1−d1

q(xi j))≤ (1−d1
p(xi j)),(1−d2

q(xi j))≤
(1−d2

p(xi j)), · · · ,(1−ds
q(xi j))≤ (1−dp

s(xi j)), i, j = 1,2, · · · ,n.
⇒∀xi ∈U, �SQ̃∗(xi)�1 �SP̃∗(xi).⇒ �K(Q̃∗)�1 �K(P̃∗).

In the same way, items (2) and (3) are easily obtained by the Definition 4.2.
Example 3: Let K(P̃∗),K(Q̃∗) ∈ K(U), P̃∗ and Q̃∗ are fuzzy multirelations on U ,

where K(P̃∗) = (Sp̃∗(x1),Sp̃∗ (x2)) and K(Q̃∗) = (Sq̃∗(x1),Sq̃∗ (x2)),The fuzzy multirela-
tion is denoted by the following maxtrix:
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M(P̃∗) =
({0.1,0.1,0.2,0.2} {0.1,0.1,0.4}

{0.2,0.5} {0.2,0.5,0.5,0.6,0.7}
)

M(Q̃∗) =
( {0.3,0.3,0.4} {0.3,0.4,0.4}
{0.6,0.6,0.7.0.8} {0.3,0.5,0.6,0.7,0.8}

)

From the values of these knowledge and the definition of�1, we know that K(P̃∗)�1K(Q̃∗).
Definition 4.3: Let K(P̃∗),K(Q̃∗) ∈ K(U), K(P̃∗) = (Sp̃∗(x1),Sp̃∗ (x2), · · · ,Sp̃∗ (xn)),

SP̃∗(xi) = ( d p(xi1)
xi

, d p(xi2)
xi

, · · · , d p(xin)
xi

), d p(xi j) = {d1
p(xi j),d2

p(xi j), · · · ,ds
p(xi j)}, i, j =

1,2, · · · ,n and s = L(xi j; SP̃∗(xi)). then the definition of the mean degree of multiple
membership is as follows:

�

d p(xi j) =
1

L(xi j)

L(xi j ; SP̃∗ (xi))

∑
s=1

ds
p(xi j) (12)

Thus, the multi-fuzzy information granule can also be defined as

SP̃∗(xi) = (

�

d p(xi1)

xi
,

�

d p(xi2)

xi
, · · · ,

�

d p(xin)

xi
) (13)

Definition 4.4: Let SP̃∗(xi) = (
�
d p(xi1)

xi
,
�
d p(xi2)

xi
, · · · ,

�
d p(xin)

xi
) and SQ̃∗(xi) =(

�
d q(xi1)

xi
,

�
d q(xi2)

xi
, · · · ,

�
d q(xin)

xi
), if

�

d p(xi j)≤
�

dq(xi j), then SP̃∗(xi)� SQ̃∗ .
Definition 4.5: Let K(P̃∗),K(Q̃∗) ∈ K(U), where K(P̃∗) = (Sp̃∗(x1),Sp̃∗ (x2), · · · ,

Sp̃∗ (xn)), SP̃∗(xi) = (
�
d p(xi1)

xi
,
�
d p(xi2)

xi
, · · · ,

�
d p(xin)

xi
), K(Q̃∗) = (Sq̃∗(x1),Sq̃∗ (x2), · · · ,Sq̃∗ (xn))

and SQ̃∗(xi) = (
�
d q(xi1)

xi
,
�
d q(xi2)

xi
, · · · ,

�
d q(xin)

xi
), a partial-order relation �2 is defined as

K(P̃∗)�2K(Q̃∗)⇔ SP̃∗(xi)� SQ̃∗ (xi), i = 1,2, · · · ,n
⇔

�

d p(xi j)≤
�

dq(xi j), i, j = 1,2, · · · ,n,

in which
�

d pi j =

L(xi j ;SP̃∗ (xi))

∑
s=1

ds
p(xi j)

L(xi j ;SP̃∗ (xi))
,
�

dqi j =

L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
q(xi j)

L(xi j ;SQ̃∗ (xi))
, should be written as P̃∗�2Q̃∗.

Furthermore,
K(P̃∗)� K(Q̃∗)⇔ SP̃∗(xi)� SQ̃∗ (xi), i = 1,2, · · · ,n.

⇔
�

d p(xi j) =
�

dq(xi j), i, j = 1,2, · · · ,n is written as P̃∗ � Q̃∗.
K(P̃∗)≺2K(Q̃∗)⇔K(P̃∗)�2K(Q̃∗) and K(P̃∗) ��K(Q̃∗) should be written as P̃∗≺2Q̃∗.

Theorem 4.2: Letting K(U) be the collection of all multi-fuzzy granular structures
on U , then (K(U),�2) is a poset.

Proof : Let K(P̃∗),K(Q̃∗),K(R̃∗) ∈ K(U), K(P̃∗) = (Sp̃∗(x1),Sp̃∗ (x2), · · · ,Sp̃∗ (xn)),

SP̃∗(xi)=(
�
d p(xi1)

xi
,
�
d p(xi2)

xi
,· · ·,

�
d p(xin)

xi
),

�

d pi j =

L(xi j ;SP̃∗ (xi))

∑
s=1

ds
p(xi j)

L(xi j ;SP̃∗ (xi))
; Also K(Q̃∗) = (Sq̃∗(x1),

Sq̃∗ (x2), · · · ,Sq̃∗ (xn)), SQ̃∗(xi) = (
�
d q(xi1)

xi
,
�
d q(xi2)

xi
,· · ·,

�
d q(xin)

xi
),

�

dqi j =

L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
q(xi j)

L(xi j ;SQ̃∗ (xi))
.
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And K(R̃∗)=(SR̃∗(x1),SR̃∗(x2), · · · ,SR̃∗(xn)), SR̃∗(xi)=(
�
d r(xi1)

xi
,
�
d r(xi2)

xi
,· · ·,

�
d r(xin)

xi
),
�

dri j =
L(xi j ;SR̃∗ (xi))

∑
m=1

dm
r (xi j)

L(xi j ;SR̃∗ (xi))
.

(1) It can be seen from Definition 4.5, for xi ∈ U , SP̃∗(xi) � SP̃∗ (xi),
�

d p(xi j) ≤
�

d p(xi j),i, j = 1,2, · · · ,n, holds, we can find P̃∗�2P̃∗.
(2) Suppose P̃∗�2Q̃∗ and Q̃∗�2P̃∗, according to Definition 4.5, we can find

P̃∗�2Q̃∗ ⇔ SP̃∗(xi)� SQ̃∗ (xi)

⇔
�

d p(xi j)≤
�

dq(xi j);
Q̃∗�2P̃∗ ⇔ SQ̃∗ (xi)� SP̃∗(xi)

⇔
�

dq(xi j)≤
�

d p(xi j) for i = 1,2, · · · ,n.

Therefore, we obtain that
�

d p(xi j) =
�

dq(xi j) =
�

d p(xi j), which is
�

d p(xi j) =
�

dq(xi j).
Hence P̃∗ � Q̃∗.

(3) Suppose P̃∗�2Q̃∗, Q̃∗�2R̃∗. P̃∗�2Q̃∗ ⇔ SP̃∗(xi)� SQ̃∗ (xi)⇔
�

d p(xi j)≤
�

dq(xi j)⇔
L(xi j ;SP̃∗ (xi))

∑
s=1

ds
p(xi j)

L(xi j ;SP̃∗ (xi))
≤

L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
p(xi j)

L(xi j ;SQ̃∗ (xi))
, for i, j = 1,2, · · · ,n. Q̃∗�2R̃∗ ⇔ SQ̃∗ (xi) �

SR̃∗ (xi) ⇔
�

d p(xi j) ≤
�

dr(xi j) ⇔
L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
p(xi j)

L(xi j ;SQ̃∗ (xi))
≤

L(xi j ;SR̃∗ (xi))

∑
m=1

dm
r (xi j)

L(xi j ;SR̃∗ (xi))
, for i, j =

1,2, · · · ,n. So we can get

L(xi j ;SP̃∗ (xi))

∑
s=1

ds
p(xi j)

L(xi j ;SP̃∗ (xi))
≤

L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
p(xi j)

L(xi j ;SQ̃∗ (xi))
≤

L(xi j ;SR̃∗ (xi))

∑
m=1

dm
r (xi j)

L(xi j ;SR̃∗ (xi))
,

thus
�

d p(xi j) ≤
�

dq(xi j) ≤
�

dr(xi j),
�

d p(xi j) ≤
�

dq(xi j)⇔ SP̃∗(xi) � SR̃∗ (xi). Hence,
P̃∗�2R̃∗.

Theorem 4.3: The partial-order relation �1 is a special instance of partial-order
relation �2.

Proof : Suppose that K(P̃∗),K(Q̃∗) ∈ K(U) and K(P̃∗)�1K(Q̃∗).According to the

Definition 4.2, we can know SP̃∗(xi) � SQ̃∗(xi) and
�

d p(xi j) ≤
�

dq(xi j). So,
�

dq(xi j) ≤
�

d p(xi j). Hence SP̃∗(xi) � SQ̃∗ (xi), we obtain that K(P̃∗)�2K(Q̃∗). Therefore, partial-
order relation �1 is a special instance of partial-order relation �2.

Definition 4.6: Let K(P̃∗),K(Q̃∗) ∈ K(U), K(P̃∗) = (Sp̃∗(x1),Sp̃∗ (x2), · · · ,Sp̃∗ (xn)),

SP̃∗(xi) = ( d p(xi1)
xi

, d p(xi2)
xi

, · · ·, d p(xin)
xi

), in which d p(xi j) = {d1
p(xi j),d2

p(xi j), · · · ,ds
p(xi j)},

s= L(xi j; SP̃∗(xi)); K(Q̃∗)=(Sq̃∗(x1),Sq̃∗ (x2), · · · ,Sq̃∗ (xn)), SQ̃∗(xi)=( dq(xi1)
xi

, dq(xi2)
xi

,· · · ,
dq(xin)

xi
), in which dq(xi j) = {d1

q(xi j),d2
q(xi j), · · · ,dt

q(xi j)} and t = L(xi j; SQ̃∗(xi)). The
partial-order relation �3 is defined as K(P̃∗)�3K(Q̃∗) ⇔ |SP̃∗(xi)| ≤ |SQ̃∗ (xi)|, i =

1,2, · · · ,n, where |SP̃∗(xi)|=
n
∑
j=1

(

L(xi j ;SP̃∗ (xi))

∑
s=1

ds
p(xi j)

L(xi j ;SP̃∗ (xi))
) and |SQ̃∗(xi)|=

n
∑
j=1

(

L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
q(xi j)

L(xi j ;SQ̃∗ (xi))
).

Furthermore, K(P̃∗) ∼= K(Q̃∗) ⇔ |SP̃∗(xi)|=|SQ̃∗ (xi)|, i = 1,2, · · · ,n, is written as
P̃∗ ∼= Q̃∗. K(P̃∗)≺3K(Q̃∗)⇔ K(P̃∗)�3K(Q̃∗) and K(P̃∗) �∼= K(Q̃∗) should be written as
P̃∗≺3Q̃∗.
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Theorem 4.4: Let K(U) be the collection of all multi-fuzzy granular structures on
U , then (K(U),�3) is a poset.

Proof : Suppose that K(P̃∗),K(Q̃∗),K(R̃∗) ∈ K(U), K(P̃∗) = (Sp̃∗(x1),Sp̃∗(x2), · · · ,
Sp̃∗(xn)), SP̃∗(xi) = ( d p(xi1)

xi
, d p(xi2)

xi
, · · · , d p(xin)

xi
); K(Q̃∗) = (Sq̃∗(x1),Sq̃∗ (x2), · · · ,Sq̃∗ (xn)),

SQ̃∗(xi) = ( dq(xi1)
xi

, dq(xi2)
xi

, · · · , dq(xin)
xi

); And K(R̃∗) = (SR̃∗(x1),SR̃∗(x2), · · · ,SR̃∗(xn)),

SR̃∗(xi) = ( dr(xi1)
xi

, dr(xi2)
xi

, · · · , dr(xin)
xi

).

(1) According to the definition of the partial-order relation�3, we can find P̃∗�3P̃∗.
(2) Suppose P̃∗�3Q̃∗, Q̃∗�3P̃∗. According the definition of the partial-order relation

�3, we can find |SP̃∗(xi)|≤|SQ̃∗(xi)|⇔
n
∑
j=1

(

L(xi j ;SP̃∗ (xi))

∑
s=1

ds
p(xi j)

L(xi j ;SP̃∗ (xi))
)≤

n
∑
j=1

(

L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
q(xi j)

L(xi j ;SQ̃∗ (xi))
)

and |SQ̃∗(xi)| ≤ |SP̃∗(xi)| ⇔
n
∑
j=1

(

L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
q(xi j)

L(xi j ;SQ̃∗ (xi))
) ≤

n
∑
j=1

(

L(xi j ;SP̃∗ (xi))

∑
s=1

ds
p(xi j)

L(xi j ;SP̃∗ (xi))
). So,

n
∑
j=1

(

L(xi j ;SP̃∗ (xi))

∑
s=1

ds
p(xi j)

L(xi j ;SP̃∗ (xi))
) ≤

n
∑
j=1

(

L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
q(xi j)

L(xi j ;SQ̃∗ (xi))
) ≤

n
∑
j=1

(

L(xi j ;SP̃∗ (xi))

∑
s=1

ds
p(xi j)

L(xi j ;SP̃∗ (xi))
). Therefore,

we obtain that |SP̃∗(xi)| ≤ |SQ̃∗(xi)| ≤ |SP̃∗(xi)|, that is |SP̃∗(xi)|= |SQ̃∗(xi)|. Hence,
P̃∗ ∼= Q̃∗.

(3) Suppose P̃∗�3Q̃∗, Q̃∗�3R̃∗, according the definition of the partial-order relation

�3, we can find |SP̃∗(xi)|≤|SQ̃∗ (xi)|⇔
n
∑
j=1

(

L(xi j ;SP̃∗ (xi))

∑
s=1

ds
p(xi j)

L(xi j ;SP̃∗ (xi))
)≤

n
∑
j=1

(

L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
q(xi j)

L(xi j ;SQ̃∗ (xi))
)

and |SQ̃∗ (xi)| ≤ |SR̃∗(xi)| ⇔
n
∑
j=1

(

L(xi j ;SQ̃∗ (xi))

∑
t=1

dt
q(xi j)

L(xi j ;SQ̃∗ (xi))
) ≤

n
∑
j=1

(

L(xi j ;SR̃∗ (xi))

∑
m=1

dm
r (xi j)

L(xi j ;SR̃∗ (xi))
), for

i, j = 1,2, · · · ,n. Therefore, we obtain that |SP̃∗(xi)| ≤ |SQ̃∗ (xi)| ≤ |SR̃∗(xi)|, that is
|SP̃∗(xi)| ≤ |SR̃∗(xi)|. Thus, P̃∗�3R̃∗.

Summarizing the (1)-(3), (K(U),�3) is a poset.
Theorem 4.5: The partial-order relation �2 is a special instance of partial-order

relation �3.
Proof : Suppose that K(P̃∗),K(Q̃∗) ∈ K(U) and K(P̃∗)�2K(Q̃∗).According to

the Definition 4.5, we can know SP̃∗(xi) ⊆ SQ̃∗(xi) and d1
p(xi j) ≤ d1

q(xi j),d2
p(xi j) ≤

d2
q(xi j), . . . ,ds

p(xi j)≤ ds
q(xi j). So,

�

dq(xi j)≤
�

d p(xi j). Hence |SP̃∗(xi)| ≤ |SQ̃∗(xi)|, we ob-
tain that K(P̃∗)�3K(Q̃∗). Therefore, partial-order relation �2 is a special instance of
partial-order relation �3.

Definition 4.8: Let K(P̃∗),K(Q̃∗)∈K(U), in which K(P̃∗) = (Sp̃∗(x1),Sp̃∗ (x2), · · · ,
Sp̃∗ (xn)), SP̃∗(xi) = ( d p(xi1)

xi
, d p(xi2)

xi
, · · ·, d p(xin)

xi
); K(Q̃∗) = (SQ̃∗ (x1),SQ̃∗ (x2), · · ·,SQ̃∗ (xn)),

SQ̃∗(xi) = ( dq(xi1)
xi

, dq(xi2)
xi

, · · ·, dq(xin)
xi

). A partial-order relation �4 is defined as
K(P̃∗)�4K(Q̃∗) ⇔for K(P̃∗), there exists a sequence K′(Q̃∗) of K(Q̃∗), such that

|SP̃∗(xi)| ≤ |SQ̃∗ (xi
′)|,i = 1,2, · · · ,n, where K′(Q̃∗) = (Sq̃∗(x1

′),Sq̃∗ (x2
′), · · ·,Sq̃∗ (xn

′)).
Furthermore, K(P̃∗) ≈ K(Q̃∗)⇔ |SP̃∗(xi)| = |SQ̃∗ (xi

′)|, i = 1,2, · · · ,n, which is denoted
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by P̃∗ ≈ Q̃∗. K(P̃∗)≺4K(Q̃∗)⇔ K(P̃∗)�4K(Q̃∗) and K(P̃∗) �≈ K(Q̃∗), which is written as
P̃∗≺4Q̃∗.

Therorem 4.7: Let K(U) be the collection of all multi-fuzzy granular structures on
U , then (K(U),�4) is a poset.

Proof : According to the definition of order-relation �4, it can be proved that
(K(U),�4) is a poset.

Therorem 4.6: The partial-order relation �3 is a special instance of partial-order
relation �4.

Proof : It is easy to prove from Definition 4.6 and Definition 4.7.

5. Multi-Fuzzy Information Granularity and Its Axiomatic Method

Information granularity can be regarded as a measure of the degree of aggregation (reg-
ularity) of knowledge on the domain classification. Fuzzy multi-information granular-
ity is equally important, and can be used to describe the classification ability of multi-
fuzzy granular structure. According to Zadeh’s research on granular computing, infor-
mation granularity should be expressed the granulation degree of objects from a hierar-
chical perspective[2]. That is, information granularity should represent the hierarchical
relationship between multi-fuzzy granular structures.

From the viewpoint of sizes of information granules, in the following, we introduce
the definition of multi-fuzzy information granularity.

Definition 5.1: Suppose K(R̃∗) ∈ K(U), in which K(R̃∗) = (SR̃∗(x1),SR̃∗(x2), · · · ,
SR̃∗(xn)). Then, the multiple fuzzy information granularity of R̃∗ is defined as

GK(R̃∗) =
1
n

n

∑
i=1

|SR̃∗(xi)|
n

(14)

where |SR̃∗(xi)| is the cardinality of the muti-fuzzy information granule SR̃∗(xi). Ax-
iomatic methods and constructive methods play an equal role in mathematical definition.
In the following, we give the axiomatic constraint to define a multi-fuzzy information
granularity in the context of multi-fuzzy granular structures by employing the partial-
order relation �3.

Definition 5.2: Let K(U) be the collection of all multi-fuzzy granular structures on
U , if ∀K(P̃∗) ∈ K(U), there is a real number G(P̃∗) with the following properties:

(1) G(P̃∗)≥ 0(nonnegative);
(2) For ∀K(P̃∗), K(Q̃∗)∈K(U), if K(P̃∗)∼=K(Q̃∗), then G(P̃∗)=G(Q̃∗)(invariability);
(3) For ∀K(P̃∗), K(Q̃∗)∈K(U), for K(P̃∗)≺3K(Q̃∗), then G(P̃∗)<G(Q̃∗)(monotonicity).

then G is called a multi-fuzzy information granularity. Obtained by the above axiomatic
method, we come to the following theorem.

Theorem 5.1: Let ∀K(P̃∗),K(Q̃∗)∈K(U), if K(P̃∗)�3K(Q̃∗), then G(P̃∗)≤G(Q̃∗).
This also satisfies the partial-order relation �1, �2 and�4 , respectively. It is easy to
prove by Definition 5.2 and the definition of partial-order relations �1, �2, �3 and �4.
Furthermore, the information granularity GK given by Definition 5.1 satisfies the ax-
iomatic definition methods. Next, we give proof:

(1) Obviously, it is nonnegative;
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(2) Letting K(P̃∗),K(Q̃∗)∈K(U), K(P̃∗)= (Sp̃∗(x1),Sp̃∗ (x2), · · ·,Sp̃∗ (xn)), K(Q̃∗)=
(SQ̃∗ (x1),SQ̃∗ (x2), · · ·,SQ̃∗ (xn)). According to the definition of partial-order rela-
tion �3, if P̃∗ ∼= Q̃∗, then |SP̃∗(xi)|= |SQ̃∗ (xi)|, i = 1,2, · · · ,n. Therefore

GK(P̃∗) = 1
n

n
∑

i=1

|SP̃∗ (xi)|
n = 1

n

n
∑

i=1

|SQ̃∗ (xi)|
n = 1

n

n
∑

i=1

|SQ̃∗ (xi)|
n = GK(Q̃∗).

(3) Letting K(P̃∗),K(Q̃∗) ∈ K(U) with P̃∗≺3Q̃∗, such that

K(P̃∗)≺3K(Q̃∗)⇔ |SP̃∗(xi)|< |SQ̃∗ (xi)|, i = 1,2, · · ·n.

⇔
n
∑
j=1

(

L(xi j)

∑
s=1

ds
p̃∗ (xi)

L(xi j)
)<

n
∑
j=1

(

L(xi j)

∑
s=1

ds
q̃∗ (xi j)

L(xi j)
),

GK(P̃∗) = 1
n

n
∑

i=1

|SP̃∗ (xi)|
n < 1

n

n
∑

i=1

|SQ̃∗ (xi)|
n = GK(Q̃∗).

Thus, GK(P̃∗) < GK(Q̃∗).Through monotonicity, meaning that relation Q̃∗ is more
chaotic than relation P̃∗, so the uncertainty of group Q̃∗ is higher.

In conclusion, the information granularity GK given by Definition 5.1 satisfies the
axiomatic definition methods in Definition 5.2.

6. Conclusion

Based on fuzzy multirelations, this paper first proposes a kind of fuzzy information gran-
ular structure generated by multi-fuzzy relations in the universe of discourse, namely
multi-fuzzy granular structure. Based on this structure, four fuzzy multiple partial-order
relations are defined, and the hierarchical characteristics of these four partial order re-
lations and related mathematical conclusions are studied. Secondly, for fuzzy multi-
information GCM, a multi-fuzzy information granularity is proposed. Finally, an ax-
iomatic method for defining fuzzy multiple information granularity on the fuzzy multi-
ple granular structure is given, and axiomatic constraints with partial-order relations are
established. This paper studies the internal structure nesting relationship and informa-
tion granularity measurement of fuzzy multi-information GCM, which provides a theo-
retical basis for the development of artificial intelligence and decision-making theory. In
the next step of this paper, the reasoning logic and algorithm design of fuzzy multiple
information will be further studied.
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Abstract. Excess weight and obesity are indicators of an unhealthy or harmful
accumulation of fat that can be dangerous to health. Body mass index (BMI) refers
to height-to-weight radio and is often used to identify overweight and obesity in
adults. Although BMI is commonly used to diagnose obesity and overweight, it
is ineffective in differentiating between high muscle mass and elevated body fat
mass. Body fat percentage (BF%) is one of the best predictors of obesity because it
quantifies adipose tissue. The Deurenberg equation is among the indirect methods
to measure BF%; it uses BMI, age, and sex as parameters to calculate the BF%.
Machine learning techniques demonstrated to be a good classifier of overweight,
obesity, and diseases related to insulin resistance and metabolic syndrome. This
study intends to evaluate anthropometric parameters as classifiers of BF% alteration
using support vector machines and the Deurenberg equation for BF% estimation.
The database used consisted of 1978 individuals with 24 different anthropometric
measurements. The results suggest the SVM as a suitable technique for classifying
individuals with normal and abnormal BF% values. Accuracy, F1 score, PPV, NPV,
and sensitivity were above 0.8. Besides, the specificity value is below 0.7, which
indicates that false positives may occur. As future work, this research intends to
apply neural networks as a classification technique.

Keywords. Support vector machine, anthropometric measurements, fat body
percentage, Monte Carlo cross validation

1. Introduction

Being overweight and obese are indicators of unhealthy or excessive fat accumulation on
the body with the potential to be harmful to health [1]. Body mass index (BMI) is a simple
measure of the height-to-weight ratio, commonly used to identify overweight and obesity
among adults [2]. Although BMI is usually used to diagnose obesity and overweight,
it has the disadvantage of not differentiating between high fat and lean mass [3]. Since
those downsides with BMI, two classifications of obesity are reported in the literature,
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the first classification is individuals with high body fat mass but the normal metabolic
response, and the second classification endorse individuals that suffer from metabolic
obesity with normal weight (MONW) [4,5]. The persons that are MONW have high
cardiovascular and metabolic risk factors similar to individuals with abnormal BMI [6,7].

The body fat percentage (BF%) is the indicator that best predicts obesity due it can
quantify tissue adipose [8]. Several direct methods measure BF%, including densitom-
etry, dual-energy x-ray absorptiometry, bioelectrical impedance analysis, near-infrared
reactance, dual-energy x-ray absorptiometry and magnetic resonance imaging. However,
they are unsuitable for epidemiological studies since they are expensive, require special-
ized equipment and skilled professionals [9]. Some indirect methods to measure BF%
use BMI, age, and sex as parameters to calculate the BF% applying the Deurenberg [10],
Gallagher [11] and Jackson-Pollock [12] equations. There are high correlations between
BF% and anthropometric measurements, among them the hip circumference, waist-to-
height ratio, and the abdominal circumference [13]. Further, the SIRI equation calcu-
lates the BF% from the skin folds [14]. These studies have all determined an appropriate
relationship between measurements of these anthropometric values and BF%.

There is no consensus regarding the cut-off points of BF% because there is no sta-
tistically representative database [15]. Some researches proposed 25% for men and 30%
for women as a BF% cut off point [8,16]. Other researches suggest that age is a relevant
factor to consider in the cut-off point establishment [17,18,19]. In this work, a spectral
cut-off point was considered, including sex and age.

Machine learning techniques have been used to classify overweight, obesity, insulin
resistance and metabolic syndrome [20,21]. Some studies have used support vector ma-
chines (SVM) and decision tree to differentiate individuals with and without metabolic
syndrome from variables as waist circumference, waist to height ratio, body mass in-
dex, among others [20,22]. The k-means algorithm has also been used to detect individ-
uals with insulin resistance and overweight using as variables waist and hip circumfer-
ences [21,23].

This study aims to assess the anthropometric variables as a classifier of impaired
BF%. A database used consisted of 1978 individuals with 24 anthropometrics mea-
sures(weight, height, body circumferences, and body skinfolds). The SVM method eval-
uates the predictive ability of anthropometric measure variables. The next section de-
scribes the methodology. The results, and discussion are explained in sections 3 and 4.
Finally, section 5 presents the conclusions and proposals for future work.

2. Methodology

2.1. Database

The Nutritional Evaluation Laboratory of the Simón Bolı́var University collected dur-
ing the period from 2004 to 2012 [24] the database used in this work. It counted with
1978 participants, of which 678 are men and the rest women. The implemented pro-
tocol performed 24 anthropometric measurements in each volunteer, including height,
weight, body circumferences, and body folds. Additionally, the BF% is calculated using
Deurenberg’s equation. Deurenberg’s equation, as can be seen in equation (1), uses BMI,
age, and sex as variables. The sex variable is equal to one for men and equal to zero for
women.
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BF% = 1.20 BMI−10.8 sex−0.23 age−5.4 (1)

The clinical protocol implemented in the database followed the ethical standards of the
Declaration of Helsinki of 1964 and the ethical standards of the ethical committee of
the Simón Bolı́var University. All participants accepted the conditions of the study by
signing informed consent. Table 1 shows the average and standard deviation of anthro-
pometric variables of the subjects with normal and altered BF%.

2.2. Classifier Metrics

For the detection of altered levels of BF%, 24 anthropometric measurements were used,
weight and height were excluded since they are variables of the Deurenberg equa-
tion. The true positives (TP), false positives (FP), true negatives (TN), and false nega-
tives (FN) were measured. It visualizes the classification discrepancies in the classifier
model [25]. The accuracy (ACC), specificity (SPE), sensitivity (SEN), positive predictive
value (PPV), negative predictive value (NPV), and F1 score (F1) were calculated using
the equations (2), (3), (4), (5), (6), and (7) respectively.

ACC = (T P+T N)
(T P+FP+T N+FN) (2) SEN = T P

(T P+FN) (3)

SPE = T N
(T N+FP) (4) PPV = T P

(FP+T P) (5)

NPV = T N
(FN+T N) (6) F1 = 2 (PPV ) (SEN)

(PPV+SEN) (7)

2.3. Implementation of the support vector machine method

The classification-regression method SVM is a classification method used for binary,
multiple classifications, and classification-regression problems. SVM has proven to be
considered among the best classifiers over a wide range of scenarios, making it one of
the benchmarks in both statistical learning and machine learning fields [26].

Support Vector Machine is based on the Maximal Margin Classifier, which turns on
the hyperplane concept. In this work, the SVM method allows classifying individuals
with normal and abnormal BF% values. For this purpose, a Monte Carlo Cross-Validation
(MCCV) [27], and a Gaussian kernel [28] were used. Figure 1 shows the procedure
applied in this work. The database was randomly (with a uniform probability) divided
80% for training with SVM and the remaining 20% to test the trained SVM and calculate
the metrics. The process was performed 100 times, and the metrics were calculated in
each iteration and then averaged.

2.4. Statistical tests

For the statistical analysis, the Mann-Whitney U test was used, since it was assumed
that the samples are not paired and have a different distribution than the normal, and a
p-value of less than 5% was considered statistically significant [29]. The Tables 1 and 2
are presented as mean and standard deviation values (mean ± standard deviation).
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Table 1. Anthropometric parameters for individuals with normal and abnormal BF%.

Anthropometric parameter Normal BF% (n=1037) Impaired BF% (n=941)

Age[years]a 24.678±13.832 71.358±18.386

Weigth[Kg]a 56.064±9.348 62.243±12.867

Heigth[cm]a 162.278±8.699 156.614±9.802

Right arm circumference [cm]a 25.820±2.817 27.931±4.023

Left arm circumference[cm]a 25.694±2.802 27.749±4.066

Right flexed arm circumference [cm]a 26.828±3.026 28.543±4.063

Left flexed arm circumference [cm]a 26.576±3.339 28.245±4.093

Waist circumference [cm]a 71.119±7.571 88.127±11.557

Hip circumference [cm]a 91.763±6.339 95.235±10.105

Right thigh circumference [cm]a 44.947±3.321 45.629±5.950

Left thigh circumference [cm]a 44.431±3.403 45.447±5.873

Right calf circumference [cm]a 33.582±2.938 33.198±4.053

Left calf circumference [cm]a 33.549±3.070 33.089±4.063

Right triceps fold [mm]a 13.656±5.186 14.953±6.747

Left triceps fold [mm] 13.471±5.129 14.872±6.636

Right subscapular fold [mm]a 12.920±4.569 17.293±7.510

Left subscapular fold [mm]a 13.031±4.585 17.472±7.426

Right suprailiac fold [mm]a 12.148±5.424 18.229±7.725

Left suprailiac fold [mm]a 12.198±5.456 18.230±7.663

Right abdominal fold [mm]a 22.034±5.927 25.393±8.917

Left abdominal fold [mm]a 22.805±6.033 25.318±9.048

Right thigh fold [mm]a 19.770±5.847 20.887±9.452

Left thigh fold [mm]a 20.530±5.917 21.047±9.532

Right calf fold [mm]a 13.184±5.429 15.544±7.832

Left calf fold [mm]a 13.591±5.468 15.891±7.816

BMI[Kg/m2]a 21.211±2.551 25.319±4.460

BF%a 22.667±5.901 36.988±8.609
aStatistically significant difference (p-value < 0.05).

Table 2. Metrics of the support vector machine classification and Monte Carlo Cross Validation.

Metrics BF%

Sensibility 0.965±0.012

Specificity 0.679±0.044

Accuracy 0.897±0.015

F1 Score 0.935±0.010

NPV 0.855±0.043

PPV 0.907±0.016

3. Results

Table 1 presents the anthropometric values of control individuals and individuals with
impaired BF%. The database includes 1978 individuals, 52.43% belongs to the control
group, and 47.57% endures impaired BF%. The classification was performed according
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Figure 1. General methodology schematics for support vector machine classification.

to [11,18,17], whereby the cut-off point of the impaired BF% established for women
between 20 and 39 years old is above 32%, for women between 40 and 59 years old 34%,
and women over 60 years old 35%. On the other hand, the cut-off point of the impaired
BF% in men between 20 and 39 years old is above 20%, men between 40 and 59 years
old 22%, and men over 60 years old 23%. Table 2 reports the results of the training with
the SVM using the 26 anthropometrics parameters displaying the average of sensitivity,
specificity, accuracy, F1 score, negative, and positive predictive values performed 100
times.

4. Discussion

Table 1 shows features of subjects with normal and abnormal BF% values. Significant
differences were found between groups in all anthropometric variables. Individuals with
abnormal values of BF% have higher values of circumferences and folds than subjects
with normal values of BF%. This finding corroborates studies that suggest that individu-
als with a high BF% have a thicker adipose pad than subjects with normal BF% [30,31].
Additionally, the average BMI of the individuals with abnormal BF% values suggests
that they are overweight since it exceeds 25 Kg/m2.

Furthermore, the waist circumference levels are normal for individuals with normal
BF% values but are above 88 cm for individuals with abnormal BF% values. This finding
could indicate that individuals with abnormal BF% values have a high accumulation of
adipose tissue at the waist, which can be also observed in the abdominal fold, which is
significantly higher in individuals with abnormal BF% than in individuals with normal
BF% [32].

Table 2 shows the metrics of the SVM evaluation as a classifier of individuals with
abnormal BF%. Almost all the metrics are above 0.8. The database used has approxi-
mately the same percentage of individuals with normal and abnormal BF%, suggesting
that the accuracy is a valid metric to assess the capability of the methods to classify
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individuals with abnormal BF%. In this case, the capacity of the classifier method of
classifying this metabolic dysfunction is high with an accuracy above 0.89 [33].

Moreover, the probabilities of obtaining a correct classification with individuals with
normal and abnormal BF% values are high. Since the NPV, PPV, and F1 score values are
above 0.85. The sensitivity value obtained above 0.96, indicates a false-negative rate of
about 4%, which is low, and it is convenient for the classifier. Furthermore, specificity
was the lowest metric value (< 0.7), indicating a high false-positive rate. Therefore,
individuals with normal BF values may be classified as individuals with abnormal BF%
values [34].

In other studies, automatic learning techniques have been used to detect other dys-
functions directly related to altered BF% levels. Farzaneh et. al. [20] used decision trees
to determine alterations such as metabolic syndrome, obtaining a lower accuracy than
the results obtained in this research (0.739 vs. 0.897), suggesting that SVM is the most
suitable technique for detecting metabolic dysfunctions related to body composition than
decision trees. Seyed-Taghi et. al. [35] used neural networks to classify obesity, obtaining
sensitivity values lower than the sensitivity values found in this investigation (0.965 vs.
0.819). In contrast, the specificity values found in [35] are better than the values of speci-
ficity values found in this study (0.837 vs. 0.679), suggesting that the neural network
technique should be used as future work.

5. Conclusion

In this research, a supervised machine learning technique (Support Vector Machine) was
applied, and as a validation method, the Monte Carlo cross-validation technique was
used. The results indicate that SVM was a reliable technique for classifying individu-
als based on body fat percentage (BF%), with an accuracy, F1 score, PPV, NPV, and
sensitivity of more than 0.8.

Notwithstanding, the specificity value is less than 0.7, indicating that false posi-
tives may occur, this does not affect the classifier, considering that false negatives are
the events to avoid. Further work will include the application of neural networks as a
classification technique.
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[3] J. Gómez-Ambrosi, C. Silva, J. Galofré, J. Escalada, S. Santos, D. Millán, N. Vila, P. Ibañez, M. Gil,
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Abstract. Pythagorean fuzzy sets (PFS) can better express and handle
the uncertainty information and has the more lager representation space.
Hence, the reasonable and effective method to measure the uncertainty of
PFS can better analyze information. From the view of Dempster-Shafer evi-
dence theory, hesitancy degree can include the two focal elements (member-
ship, non-membership). Hence, considering the number of focal elements
for hesitancy degree to measure uncertainty is important. In addition, the
difference between membership and non-membership degree plays an es-
sential role in uncertainty measure. From the above views, the paper pro-
posed the new uncertainty measure. Based on the new uncertainty mea-
sure, cross entropy and divergence of PFS can be presented. In addition,
some numerical examples are used to explain the proposed methods by
comparing other methods. Finally, the proposed divergence can be used in
pattern recognition to verify its effectiveness.

Keywords. Pythagorean fuzzy sets, Dempster-Shafer evidence theory,
Uncertainty measure, Cross entropy, Divergence

1. Introduction

Expressing information plays an essential role in knowledge representation.
There are a lot of methodologies, such as Dempster-Shafer evidence theory [1,2],
fuzzy sets [3] and other methodologies [4,5]. In those methodologies, fuzzy sets
can handle the fuzziness information and have become the important method-
ology in decision-making and control. With the development of fuzzy sets,
Atanassov proposed the intuitonistic fuzzy sets which can consider the mem-
bership, non-membership and hesitancy degree of information and is the gen-
eralization of fuzzy sets [6]. Yager expanded the intuitonistic fuzzy sets into the
Pythagorean theme to propose Pythagorean fuzzy sets [7]. Pythagorean fuzzy
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sets (PFS) have the lager representation space than intuitonistic fuzzy sets and
became the important math tool to handle uncertain information [8,9].

Due the strong space representation of PFS, how to measure the uncertainty
of PFS is interesting. Thao and Smarandache proposed the new fuzzy entropy
of PFS by exploiting the concept of probability [10]. Peng. et al proposed fuzzy
Information Measures [11]. Xiao and Ding proposed the divergence by consid-
ering Jensen–Shannon divergence[12]. Yang.et al proposed the fuzzy entropy of
PFS [13]. Uncertainty measure of PFS should consider all aspects of information,
including membership, non-membership and hesitancy degree. Moreover, two
PFSs with the same uncertainty of membership, non-membership and hesitancy
degree maybe quite different. In other words, the difference between member-
ship and non-membership degree should also be considered to measure the dis-
tribution of fuzziness [14]. Although there are various methods, they can not
fully consider the uncertainty of PFS. Hence, how to measure the uncertainty of
PFS is also an open issue.

Based on the above discussion, the paper proposed the new uncertainty
measure which can consider all aspects of information as possible. Firstly, form
the view of Dempster-Shafer evidence theory, the hesitant information can in-
clude the membership and non membership information which means there are
two focal elements. Hence, the new uncertainty measure considers the num-
ber of focal elements. Secondly, the difference between membership and non-
membership degree is computed by the score function. Based on the new un-
certainty measure, the paper proposed the cross entropy and divergence of PFS.
Moreover, some numerical examples can be used to explain the reasonableness
of proposed methods by comparing with other methods. Finally ,the new diver-
gence can be applied to the pattern recognition to verify the effectiveness.

The structures of this article are as follows. The preliminaries of PFS and
divergence are introduced in section 2. The new uncertainty measure, cross en-
tropy and divergence of PFS are proposed in Section 3. Section 4 introduces the
method of pattern recognition. In section 5, the paper can be concluded.

2. Preliminaries

In this section, we briefly recall some essential concepts of PFS and divergence.

2.1. Pythagorean Fuzzy sets

Definition 2.1. ( Pythagorean fuzzy sets)

Let Θ = {λ1,λ2, · · · ,λn} be a universe of discourse, a Pythagorean fuzzy set A in
Θ can be defined [7]:

A = {〈λi,uA (λi) ,υA (λi)〉 | λi ∈ Θ} (1)

where 0≤ uA (λi)≤ 1 and 0≤ υA (λi)≤ 1, which represent the membership
degree and non-membership degree respectively and should satisfy uA (λi)

2 +
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υA (λi)
2 ≤ 1. Besides, the hesitancy degree can be written as follows hA(λi) =√

1− (uA (λi)
2 + υA (λi)

2) [7].

2.2. Jensen–Shannon divergence

Definition 2.2. ( Jensen–Shannon divergence measure)
There are two probability distributions A = {a1, a2, · · · , an} and B = {b1,b2, · · · ,bn}.
The Jensen–Shannon divergence between A and B is as follows [15]

JS(A, B) =
1
2
[S(A,

A + B
2

) + S(B,
A + B

2
)] = H(

A + B
2

)− 1
2

H(A)− 1
2

H(B) (2)

where H(A) is the Shannon entropy.

3. The proposed method

This section mainly introduces the new uncertainty measure, cross entropy and
divergence of PFS.

3.1. The Proposed Uncertainty Measure

Definition 3.1. ( Uncertainty measure)
Let Θ = {λ1,λ2, · · · ,λn} be a universe of discourse, the PFSs in Θ are P(λi) =<
λi,u (λi) ,υ (λi) >. The uncertainty measure of PFSs is defined by

UM = −
i=n

∑
i=1

(
j=3

∑
j=1

κj(λi)
2log(κj(λi)

2)) + π(λi)
2log(

π(λi)
2

3
) (3)

where κ1(λi) = u(λi), κ2(λi) = υ(λi), κ3(λi)
2 =�(λi)

2 = |u (λi)
2 − υ (λi)

2 |,
π(λi)

2 = 1 − u (λi)
2 − υ (λi)

2. In addition, 3 is explained by the power set of
Dempster-Shafer evidence theory which can be computed by 22 − 1.

Definition 3.2. ( Cross Entropy and Divergence)
There are two PFSs P and Q in Θ, where P = {< λ1,u (λ1) ,υ (λ1) >, · · · ,<
λn,u (λn) ,υ (λn) >}, Q = {< λ1,u (λ1) ,υ (λ1) >, · · · ,< λn,u (λn) ,υ (λn) >}.

The new cross entropy between P and Q is defined by

NCEPQ =
i=n

∑
i=1

(
j=3

∑
j=1

κPj(λi)
2 · log(

1
κQj(λi)2 )) + πP(λi)

2 · log(
3

πQ(λi)2 ) (4)

The new divergence between P and Q is defined by

ND =
1
2

i=n

∑
i=1

j=4

∑
j=1

[
κPj(λi)

2log
2κPj(λi)

2

κPj(λi)2 + κQj(λi)2 + κQj(λi)
2log

2κQj(λi)
2

κPj(λi)2 + κQj(λi)2

]

(5)

where κ4(λi) = π(λi). More importantly, the 0 can be regarded as the 1 ·
10−16 if denominator is 0.
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3.2. Numerical examples

Some numerical examples are used to explain and discuss the proposed uncer-
tainty measure, cross entropy and divergence of PFS.

Example 1 Supposing there are two PFSs A =< x,0.45,0.75 >, B =<
x,0.55,0.80 >, the corresponding uncertainty measures are as follows.

Table 1. Uncertainty measure of Example 1

E[11]
1 E[11]

2 E[11]
3 E[11]

4 UM
A 0.5486 0.4706 0.6400 0.3600 1.6133
B 0.5161 0.4953 0.6625 0.4727 1.2413

Obviously, B should have the smaller uncertainty than A. Because the infor-
mation of B is more certain due it has the lager membership and non member-
ship than A. From this view, it can be seen that proposed uncertainty measure
and E1 is more reasonable than other methods. Besides, the UM can better ex-
press the difference between A and B than E1, which can show the effectiveness
of new certainty measure.

Example 2 There are some PFSs A =< x,0.45,0.75 >, B =< x,0.55,0.80 >,
C =< x,0.55,0.78 >, the corresponding divergences are as follows.

D[12](A, B) = 0.0352, D[12](A,C) = 0.0225, D[12](B,C) = 0.0019
ND(A, B) = 0.0354, ND(A,C) = 0.0236, ND(B,C) = 0.0023

The D which is the divergence proposed by Xiao and ND show that B is
more similar with the C than A which is reasonable.

Example 3 Supposing there are two PFSs A =< x,0.5, x >, B =< x,0.4,y >.
The uncertainty, cross entropy and divergence of A, B can be discussed.

In this example, x can change from 0 to 0.8660, y can change from 0 to 0.9165.
The uncertainty, cross entropy and divergence of Example 3 are as Fig. 1.
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Figure 1. The uncertainty measure, cross entropy and divergence of Example. 3. (a) uncertainty of
A, (b) uncertainty of B, (c) cross entropy, (d) divergence

(a) The uncertainty of A and B can be discussed. For A, there are some con-
ditions, as follows. (1) when x is about 0.3, the PFS is A =< x,0.5,0.3 >. In this
case, the hesitancy degree has the maximum value which has the maximum un-
certainty. (2) when x = 0.8660, the PFS is A =< x,0.5,0.8660 >. In this case, the
hesitancy degree is 0 which has the minimum uncertainty. Next, the uncertainty
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of B is analyzed. (1) when y = 0.581, the PFS is B =< x,0.4,0.581 >. There is
the maximum uncertainty. (2) when y = 0.9165, the PFS is B =< x,0.4,0.9165 >,
which has the minimum uncertainty.

(b) The cross entropy of A, B (NCE(A,B)) can be discussed as Fig. 1(c). (1)
when y = 0.4, the�B = 0, the change of cross entropy can be shown in Fig. 2(a).
It is obvious that there is the minimum cross entropy when x = 0.5. (2) when
x = 0.5, the �A = 0. In this case, the change of cross entropy can be shown in
Fig. 2(b). It can be seen that the change of cross entropy is symmetric about 0.5.
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Figure 2. The cross entropy of Example. 3. (a) y = 0.4, (b) x = 0.5.The divergence of Example. 3. (a)
x = 0.5, (b) x = 0.3.

(c) The divergence of A and B can be discussed, as shown in Fig. 1(d). (1)
when x = 0.5, y = 0.4, A =< x,0.5,0,5 >, B =< x,0.4,0.4 >. In this case,�A = 0,
�B = 0. Hence, the score function can not express the difference between A and
B. However, hesitancy degree can help us distinguish the difference. (2) Fig. 2(c)
and (d) discussed the change of divergence with y when x = 0.5 and x = 0.3.
When y = 0.4, the divergence of x = 0.5 is more than x = 0.3, which reflects the
importance of score function.

4. Application

This section introduced the method of pattern recognition based on the proposed
divergence to explain its effectiveness.

4.1. Method of pattern recognition based on proposed method

Problem Statement : There are some patterns P = {p1, p2, · · · , pm} which can
be expressed by PFS pj = {xi, μj(xi),υj(xi)}. Given n samples S = {s1, s2, · · · , sn}
which can be expressed by PFSs st = {xi,μt(xi),υt(xi)}. The samples should be
recognised to the certain pattern. The specific steps are as follows.

Step 1 : Compute the distance between samples and patterns
The distance can be computed by using the view of Xiao [12], as follows.

djt(xi) =
√

1
n ∑ ND(pj, st)

Step 2 : Determine the minimum value of distance
There are some distances between every sample and all patterns. The mini-

mum distance can be determined as

D̃(pα, st) = D
1≤j≤m

(pj, st)
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Step 3 : Obtain the results of recognition
The sample can be classified as the pattern with minimum distance.

st ← pα

4.2. Application of medical diagnosis

Medical diagnosis can be used to explain the proposed pattern recognition
which can be introduced simply. There are four patients P = {p1, p2, p3, p4}
with the five symptoms S = {s1 : Temperature, s2 : Headache, s3 : Stomachpain, s4 :
Cough, s5 : Chestpain}. The possible diagnosis D={d1 : Viral f ever,d2 : Malaria,d3 :
Typhoid,d4 : Stomachproblem,d5 : Chestproblem}. The more related information
can be obtained in [12]. The results of medical diagnosis by using proposed
method are as Tab. 2.

Table 2. The results of pattern recognition

D1 D2 D3 D4 D5 Results
p1 0.3055 0.2501 0.3885 0.4776 0.5337 D2

p2 0.4388 0.5223 0.4178 0.1864 0.4734 D4

p3 0.3878 0.4223 0.3888 0.4797 0.5068 D3

p2 0.3296 0.4030 0.4528 0.4519 0.5466 D1

To further explore the reasonableness and effectiveness of proposed method,
there are some comparisons with other methods as Tab. 3. It can be seen that the
results of proposed method are similar to those of most methods which proves
the proposed method is practical in dealing with medical diagnosis.

Table 3. The results of different methods

Own[16] Deetal.[17] Szmidtetal.[18] Weietal.[19] Mondaletal.[20] Xiao[12] Proposed
p1 D2 D2 D2 D2 D2 D2 D2

p2 D4 D4 D4 D4 D4 D4 D4

p3 D3 D2 D3 D3 D3 D3 D3

p4 D2 D2 D1 D1 D1 D1 D1

5. Conclusion

In Pythagorean fuzzy sets (PFS), how to measure uncertainty is important and
an open issue. PFS can include the membership, non-membership and hesitancy
degree. Hence considering them comprehensively can help us better analyze
the uncertainty of PFS. The paper proposed the uncertainty measure of PFS by
considering the membership, non-membership, hesitancy degree and difference
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between membership and non-membership degree. Besides, from the view of
Demspter-Shafer evidence theory, the number of focal elements of hesitancy in-
formation which can include the membership and non-membership information
is considered. Based on the proposed uncertainty measure, the cross entropy and
divergence of PFS can be also presented. In addition, the new uncertainty mea-
sure can be compared with the other methods, which shows the new uncertainty
measure can better reflect the difference between PFSs and is reasonable. Finally,
the medical diagnosis can be applied to the method of proposed the pattern
recognition based on the new divergence. The results are used to compare with
other methods to verify reasonableness and effectiveness of the new method.
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Abstract. The ethnic group domain, in particular, is characterized by rich and 

diverse data sets in the Mekong River Basin (MRB). Ethnic groups' vocabulary 

and relevant data come from various sources that cross history, language, and 

geography. As a result, distinct language is used by specialized groups to 

characterize their artifacts. Data interoperability among multiple catalogs is highly 

challenging as a result of this. The usage of controlled vocabularies and thesauri is 

generally considered a major practice for making preparations for standardization, 

which is essential for data reuse and sharing. In contrast, when used together, 

thesauri eliminate ambiguity in natural language, making it easier to identify and 

integrate data from different sources and allow scholars and computer programs to 

understand data more efficiently. This paper describes the modeling process of the 

EGMRB Thesaurus, its integration and role in the infrastructure, its publication as 

Linked Open Data, and the results of this work after six months of development. 

This paper presents the rationale behind the realization of this thesaurus. 

Thesaurus EGMRB (http://thesaurus.asiana.net/vocab/) provides a semantic 

resource on ethnic groups in the Mekong river basin. EGMRB is the outcome of 

interdisciplinary cooperation of specialists from the domains of ethnic groups and 

information science, who collaborated in the context of collaborative research. The 

thesaurus was developed in Simple Knowledge Organization System (SKOS), a 

standard data format based on the Resource Description Framework (RDF), using 

semantic web standard technologies. EGMRB is freely available online, with a 

SPARQL endpoint (http://thesaurus.asiana.net/vocab/sparql.php) for querying and 

an API (http://thesaurus.asiana.net/vocab/services.php) for system integration. 

Digital collections, digital exhibits, and a virtual study environment are being built 

as part of a digital platform that will give scholars and the general users search and 

content curation services. EGMRB, which provides unified ideas with related 

unique and resolvable URIs, can profoundly reduce the barriers to data discovery, 

integration, and sharing if adopted as a standard and carefully implemented and 

expanded by the academic community.   
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1. Introduction 

An online platform providing search and content curation services will be 

available for free to anybody who wishes to use it via the EGMRB Thesaurus. This will 

feature digital displays, digital collections, and access to a virtual study environment 

for scholars and the general users. The EGMRB Thesaurus infrastructure will be used 

to help project researchers in the development of data open access management 

strategies and to disseminate any data by the KOS principles. According to [1] DCAT 2 

(Data Catalogue Vocabulary) specifications like the Getty Thesaurus will be easier to 

locate and utilize because of the DCAT 2 specifications. 

Nowadays, information can be transferred rapidly and simply according to such 

new technologies as the Internet and electronic data records. To conduct effective 

research and analysis, users must have access to the appropriate datasets and efficient 

methods for properly explaining and exploring basic concepts inside and across 

datasets [2, 3] 

Metadata, controlled vocabularies, thesauri, or even ontologies are used in this 

method since they complement one another [4]. A thesaurus is a controlled and 

structured vocabulary that contains concepts by terms. It is delivered so that concepts 

are interconnected so that links between them may be made clear. Preferred terms are 

accompanied with comes entries for synonyms or "quasi-synonyms" [5]. By reducing 

ambiguity in plain language, thesauri are essential method for discovering and 

organizing information, especially for discovering material in non-literary, 

uncategorized formats. They help academics and the public to discover data and other 

materials consistently. 

The process of building a thesaurus is rather complicated. It involves identifying 

terms from a specific area, analyzing and linking those phrases into a categorization 

model that can be used to classify resources from the same domain. The form and 

characteristics of monolingual and multilingual thesauri have changed throughout the 

years to normalize these structures [5-8]. ISO 25964, the most current international 

standard for thesauri, describes five fundamental kinds of thesaurus ideas, thesaurus 

terms, thesaurus arrays, and notes and sets forth a data format and derived XML 

schema. There is an explicit distinction between “terms” and “concepts” in the data 
model. The data model includes information on additional elements that might be 

considered a part of a thesaurus, including ConceptGroup, a unique grouping for terms 

related to a particular domain, theme, or other categories [5-8]. While it does not have a 

specific building technique proposed, the ISO 25964 does not offer specific advice on 

developing and maintaining thesauri but does provide guidelines for both aspects. 

Initiatives in development for digital platform assistance for content discovery 

and management will be using the EGMRB Thesaurus. A helpful way to share and link 

to controlled vocabularies in the Semantic Web is by using the W3C recommendation, 

the SKOS (Simple Knowledge Organization System), as a model [9]. The thesaurus of 

the EGMRB is detailed in this article, including how it functions inside the 

infrastructure and as Linked Open Data (LOD). The second section of this paper will 

consider similar work that has modeled thesauri and other controlled vocabularies and 

other research infrastructures and LOD initiatives in the framework of other projects 

and initiatives addressing specific ethnic group. Section 3 will discuss the methods and 

tools used to manage and publish vocabularies in the infrastructure. This section details 

our preliminary findings. Our findings and recommendations conclude with this section.  
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2. Related work 

In GLAM (Galleries, Libraries, Archives, and Museums) applications, subject 

indexing, keyword-based search in local databases, and federated search across 

multiple databases [10, 11] are extensively used through the use of thesauri and other 

knowledge organization systems, such as taxonomies, classification schemes, and 

classifications. Within LOD efforts, it is estimated that SKOS is one of the most often 

used vocabularies and is widely utilized by other Semantic Web vocabularies. Using 

controlled vocabularies for Semantic Web applications such as query expansion, search 

term recommendations, and semantic search engines is possible through the 

‘skosification' of those vocabularies [12, 13, 14]. Here, the Getty Vocabularies Project 

is a classic case, as it contains reference vocabularies that describe the work of artists 

and architects, such as the Art and Architecture Thesaurus (AAT). 

The two publication models identified by Pohorec, Zorman, and Kokol include 

both inline and parallel Web publications (2013). Another popular approach of making 

massive datasets available as Linked Data is by publishing them in parallel, as 

machine-processable collections of RDF data. However, the findings of this study 

include an observation that RDF material published using this method is not often 

indexed by standard search engines and has limited exposure [15]. Instead of just 

utilizing an established standard like Microdata or Resource Description Framework 

(RDF), authors can use an extension like the Microdata or RDF markup to add 

semantic markup to HTML text and create structured data. As a result, the Linked Data 

concepts are syntax agnostic, making the technology compatible with many markup 

languages and serialization methods. 

Linked Data is defined as a method of publishing and interconnecting structured 

information while also encouraging the growth and contribution of other participants in 

the Linked Data ecosystem [16], The machines can “understand” the meaning of the 
relationships by making inferences about the content and then interlinking that data to 

new information automatically, discovering connections that were previously hidden 

[17, 18].  

3. Methodology 

Development of the EGMRB Thesaurus 
EGMRB Thesaurus development follows the procedure in Fig. 1, based on 

standard for building multilingual thesauri [19-21]. 

In the beginning, we are just getting started when we are synthesizing several 

language resources provided by our partnering academic institutes and various KOS 

from the domains of humanities and social sciences. Mapping or alignment can be 

performed with regard to the words and ideas included in the following canonical 

sources: these sources serve not only as reference material for terms and concepts in the 

EGMRB Thesaurus but also as subjects of that mapping or alignment. A 

comprehensive mapping of the ideas included in LOD to reference and top-level 

concept schemes, such as the AAT and the BBT, should be achievable. In our process, 

we include interactions with subject matter experts and information professionals. It 

will be essential to provide the local topic heading lists, thesauri and validate third-

party subject heading lists. It will also help test EGMRB Thesaurus macro and 

microstructure. 

W. Chansanam et al. / Open Access Digital Thesaurus on Ethnic Groups192



This thesaurus contains approximately 4,609 ethnic terms organized hierarchically, 

although other essential ideas are also included. A collaborative working team method 

was employed throughout the development of the EGMRB Thesaurus. Different duties 

were divided up amongst editors and knowledge engineers, who worked together. As a 

result, editors have knowledge of many ethnic groups' subjects, and they are 

responsible for planning, design, implementation, and maintenance of the thesaurus. 
 

 
 
 

Figure 1. The EGMRB digital thesaurus development 

 

 

 
 

Figure 2. The screen shot of hierarchical structure with narrower terms and meta terms for “Ethnic 

groups” respectively. 

 

TemaTres (http://www.vocabularyserver.com/) was chosen to make SKOS 

thesaurus' development less difficult [22]. TemaTres' relative simplicity, and the fact 

that it was possible to interact with it through the web, made it a good option for 

developing EGMRB Thesaurus. Fig. 3 presents the TemaTres user interface, which 

contains a basic but helpful feature for modifying ideas. As shown, it has advanced 

search capabilities and the possibility to link to external concepts (e.g., SKOS-Core, 

JSON, JSON-LD). In addition, the TemaTres allows a little more basic taxonomy input 

for tab-indented files or RDF-XML encoded SKOS documents [23]. 
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Figure 3. In the admin interface of the EGMRB thesaurus main page, there are several tabs on the 

screen.  
 

SPARQL endpoints are also accessible, enabling anybody (human or otherwise) to 

utilize the SPARQL language to search the thesaurus [24]. Results are often delivered 

in machine-processable forms. In addition to the SPARQL interface, TemaTres also 

provides an online form that knowledge engineers may use to query the thesaurus (Fig. 

5). While inexperienced users will generally handle both the formulation of questions 

and the human-readable display of results, developing ad-hoc user interfaces and 

software are required for more proficient users. 

 

 
 
Figure 4. EGMRB Thesaurus's variety of user-friendly search engines included: simple search engine; 

auto-completed text box search, alphabetic index, and advanced search.  
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Figure 5. SPARQL endpoint interface for the concept "Karen" which offers an example of a query in 

the form of a query string, with a response in HTML table format.  
 

We assigned attributes and relations to the terms, then changed them based on how 

they were relevant to the webpage's structure. Editorial touch-ups: Users could modify 

the structural elements of each term (preferred term, non-preferred term, definition, 

associated bibliographic note, etc.) by using the TemaTres user interface, while 

simultaneously restructuring the hierarchical structure if applicable. Each of the chosen 

terms was accompanied by a definition that frequently linked to a bibliographic 

reference and was presented within a hierarchical relationship. In addition, preferred 

terminology such as related terms and a synonym were given where it is usual to use 

those phrases.  

When the thesaurus was built, editors sent it to the knowledge engineer, who went 

through and assessed various terms and their structural elements, then confirmed or 

excluded them and submitted revisions to the editors in the form of private notes from 

TemaTres. The knowledge engineers submitted their comments, and the editors 

evaluated the information, after which the stable version of the thesaurus was issued. 

Codes and Uniform Resource Identifiers (URIs) are published, and each code and URI 

changes are monitored. 

EGMRB Thesaurus is accessible over the internet at the URL 

https://thesaurus.asiana.net/vocab/ This feature is flexible and might be applied to 

many uses. Additionally, we utilize the EGMRB Thesaurus as well as other existing 

controlled vocabularies to help manage data sources, including databases, research 

documents, and to support semantic interoperability at the Princess Maha Chakri 

Sirindhorn Anthropology Centre (Public Organization) 

(https://www.sac.or.th/databases/ethnic-groups/ethnicGroups) 

 

 

 

W. Chansanam et al. / Open Access Digital Thesaurus on Ethnic Groups 195



 
 

Figure 6. A screenshots of vocabulary provided for the concept “General Name”. 
 

INSPIRE, the national standard of metadata, includes guidelines for SAC metadata 

which meet these guidelines (Drafting Team Metadata and European Commission Joint 

Research Centre, 2013). The “Dataset Metadata” user interface incorporates an 
approved user input form, as well as a synonym entry form from the EGMRB 

Thesaurus, within its “Dataset Metadata” section to allow authorised users to describe 
datasets in line with SAC Metadata Schema. While the metadata standard does not 

specify where to put metadata terms like “keyword” for the explanation of datasets on 

ethnic groups variety or correlated domains, EGMRB Thesaurus can be used for 

metadata annotations, and the process of identifying terms to use for metadata 

annotations begins by looking for relevant metadata terms in the data. If the user uses 

clear terms from shared thesauri for their metadata schema's population, searchers' 

efforts will be helped tremendously in data discovery and retrieval. 

Additional anthropological thesauri and controlled vocabularies are necessary to 

the academic community. Furthermore, the EGMRB Thesaurus is utilized by the 

Linked Data system for data annotation [25]. When contributors uploading data 

resources through the portal utilize the data ingestion web interface, they must name 

their dataset's fields after the taxonomies, which are located inside the thesauri. These 

ideas, when put together, form the "EGMRB Data Schema". The examples shown in 

figure 7 illustrate the annotation of data accessible via the data portal by leveraging 

APIs (JSON format). 
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Figure 7. A portion of the database's schema description including information on the semantic 

annotations of fields with thesauri concepts. 

 

In addition, while searching for the ethnic group concept, all these terms will be 

returned. The terminology and URIs in a standardized data markup are connected 

explicitly with one another, allowing records to be understood by the machine. The 

potential for computer-aided change, distribution, and long-term reuse opens up with 

the opening of datasets to a larger universe of possibilities. 

The EGMRB Thesaurus has a stated objective of developing a web portal that will 

increase the amount of ethnic historical MRB resources in the public domain and help 

in the advanced search and display of information linked to this inheritance. To 

enhance the quality of the study, it seeks to utilize as many scientific references as 

feasible. This thesaurus is specifically designed for academics, students, and 

anthropologists. For example, the researcher may connect words they may have found 

in manuscript documentation with thesaurus entries, which are more modern and 

conventional in their nomenclature. Standardizing vocabulary in a monument requires 

the use of a thesaurus. Students in the humanities and social sciences will learn about 

many ethnic groups. In addition, this vocabulary's ultimate goal is to promote the 

knowledge, conservation, and distribution of ethnic groups information. 

The EGMRB Thesaurus has an increasingly international terminology, implying 

that all terms have to be translated. Initially, simple words, synonyms, and related ideas 

were translated directly. In other situations, specialized resources provide translations 

in between Thai and English. Because terms only existed in the original ethnic 

language or needed more than one translation, difficulties occurred while translating 

them.  

4. Discussion  

This project aims to ensure its long-term sustainability. The project's initial goal 

was to create the EGMRB Thesaurus to address ambiguity concerns with natural 

language by standardizing how words, meanings, and relationships are constructed. 
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As a result, building upon the various semantic resources, such as the EGMRB 

Thesaurus, is essential for facilitating the discovery and interchange of existing and 

new knowledge and accomplishing a more thorough considerate within the particular 

domain as well as a greater understanding of the broader context. The first step towards 

semantic interoperability is dataset annotation using taxonomies [17]. 

This perspective argues that the EGMRB Thesaurus is created according to LOD 

principles to ensure that computers may run in a way that assists data users in finding 

and processing relevant material [26]. In addition, EGMRB Thesaurus, maintaining 

standards about Web development, boosts interoperation and use of automatic data 

interchange across various sources. EGMRB Thesaurus ideas for the semantic 

annotation of their data enable simultaneous searches on various data. 

The thematic thesaurus is expected to be an essential initial step in creating an 

ethnic group knowledge base for the Mekong River Basin. While [27] talk about 

creating ontologies, they also suggest using thesauri as a starting point. In this view, 

EGMRB Thesaurus employed knowledge structure [28] based on ethnicity in six 

countries, moreover utilized semantic data categorization using a LOD framework [25], 

expanding researchers' boundaries.   

5. Conclusion and future work 

The purpose of this article is to construct the EGMRB Thesaurus. Instead, they aim to 

enable the discovery and administration of different content types in the EGMRB 

Thesaurus database, providing resources for topics such as politics, liberal arts, 

linguistics, and culture. We hope that our resource will become a valuable part of the 

Linked Open Data cloud and function as a reference tool in subjects of anthropology 

domain. While important work remains to be done in creating and publishing the 

EGMRB Thesaurus, significant progress has been made. The first complete edition of 

the thesaurus is expected to be released in October 2021. The EGMRB Thesaurus 

digital platform will have another assignment: integration of the thesaurus into the 

platform. This means that academics will be able to comment on virtual exhibits, 

virtual collections, and other content developed on the platform. In order to increase the 

reach of our platform, we will employ the thesaurus to expand search throughout our 

existing collection and the semantic domain by accessing a smaller dataset given by a 

researcher of the Digital Humanities Research Group (DHRG) who specializes in 

folktales. 
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Abstract. To solve the excessive utilization of back-end data caused by the sharp 
increase in the visit and consultation on the intelligent learning platform in the era 
of novel coronavirus epidemic, this study proposed to introduce Co-attention 
mechanism (Co-attention) into the Bidirectional Long Short Term Memory model 
(Bi-LSTM). The study employed Multi-layer Perception Network (MLP) for 
classification and screening to accurately judge the semantic repeatability. Lastly 
the study carried out contrast experiments for different models, using 1150 
consultation posts about transposed determinant, using Newton's Leibniz formula 
to calculate definite integral, using Laplace's theorem to calculate determinant, 
how to do model analysis of STATA panel data, under what circumstances is the 
weighted least square method applicable, how to realize the Pareto optimality and 
finding the area of trapezoid with curve side from MOOC platform of Chinese 
universities. Results show that this model performs better than other existing 
models on the judgment accuracy and its accuracy is up to 89.42%. 

Keywords. Intelligent learning platform, Bi-LSTM, Co-attention, Sentence vector, 
Semantic repeatability 

1. Introduction 

To meet the development needs of Chinese students in the new era, online education 

industry has gradually become a new trend in China's education. According to the 

survey of China Internet Network Information Center (CNNIC), the number of online 

education users in China has increased from 117 million in 2016 to 351 million in 

2020, increasing by nearly three times. And the usage rate has increased from 16.6% to 

nearly 30%.  

The rise of online smart teaching platforms has provided new ideas for solving the 

dilemmas faced by the traditional education industry under the new crown epidemic. 

Major online smart learning platforms should also begin to think about how to better 

improve the efficiency of platform operations, so as to efficiently support the large 
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influx of students. [1] A survey of opinions on online learning conducted by 

undergraduates of Guangdong University of Foreign Studies revealed that while 

students generally recognized the safety and high participation of online learning 

platforms, they also raised questions about the knowledge of students on the platform 

by teachers. Questions are not answered in time. [2] Therefore, how to effectively 

improve the system operating efficiency of the online intelligent learning platform 

plays a crucial role in improving the efficiency and enthusiasm of learners in online 

learning. 

In the process of learning on the online learning platform, students will also sent 

consultation posts to seek answers to the questions encountered during the online 

course learning. But among the countless consultation posts, there was inevitably a 

large number of repeated or similar questions that had been answered [3]. Learners 

may use completely different statements to ask the same or similar questions. The 

difficulties in detecting semantic similarity are as follows: First, similar or identical 

questions may contain completely different grammar, vocabulary or statement 

structures. Second, a single approach may be appropriate for different types of 

problems. Third, some teachers had answered the consulting contents before the 

repeatability screening of these uploaded contents, which caused the difficulty and 

burden of data processing. Fourth, it’s hard to efficiently screen out the repeated 

statements from the numerous consultation posts.  

Rather than expanding the capacity of back-end data from the aspect of 

information overload, it is better to improve the filtering system for duplicate values. In 

the processing of natural language, the detection of equivalent semantics has always 

been a difficult problem. In order to detect similar data in the smart medical platform, 

an innovative security mechanism called HealthGuard came into being. [3] In addition 

to the detection of semantic differences, an end-to-end multi-channel deep learning 

model SDCM is also applied to deal with the differences between image pairs. [4] 

In recent years, various neural network models have also been widely used to 

process the semantic similarity of natural language. Existing research has tried to 

merge the CNN model and the RNN model to solve the problem of superimposing 

multiple convolutional layers when the CNN model recognizes the correlation between 

sentences. [5]  

And the adoption of Siamese neural network to detect the semantic similarity of 

statements had become the focus of research in this field.[6] Many scholars have used 

neural network models to improve the repeatability detection mechanism of Quora and 

Stack Overflow platforms.[7,8] There are also studies that have improved related 

technologies from the perspective of models, such as DupPredictorRep and DupeRep 

models based on DupPredictor and Dupe models.[9] Some scholars have further 

proposed that introducing the attention mechanism into the deep learning model to 

screen the similarity of sentences.[10,11] Then, the ESIM model came into being. This 

model further improves the ability of the Bi-LSTM model to obtain the semantic 

information of sentences at different time steps. [12] 

According to the literature review, the current research on the use of deep learning 

models to repetitively screen online learning platform consulting issues still has the 

following shortcomings. First, the optimization of the intelligent learning platform 

system is mainly focused on the recommendation system of learning paths and learning 

resources, and there is a lack of research on the optimization of the processing system 

of student consulting data. Second, the attention mechanism introduced in the current 

deep learning model is limited to obtaining semantic information from a single 
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direction of the sentence, and the inference of the similarity of sentence meaning is 

prone to large errors. Third, the current deep learning model mainly uses the 

Word2Vec model or the GloVe model to convert sentences into word vector 

representations, but the word vector representation cannot efficiently process 

large-scale sentence data and lacks the ability to identify the connection between 

sentence context information Ability to effectively improve the prediction rate. 

To solve the above problems, this study introduced the Siamese sub-neural network 

into the twin growth short-term memory model Bi-LSTM, and used the DM model in 

the sentence vector technology (doc2vec) to improve the prediction rate of the model, 

sentence vector technology and two-way mutual attention. The introduction of the 

mechanism enabled the model to effectively obtain the context information of the 

sentence, thereby achieving accurate semantic recognition. The study also optimized 

the hidden layer, so that the model can have a higher operating efficiency than the 

existing model. Finally, the Euclidean distance function was used to measure the 

similarity between the question sentences, and the characteristic information was 

obtained, so as to judge whether the sentences had repeated values. 

2. System design 

In this system, the input question statement will firstly pass through the word vector 

layer DM to produce the corresponding word vector feature representation. And it will 

be transformed from the discrete word vector into continuous one-dimensional vector 

by Embedding.  

Then, the produced characteristic vector will be inputted into the neural network of 

Bi-LSTM. And then the result of the Bi-LSTM output will be introduced into 

Co-attention mechanism to generate corresponding statement’s Co-attention 

representation. Then the system will use the weighted Euclidean Distance function to 

measure the similarity degree between characteristic vectors. Lastly, the system will 

employ Multi-layer Perception Network (MLP) for classification and screening to 

judge whether the problem statement has duplicate values or not. The process is shown 

in Figure 1: 

2.1. Assume that there is a set of problem statements �� and �� in the consultation 

posts 

Denote as: S�W�，W�� (1) 

Meanwhile when S�W�，W�� → 1 , it means that the semantics of the two 

sentences are similar or the same, that is, the two sentences W_1 and W_2 may have 

different grammatical structures, but their meanings are similar or the same. In this 

case, there are duplicate values between this set of statements. 

When S�W�，W�� → 0, it means that the semantics of the two sentences are not 

the same, that is, whether the two sentences W_1 and W_2 have similar grammatical 

structures, the meanings expressed are not similar or the same. In this case, there are no 

duplicate values between this group of statements. 
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2.2. Input layer 

Each question statement is separately put into the sub-network of Siamese neural 

network, and the parameter and weight in each sub-network is the same. Siamese 

neural network is mainly used to measure the similarity between the two inputs of the 

model. The two inputs correspond to two sub-networks, which map the input 

statements into the new space, thus forming the sentence feature vectors in the new 

space. In Siamese neural network, the contrastive loss function it used can achieve the 

matching degree between samples well and also be effectively used for the training 

model. Because the problem statements are character-level text, statements in this layer 

are placed in the form of individual characters or symbols into the sub-networks. 

2.3. sentence vector layer 

This study adopts the DM model of doc2Vec technology, and its framework is shown 

in Figure 2: 

 

Figure 1. Question-and-answer system based on Bi-LSTM and Co-attention model. 
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Figure 2. DM model. 

 

In the training process of DM model, Paragraph ID will generate a statement 

recognition vector with the same dimension as the word vector at first. And then all the 

sentence vectors and word vectors will be accumulated to obtain the corresponding 

sentence vector. Finally the corresponding sentence vector will be transferred to the 

next coding layer. Moreover, during the training of a sentence, its Paragraph ID will 

remain fixed and share the same sentence vector with other sentences. So in each 

probability prediction of the words in the statements, the model can make complete use 

of the full meaning of the statements. 

2.4 Coding layer 

The system will transfer the sentence vectors obtained by DM model in the sentence 

vector layer to the Bidirectional Long Short Term Memory model (Bi-LSTM). And the 

semantic information of the bidirectional tense of the sentence vector is read and 

encoded to obtain it more completely. Then, the feature vector output from the 

Bi-LSTM model will be introduced into the Co-attention model to further obtain the 

body information of the statements. 

2.4.1. Introduce the Co-attention mechanism into the Bi-LSTM model 

The traditional one-direction LSTM model cannot go forward and backward from the 

statement at the same time to get the semantic information. We cannot fully use the 

coded information of a statement if we only use time step information of the statements 

on a single direction. [11] Based on the above shortcomings, this study decided to use 

multi-layer and bidirectional Bi-LSTM model. This model has two sub-networks, 

allowing it to get the information both forward and backward. So the model can obtain 

the statement semantics on two voice directions, that is, the past and the future. And it 

can also connect state of hidden layers of the time step in both directions, so as to gain 

more accurate semantic information. 

q� � σ�p��y� � p��h��� � B��                 (2) 

d� � σ�p��y� � p��h��� � B��                (3) 

o� � σ�p��y� � p��h��� � B��                 (4) 

s� � tanh �p��y� � p��h��� � B��              (5) 
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B� = d� ⊙ B��� + q� ⊙ s�                     (6) 

h� = tan h(b�) ⊙ o�                          (7) 

⊙: corresponding product of elements 

p�p	p
p�: Weight factors in the hidden layer 

B�B	B
B�: Deviation vector 

σ: S-shaped function as an activation function 

tan h: Hyperbolic tangent function 

X� = [h���, h������, … , h���, h���]  is the output of the LSTM layer, which 

represents the vector of all output results. 

Then, we use the LSTM model to connect the state of hidden layer of each time 

step backward and forward. And through (8), we can calculate each vector output by 

Bi-LSTM. 

X� = ((h�)
→ ⊙ (h�)

←)                (8) 

⊙: Connection function between two output results  

h→, h←: It respectively represents the calculation output results of the forward 

sequence from the t-n time period to the t-1 time period and the reverse input of the 

forward layer 

Therefore, the output vector of Bi-LSTM can be expressed as: 

X� = [x���, x������, … , x���, x���]         (9) 

2.4.2. Co-Attention Mechanism 

In this part, the system will encode the input statement to form the intermediate content 

vector, so as to distribute different weights to different parts of the statement and then 

effectively obtain the topic information of it. The Co-attention mechanism is used to 

optimize the Bi-LSTM model, and the semantic similarity matrix is constructed as 

follows: 

s�� = E(n�� )�. E(m����)�, s ∈ R��×��            (10) 

n�� ,m�: Respectively represent the i-th and j-th words in statements n and m. 

E(. ): Single-hidden Layer Feedforward Neural Network and meanwhile e�x� =

Relu�p�x� + g�. 
Maximum pooling is carried out for row and column s to extract the features of the 

pooling layer. The process is as follows: 

n′ = S(max
�
�

�s�)�n                   (11) 

m′ = S(max
�
�

�s�)�m                  (12) 

s��: The similarity matrix of n and m statements, and s ∈ R��×��。 

S(.) is the softmax function. 

n′, m′: Respectively the Co-attention representations of n and m statements 
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2.4.3. Measurement of semantic similarity 

The weighted Euclidean Distance function is used to measure the similarity distance 

between feature vectors. The formula is as follows: 

u�x, y� = 	∑ (x�i� − y(i))����
���              (13) 

x, y: vectors in K-dimensional space 

The Euclidean Distance of x and y is defined as the real distance between x and y 

in space. If x and y are vectors in two-dimensional space, the value of u�x, y�can be 

measured using the Pythagorean theorem. Even if the statements are not similar, when 

the Euclidean distance between the feature vectors is small, the loss value of the 

Contrastive loss function in the neural network will still increase, so that the degree of 

similarity between the statements can still be well judged. 

2.5. Output layer 

Multi-layer perception network (MLP) is used for classification and screening to 

achieve prediction. The hybrid Siamese neural network and multi-layer perception 

network (MLP) are generated, which enables the output of the Siamese encoder to be 

passed to the MLP and thus simulate the interaction between the two problem 

statements. Thus, the MLP model can obtain the vector representation of the problem 

statement and the connection between the similarity distance of its semantics as the 

input of the model, namely: 

V = [f(w�); f�w��; d(w�, w�)]              (14) 

Then the matching probability between the two question statements is printed as 

the output. Finally a single 1 × 2 vector is printed to determine whether there are 

duplicate values or not. 

3.  Model experiment 

3.1. Experimental environment 

This experiment adopted the TensorFlow system, which realizes the programming of 

machine learning algorithm through the programming of data flow and symbol 

teaching. And C ++ was chosen to speed up its operation efficiency, and advanced 

machine learning application program interface (API) was used to maximize the 

efficiency of model training. 

3.2. Collection and processing of experimental data 

The experiment selected 1150 consultation posts sent in the MOOC platform of 

Chinese universities about "transposed determinant", "using Newton's Leibniz formula 

to calculate definite integral", "using Laplace's theorem to calculate determinant", "how 

to do model analysis of STATA panel data", "under what circumstances is the weighted 

least square method applicable", "how to realize the Pareto optimality" and "finding the 

area of trapezoid with curve side" as the experimental data, and integrated the 
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statements from the question-and-answer results of the posts. And this resulted in two 

text documents, respectively named question text and answer text.  

A total of about 6400 pieces of consulting data, 4800 pieces of data were selected 

for training, and 1600 pieces of data were tested for about 6400 iterations of data. Use 

the jieba tokenizer to segment the sentences in the text, and then delete punctuation 

marks, etc., to prepare for the subsequent generation of sentence vectors. 

Then the Euclidean Distance function was used to measure the similarity of the 

output results of the Bi-LSTM model based on the Co-attention mechanism. And the 

MLP filter was used to judge whether there were duplicate statements. 

3.3. Model training results and analysis 

The TensorFlow technology was used to train the model. And when the network 

convergence was achieved, the model data was saved. Parameter settings of the model 

are shown in Table 1: 

 
Table 1. Parameter of model 

Parameter Value

Initial learning rate 0.001 

Iteration 

Dimension 

Dimension of sentence vector 

6400 

256 

256 

 

In addition, in order to better evaluate the performance of the model proposed 

above, the experimental results are shown in Table 2: 

 
Table 2. Comparison with other models 

Model Vector Result 

Bi-LSTM Word vector 76.26% 

Attention-Bi-LSTM Word vector 81.13% 

Co-attention-Bi-LSTM Word vector 86.76% 

Bi-LSTM sentence vector 80.61% 

Attention-Bi-LSTM sentence vector 85.86% 

Co-attention-Bi-LSTM sentence vector 89.42% 

 

Moreover, according to Table 2, Bi-LSTM model introduced with the Co-attention 

mechanism had higher accuracy compared with the other two models no matter word 

vectors or sentence vectors were used in the same way. What’s more, for the above 

three models, when sentence vectors were used, they all had a higher judgment 

accuracy of semantic repeatability than when word vectors were used. 

Then use Stata to test the significance of the experimental results. The test results 

show that, under the control of variables such as corpus size, number of iterations, and 

number of query sentences, the accuracy of repeatability prediction using sentence 

vectors and Bi-LSTM is significantly positive at the 2.5% level. It shows that the use of 

word vectors can improve the prediction accuracy of Bi-LSTM based on the mutual 

attention mechanism. And, according to whether the attention mechanism is introduced 
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for different models to perform sub-sample regression, the regression results show that 

after the attention mechanism is introduced, the prediction accuracy of the model is 

significantly positive at the 1% level. The use of sentence vectors can effectively 

improve the prediction accuracy of models based on the attention mechanism. For the 

model without the attention mechanism, its prediction accuracy is significantly positive 

at the level of 1% when compared with the sentence vector, indicating that the use of 

the sentence vector can also effectively improve the prediction accuracy of the 

non-attention mechanism model. The results of the significance test fully illustrate that 

the core conclusion that the use of word vectors and the introduction of the attention 

mechanism has a positive effect on the model’s prediction accuracy is robust. 

In addition, the prediction accuracy rate of Bi-LSTM based on the mutual attention 

mechanism and the more widely used neural network model are compared and tested. 

The experimental results are shown in Table 2. Comparative experiments show that, 

compared with other neural network models, the Bi-LSTM model has a better accuracy 

in the detection of sentence repeatability. 

4. Conclusion 

This study carried out a control experiment for the designed model to obtain the 

accuracy of judging statement duplicate values. The results showed that the use of 

sentence vector and the introduction of bidirectional Co-attention mechanism both 

significantly improved the judgment accuracy of the model.    This model is 

expected to be used in the online intelligent learning platform for semantic repetitive 

screening, thereby improving the operating efficiency of the background system and 

efficiently assisting students in personalized learning. However, the training results of 

this model in a large-scale corpus are not ideal. As a result, its efficiency in large-scale 

repetitive screening tasks needs to be improved, and its applicable consulting platform 

is too single to efficiently identify consulting sentences in different fields. In future 

work, we will focus on introducing the dynamic attention mechanism and the attention 

mechanism based on the capsule network into the Bi-LSTM model, so as to better 

improve the efficiency of model detection. It will also increase the size of the corpus 

used for model training and try to apply it to different intelligent consulting platform 

fields. 
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Abstract. This short note aims to make some modification for improving the results
presented in [1]. A. Ghodousian et al. discussed the resolution of a system of max-
Dubois-Prade fuzzy relation equations based on their proposed index sets Ji, i ∈ I.
It is found that not every e ∈ E = J1× J2×·· ·× Jm corresponds to a solution. To
overcome this flaw, we modify the expression of the index sets, denoted by J=i ,
i ∈ I. Based on the modified index sets, resolution of the max-Dubois-Prade fuzzy
relation equations becomes easier, regarding the computational cost.

Keywords. fuzzy relation equation, max-Dubois-Prade composition, solution set,
minimal solution

1. Introduction

In a recent paper [1], A. Ghodousian et al. studied the nonlinear optimization problem
subject to a system of max-Dubois-Prade fuzzy relation equations as follows

min f (x)

s.t. Aϕx = b,

x ∈ [0,1]n.

(1)

Denote the index sets I = {1,2, · · · ,m} and J = {1,2, · · · ,n}. In above the fuzzy relation
equations system

Aϕx = b, (2)

A = (ai j)m×n ∈ [0,1]m×n represents a fuzzy matrix, while b = (bi)m×1 ∈ [0,1]m is a m-
dimensional fuzzy vector. The max-Dubois-Prade composition ϕ is defined as
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ϕ(x,y) = T γ
DP(x,y) =

xy
max{x,y,γ} , ∀x,y ∈ [0,1], (3)

where γ ∈ (0,1) is some fixed parameter. Notice that T 0
DP(x,y) = min{x,y} and

T 1
DP(x,y) = xy. That is to say, when γ = 0, the composition ϕ = T 0

DP becomes “min”,
while γ = 0, ϕ = T 1

DP turns out to be “product” composition. The authors first presented
the resolution of the constraint, i.e. system (2). Based on the properties of the solution
set of (2), they further applied the genetic algorithm to search an approximate optimal
solution of problem (1). After carefully examination, we found that some of the result in
[1] could be improved, for making it always true for the general case.

Searching all the solutions of a fuzzy relation system, including equations system or
inequalities system, is an lasting research topic [2]-[6]. In the resolution of a fuzzy rela-
tion system, the composition plays important role. The composition has been extended
from the initial max-min operator to the general max-t-norm one. Recently, fuzzy relation
systems with addition-min [4]-[6] or max-Dubois-Prade [1,7] were also investigated. E-
specially, the solution set of consistent fuzzy relation inequalities system with addition-
min composition is no longer non-convex, but convex [4]. Moreover, the number of it-
s minimal solutions (when non-unique) are no longer finite, but infinite [4]. However,
resolution of all its solutions remains an open problem [5].

When applying the fuzzy relation system in some application field, the relevant op-
timization problem might be dealt. S.-C. Fang and G. Li first introduced the optimization
problem minimizing a linear function with fuzzy relation equations constraint [8]. There
are much research focusing on such a topic [8]-[11]. The Branch-and-Bounded approach
is one of the most applied resolution methods. However, it is no longer suit for optimiza-
tion problem with addition-min composition [10,11,12]. For fuzzy relation programming
with general nonlinear objective function, the generic algorithm is an common method to
search its approximate optimal solution [1,7,13,14]. Computation complexity and accu-
racy are important criterions for evaluation of a generic algorithm. Other specific fuzzy
relation nonlinear programming problems could be handled according to their special
objective functions and structure of the feasible regions [15]-[20].

The optimization problem with a linear objective function and a group of max-
product fuzzy relation equation constraints was first studied by J. Loetamonphong and
S.-C. Fang [21]. The imitated the resolution approach presented in [8]. In recent years,
the fuzzy relation inequalities system with max-product composition was further applied
to the foodstuff management in a given city [20,22,23] and the wireless communica-
tion station system [24,25,26]. The linear objective function was replaced by a nonlin-
ear one [22,23,24,25]. Obviously, the resolution method presented in [21] was no longer
effective for those nonlinear fuzzy relation optimization problems [22,23,24,25]. J. Qiu
et al. further investigated the fuzzy relation optimization problem with a bi-level objec-
tive function [26]. Fuzzy relation inequality with addition-min composition was another
challenging researching topic. As pointed out in [4], in most cases, a system of addition-
min fuzzy relation inequalities has an infinite number of minimal solutions. As we know,
there is no efficient method for obtaining all the minimal solutions till now. Hence, one
is not able to find its complete solution set. However, searching some specific solution-
s of the addition-min fuzzy relation inequalities is interesting and achievable. Several
resolution method were proposed for the optimization problem with a linear objective
function and the addition-min fuzzy relation inequality constraints [10,11,27]. For de-
creasing the network congestion in the P2P file sharing system, X. Yang et al. [12,28,29]
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further established and investigated the corresponding min-max programming subjec-
t to the addition-min fuzzy relation inequalities system. Moreover, the relevant multi-
ple objective optimization problem was also studied, which allowed the system manager
to consider three objectives (system congestion, cost, and penalty) simultaneously [30].
Besides, some other issues with respect to the addition-min fuzzy relation inequalities
system were introduced and investigated [31,32].

The contribution and novelty of this work are summarized as follows.
(i) Point out the drawbacks of the existing work [1].
The following Theorem 2 and its relevant assertion are adopted from [1] (see pages

169-170 in [1]).

• Theorem 2. ST γ
DP
(A,b) =

⋃
e∈E

[X(e),X ].

• As a consequence, it turns out that X is the unique maximum solution and X(e)’
(e ∈ E) are the minimal solutions of ST γ

DP
(A,b). Moreover, we have the following

corollary that is directly resulted from Theorem 2.

We have found that the results in the above “Theorem 2” and its relevant assertion
might be incorrect.

(ii) Give the reason causing the above drawbacks.
In fact, X(e) might not be a feasible solution of problem (1). In other words, it is pos-

sible that X(e) /∈ ST γ
DP
(A,b). This is the reason causing the above-presented drawbacks.

If X(e) /∈ ST γ
DP
(A,b) holds, then X(e) is not a solution of system (2). As a consequence,

the result that ST γ
DP
(A,b) =

⋃
e∈E

[X(e),X ], in Theorem 2, is invalid. In addition, X(e) is not

a minimal solution of ST γ
DP
(A,b).

(iii) Make some corresponding corrections.
In this work, we have made some modifications to the index sets J1,J2, · · · ,Jm and

the Definition 4 in [1]. The modified index sets are denoted by J=1 ,J=2 , · · · ,J=m . After
these modifications, it has been further proved that for any e ∈ E= = J=1 ×J=2 ×·· ·×J=m ,
it holds that X(e) ∈ ST γ

DP
(A,b). Consequently, the corresponding results in the above

theorem and assertion turn out to be correct.
We organized our paper as follows. Section 2 provides some necessary preliminaries

on the max-Dubois-Prade fuzzy relation equations. The main results of this paper are set
in Section 2, including three parts: Phenomenon, Reason and Correction. Section 4 is the
simple conclusion.

2. Preliminaries

In this section we recall some concepts and results which are presented in [1].
The max-Dubois-Prade fuzzy relation equations (2) could be written as

ϕ(ai,bi) = ϕ(ai1,x1)∨ϕ(ai2,x2)∨·· ·∨ϕ(ain,xn) = bi, i ∈ I,

where ϕ(ai j,x j) =
ai jx j

max{ai j ,x j ,γ} .
Let

ST γ
DP
(A,b) = {x ∈ [0,1]n|Aϕx = b}
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be the complete solution set of system (2). Denote the solution set of the ith equation of
system (2), i.e.

ϕ(ai1,x1)∨ϕ(ai2,x2)∨·· ·∨ϕ(ain,xn) = bi, (4)

by ST γ
DP
(ai,bi), for all i ∈ I. Then it is clear that

ST γ
DP
(A,b) =

⋂
i∈I

ST γ
DP
(ai,bi). (5)

Definition 1. For each i ∈ I, we define the following index sets

J1,1
i = { j ∈ J : ai j > bi and γ > ai j},

J1,2
i = { j ∈ J : ai j > bi and γ ≤ ai j},

J2,1
i = { j ∈ J : ai j = bi and bi �= 0},

J2,2
i = { j ∈ J : ai j = bi = 0}.

Let Ji = J1,1
i ∪ J1,2

i ∪ J2,1
i ∪ J2,2

i . Additionally we set

li j =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

γbi
ai j

j ∈ J1,1
i ,

bi j ∈ J1,2
i ,

max{bi,γ} j ∈ J2,1
i ,

0 j ∈ J2,2
i ,

and ui j =

⎧⎪⎨
⎪⎩

γbi
ai j

j ∈ J1,1
i ,

bi j ∈ J1,2
i ,

1 j ∈ J2,1
i ∪ J2,2

i .

(6)

Lemma 1. Let i ∈ I. If j /∈ Ji, then T γ
DP(ai j,x j)< bi, ∀x j ∈ [0,1].

Lemma 2. Suppose that i ∈ I and j ∈ Ji.
(a) x j > ui j iff T γ

DP(ai j,x j)> bi.
(b) x j < li j iff T γ

DP(ai j,x j)< bi.
(c) li j ≤ x j ≤ ui j iff T γ

DP(ai j,x j) = bi.

Lemma 3. For a fixed i ∈ I, ST γ
DP
(ai,bi) �= /0 if and only if Ji �= /0.

Definition 2. Suppose that i ∈ I and ST γ
DP
(ai,bi) �= /0 (hence, Ji �= /0 from Lemma 3). Let

x̂i = [(x̂i)1,(x̂i)2, · · · ,(x̂i)n] ∈ [0,1]n where the components are defined as follows:

(x̂i)k =

{
ui j k ∈ Ji,

1 k /∈ Ji,
∀k ∈ J. (7)

Also, for each j ∈ Ji, we define x̆i( j) = [x̆i( j)1, x̆i( j)2, · · · , x̆i( j)n] ∈ [0,1]n such that

x̆i( j)k =

{
li j k = j,
0 otherwise,

∀k ∈ J. (8)
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The solution set of the ith single fuzzy relation equation (4) could be characterized
as below.

Theorem 1. Let i ∈ I. If ST γ
DP
(ai,bi) �= /0, then ST γ

DP
(ai,bi) =

⋃
j∈Ji

[x̆i( j), x̂i].

According to Theorem 1, x̂i is the unique maximum solution of ST γ
DP
(ai,bi), while

x̆i( j)’s ( j ∈ Ji) are the minimal solutions.

Definition 3. Let x̂i (i ∈ I) be the unique maximum solution of ST γ
DP
(ai,bi). We define

X = min
i∈I

x̂i.

Definition 4. Let e : I → Ji so that e(i) = j ∈ Ji, ∀i ∈ I. Let E be the set of all vectors
e. For the sake of convenience, we represent each e ∈ E as an m-dimensional vector
e = [ j1, j2, · · · , jm] in which jk = e(k).

Definition 5. Let e = [ j1, j2, · · · , jm] ∈ E. We define X(e) = [X(e)1,X(e)2, · · · ,X(e)n] ∈
[0,1]n, where X(e) j = maxi∈I{x̆i(e(i)) j}= maxi∈I{x̆i( ji) j}, ∀ j ∈ J.

Theorem 2. ST γ
DP
(A,b) =

⋃
e∈E

[X(e),X ].

Theorem 2 gives the complete characterization of the solution set of system (2). It
follows from Theorem 2 that X is the unique maximum solution (if it is consistent), “and
X(e) (e ∈ E) are the minimal solutions of ST γ

DP
(A,b)” [1]. Moreover, the consistency of

system (2) could be checked by the feasibility of X , according to the following Corollary
1.

Corollary 1. (first necessary and sufficient condition) ST γ
DP
(A,b) �= /0 if and only if X ∈

ST γ
DP
(A,b).

3. Main result

In this section, we will show that some results presented in Ref. [1] are invalid for some
specific cases regarding the system of max-Dubois-Prade fuzzy relation equations. In
order to make sure the results valid for all cases, we point out the causing reason and
further make some modifications of the definitions in [1].

3.1. Phenomenon: X(e) might not be a (minimal) solution for some specific e ∈ E

As mention above, it was pointed out in [1] that the vectors {X(e) : e ∈ E} are the mini-
mal solutions of system (2), i.e. X(e) ∈ ST γ

DP
(A,b), ∀e ∈ E. However it is found that this

assertion is uncorrect in some specific case. In other words, there might exit some e ∈ E,
such that X(e) is not a solution of (2).

Now we declare our assertions as follows:
(i) It is possible that X(e) /∈ ST γ

DP
(A,b) for some e ∈ E.

(ii) Even if X(e) ∈ ST γ
DP
(A,b) holds for some e ∈ E, the solution X(e) might not be

a minimal solution of system (2).
We take the example from [1] to support our above-mentioned assertions.
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Example 1. [1] Consider the problem below with Dubois-Prade t-norm
⎡
⎢⎢⎢⎢⎣

0.9 0.4 0.6 0.7 0.4 0.4
0.5 0.1 0.2 0.3 0.5 0.2
0.2 0.8 0.4 0.4 0.6 0.9
0.9 0.7 0.3 0.8 0.8 0.5
0 0.4 0.2 0.2 0.1 0.7

⎤
⎥⎥⎥⎥⎦ϕx =

⎡
⎢⎢⎢⎢⎣

0.7
0.5
0.6
0.8
0.4

⎤
⎥⎥⎥⎥⎦ , (9)

where ϕ(x,y) = T 0.5
DP (x,y) =

xy
max{x,y,0.5} (i.e. γ = 0.5).

By simple computation, it could be obtained that J1 = {1,4}, J2 = {1,5}, J3 =
{2,5,6}, J4 = {1,4,5}, J5 = {2,6}. Maximum solutions of the equations in system (9)
are

x̂1 = [0.7,1,1,1,1,1],

x̂2 = [1,1,1,1,1,1],

x̂3 = [1,0.6,1,1,1,0.6],

x̂4 = [0.8,1,1,1,1,1],

x̂5 = [1,1,1,1,1,0.4],

respectively. On the other hand, all the minimal solutions are as

x̆1(1) = [0.7,0,0,0,0,0], x̆1(4) = [0,0,0,0.7,0,0],

x̆2(1) = [0.5,0,0,0,0,0], x̆2(5) = [0,0,0,0,0.5,0],

x̆3(2) = [0,0.6,0,0,0,0], x̆3(5) = [0,0,0,0,0.6,0], x̆3(6) = [0,0,0,0,0,0.6],

x̆4(1) = [0.8,0,0,0,0,0], x̆4(4) = [0,0,0,0.8,0,0], x̆4(5) = [0,0,0,0,0.8,0],

x̆5(2) = [0,0.5,0,0,0,0], x̆5(6) = [0,0,0,0,0,0.4].

Based on x̂i (i = 1,2, · · · ,5), it is easy to find the maximum solution of system (9), i.e.

X = x̂1∧ x̂2∧·· ·∧ x̂5 = [0.7,0.6,1,1,1,0.4].

By Definition 4, |E|= |J1|× |J2|× · · ·×|J5|= 2×2×3×3×2 = 72. As a consequence,
the authors said “we have 72 solutions X(e) associated to 72 vectors e” in [1].

In fact, this statement is incorrect. For example, take e1 = [1,1,2,1,2] ∈ E, then
we have X(e1) = x̆1(1)∨ x̆2(1)∨ x̆3(2)∨ x̆4(1)∨ x̆5(2) = [0.8,0.6,0,0,0,0]. Substituting
X(e1) in system (9), it is found that the first equation doesn’t hold. Hence X(e1) is not a
solution of (9).

Moreover, take e2 = [4,1,5,5,2]∈E. Even though the corresponding vector X(e2)=
[0.5,0.5,0,0.7,0.8,0] is a solution of (9), it is not a minimal solution. It is easy to check
that x = [0,0.5,0,0.7,0.8,0] is also a solution of (9). But it holds that x ≤ X(e2) and
x �= X(e2). �

Next we will explain the reason causing the above conflict and provide some neces-
sary modification to improve the results in [1].
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3.2. Reason: it is possible that X(e)� X

What is the reason causing the non-membership relation X(e) /∈ ST γ
DP
(A,b)?

In fact, whether X(e) belongs to ST γ
DP
(A,b) is determined by availability of the in-

equality that X(e) ≤ X . Furthermore, we provide the following Theorem 3 to show the
necessary and sufficient condition that ensures the vector X(e) to be a solution of (2), for
a given e ∈ E.

Lemma 4. A vector x ∈ [0,1]n is a solution of system (2), if and only if for any i ∈ I,
ai jϕx j holds for all j ∈ J and ai jiϕx ji holds for some ji ∈ J.

Proof. The proof is trivial. �

Theorem 3. Let e ∈ E. Then X(e) ∈ ST γ
DP
(A,b) if and only if X(e)≤ X.

Proof. Since X is the maximum solution, X(e) ∈ ST γ
DP
(A,b) ⇒ X(e) ≤ X is straight-

forward. Next we just verify the contrast implication. Assume that X(e) ≤ X for some
e ∈ E. We have to prove that X(e) ∈ ST γ

DP
(A,b).

Take arbitrary i ∈ I.
(i) By Lemma 4, X ∈ ST γ

DP
(A,b) implies that ai jϕX j ≤ bi, ∀ j ∈ J. On the other hand,

the assumption that X(e)≤ X indicates X(e) j ≤ X j, ∀ j ∈ J. Due to the monotonicity of
the operator ϕ , we have

ai jϕX(e) j ≤ ai jϕX j ≤ bi,∀ j ∈ J.

(ii) Suppose e = [ j1, j2, · · · , jm]. By Definition 5, X(e) =
∨
k∈I

x̆k( jk). Thus

X(e) ji =
∨
k∈I

x̆k( jk) ji ≥ x̆i( ji) ji . (10)

According to (8), it holds that

x̆i( ji) ji = li ji . (11)

Since ji ∈ Ji, it follows from (7) that

X ji = (
∧
k∈I

x̂k) ji =
∧
k∈I

(x̂k) ji ≤ (x̂i) ji = ui ji . (12)

Combining (10), (11) and (12), we have

li ji = x̆i( ji) ji ≤ X(e) ji ≤ X ji ≤ ui ji . (13)

According to Lemma 2, it holds that ai jiϕX(e) ji = bi.
By Lemma 4, the above-proved (i) and (ii) contribute to X(e) ∈ ST γ

DP
(A,b). �
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3.3. Correction: modification of the index set Ji

In this subsection we aim to make some modification for improving the results in [1]. To
make the above-mention assertion presented in [1] correct, we just need to modified the
index set Ji used in Definition 4.

For arbitrary i ∈ I, let

J=i = { j ∈ Ji|li j ≤ X j}. (14)

It is clear that J=i ⊆ Ji, ∀i ∈ I. Moreover, it is possible that J=i �= Ji, e.g. J=3 and J=4 are
not equal to J3 and J4, respectively, in Example 2.

We replace Ji in Definition 4 by J=i in (14). Then the Definition 4 turns out to be
Definition 4’ as below.
Definition 4’. Let e : I→ J=i so that e(i) = j ∈ J=i , ∀i ∈ I. Let E= be the set of all vectors
e. For the sake of convenience, we represent each e ∈ E= as an m-dimensional vector
e = [ j1, j2, · · · , jm] in which jk = e(k).

The set E= could be simply viewed as

E= = J=1 × J=2 ×·· ·× J=m . (15)

Based on the modified Definition 4’, we further provide a theorem to illustrate the cor-
rection.

Theorem 4. Let e = [ j1, j2, · · · , jm] ∈ E=, where E= is as defined in Definition 4’. Then
the corresponding vector

X(e) = [X(e)1,X(e)2, · · · ,X(e)n] = [
∨
i∈I

x̆i( ji)1,
∨
i∈I

x̆i( ji)2, · · · ,
∨
i∈I

x̆i( ji)n] =
∨
i∈I

x̆i( ji)

is a solution of system (2), i.e. X(e) ∈ ST γ
DP
(A,b).

Proof. According to Definition 5, X(e) = x̆1( j1)∨ x̆2( j2)∨ ·· · ∨ x̆m( jm). By (8), for ar-
bitrary i ∈ I, there exits at most one nonzero component in the vector x̆i( ji). If there ex-
ists, the unique non-zero component is indeed the jith component, i.e. x̆i( ji) ji = li ji �= 0.
Notice that X j ≥ 0 for all j ∈ J. Moreover, since ji ∈ J=i , it follows from (14) that
x̆i( ji) ji = li ji ≤ X ji . As a result, we have x̆i( ji) ≤ X . Due to the arbitrariness of i, we
further get X(e) = x̆1( j1)∨ x̆2( j2)∨ ·· ·∨ x̆m( jm) ≤ X . According to Theorem 3, X(e) is
a solution of system (2) �

Example 2. Continue to discuss the system (9) in Example 1, based on the modified
Definition 4’.

According to (14), we get

J=1 = {1,4},J=2 = {1,5},J=3 = {2,5},J=4 = {4,5},J=1 = {2,6}. (16)

Hence, the cardinality of E= is

X. Liu et al. / Short Note on “Nonlinear Optimization Problem. . .” 217



|E=|= J=1 × J=2 ×·· ·× J=5 = 25 = 32.

That is to say, there are 32 solutions corresponding the 32 vectors e in E=. These 32
solutions could be represented by

{X(e)|e ∈ E=}.

Recall that in Ref. [1], one should compute 72 vectors based on E. But by our modified
set E=, we just need to compute 32 ones. It is much easier to compute the solution set of
system (9). �

4. Conclusion

Max-Dubois-Prade fuzzy relation equations system with parameter γ and its correspond-
ing optimization problem were recently investigated in [1]. For characterizing the solu-
tion set of system (2), the authors constructed the index set E = J1× J2× ·· ·× Jm and
asserted that all vectors in {X(e) : e ∈ E} are minimal solutions. However, it is found
that X(e) might not be a solution for some specific e ∈ E. In order to make every vector
X(e) be a solution of the corresponding fuzzy relation system, we modify the index set
E to E= = J=1 × J=2 × ·· · × J=m . Moreover, we have verified that for each e ∈ E=, the
corresponding vector X(e) is a solution of system (2). Finding the solution set based on
E= should be easier than that based on E.

The limitation of this study and Ref. [1] is that the proposed resolution algorithm is
only able to find an approximate (optimal) solution of the relevant optimization problem,
but not an exact solution. Moreover, Ref. [1] hasn’t explained the influence of the param-
eter γ to the resolution process or results. In our future works, there are some interesting
researching topics, including but not limited to (i) the influence of the parameter γ , (ii)
the sensitivity analysis with respect to A or/and b; (iii) the optimization problems subject
to other kinds of fuzzy relation systems; (iv) the potential industrial applications of the
fuzzy relation optimization problems.
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Abstract. The traditional analytic hierarchy process (AHP), fuzzy evaluation 

method and the Delphi method of group decision-making are organically combined 
and a new method of system analysis called Fuzzy Delphi Analytic Hierarchy 

Process (FDAHP) is proposed. Based on the Delphi survey of the group decision-
making information, the group's pairwise judgment of objects is fuzzily processed, 

and the results of the group's overall judgment are used as decision-making 

environmental parameters. Furthermore, the group's comprehensive weight of 
objects is determined according to the optimistic coefficient of group decision-

making consideration. A simple example is given to illustrate the specific 

implementation steps and feasibility of the method. Finally, the advantages and 
disadvantages of the method are briefly discussed, and the possible research topics 

in the future are proposed. 

Keywords. Analytic hierarchy process; Fuzzy evaluation; Delphi analysis; 

Determination of weights; Sorting, Fuzzy Delphi analytic hierarchy process 

1. Introduction 

Analytic Hierarchy Process (AHP) is a systematic decision analysis method combining 

both qualitative analysis and quantitative analysis, which was put forward by T. L. Saaty, 

an outstanding American operations researcher and professor of Business School, 

University of Pittsburgh in the early 1970s, saw Saaty (1980) [1] and Wang (1990) [2]. 

Analytic hierarchy process is a kind of multi-objective group decision-making thought 

and method in essence. In the practical application of group decision making method, 

there are two ways to deal with the pairwise judgment matrix of the group decision 

information. One is to first determine the individual weight according to the individual 

judgment matrix and then synthesize the individual weight; the other is to first synthesize 

the individual judgment matrix and then determine the weight of the group decision 

information. In recent years, scholars such as Corvin (2021) [3] , Li (2012) [4], Zhou 

(2020) [5], Wang (2006) [6], have been improving the analytic hierarchy process to make 

it more convenient to use, such as establishing the order relationship between indicators, 

multi-attribute variable weight decision making methods, but these methods are 
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artificially adjusted to meet the consistency of the judgment matrix, this adjustment will 

lead to the original discriminant information is tampered with, the reliability of the 

conclusion is reduced. In the early stage, aiming at the difficult problems of consistency 

test in AHP, some researchers such as Li (2012) [3], Lu (2002) [7], Qin (2021) [8], Zhang 

(2000) [9] also proposed the method of using fuzzy consistency matrix to solve them, 

and formed the fuzzy analytic hierarchy process. Some of them put forward the idea and 

principle of fuzzy analytic hierarchy process from fuzzy number. Based on these 

improvements, analytic hierarchy process has a more mature application in many fields, 

but one problem is that after experts put forward judgment matrix, weight synthesis and 

so on seem to be the matter of decision analysts, who play the role of half decision makers. 

Another problem is that these so-called fuzzy analytic hierarchy process is only fuzzy in 

some steps of the traditional analytic hierarchy process. In particular, the calculated 

weight is still certain, such as mentioned by Singh (2021) [10], Tang (2002) [11], Tao 

(2002) [12]. Without fuzziness, it is difficult to reflect the participation of decision 

makers in the later stage of weight determination. As for the consistency of the expert 

judgment matrix, the traditional analytic hierarchy process (AHP) requires consistency 

test. In fact, from the perspective of behavioral decision analysis, decision-makers should 

be allowed to have large inconsistencies, because inconsistencies also reflect a kind of 

decision-making behavior. If the process of weight determination is regulated artificially 

by revising the judgment range matrix, it will affect the decision judgment formed by the 

decision maker before. 

This paper presents a decision-making method which can fully involve decision 

makers in weight determination and analysis. The basic idea is to form a group fuzzy 

pairwise judgment range matrix by synthesizing the definite pairwise judgment range 

matrix given by various experts in the form of fuzzy triangular number, Then, according 

to the properties of fuzzy trigonometric numbers and some operation methods, the fuzzy 

weight vector of fuzzy judgment matrix of the group is determined. The fuzzy weight 

vector is processed according to the thought of group decision making, and then an 

interactive weight vector decision analysis process is formed, and finally the decision 

maker is satisfied with the weight vector of group decision. This process of decision 

interaction can be carried out under any single criterion in the hierarchy. 

2. Basic approaches of fuzzy Delphi analytic hierarchy process 

The hierarchical structure of the problem is established, and the groups have given their 

pairwise judgment matrices according to the traditional analytic hierarchy process. We 

assume that the weight determination of the corresponding decision scheme under a 

certain criterion is considered. Assuming that the relative importance of i and j elements 

in the sub-level of the kth expert has been determined as  under a certain criterion by 

expert investigation, forming the pairwise comparisons judgment matrix B(k) = ( ) of 

the kth expert. Assuming that there are m decision schemes or evaluation indexes to be 

considered, the purpose is to determine the decision weight of the m decision schemes 

on the decision criterion. The specific steps are as follows: 

Step 1: Building Fuzzy Judgment Matrix of Population 

The pairwise comparison judgment matrix contains the opinions of experts involved 

in decision making, and the judgment of relative importance is uncertain. In this method, 

the fuzzy triangular number is used to integrate the opinions of experts, in order to 
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establish a more objective fuzzy group judgment matrix on the basis of the subjective 

opinions of decision makers. The pairwise judgment matrix of the group represented by 

triangular fuzzy number is as follows: 

  , where   is triangular fuzzy number, which is determined by the 

following method: 

 ,  , &  ,  is triangular 

fuzzy number; . 

 , Here Geomean denotes geometric mean, and can also 

consider the weight of each expert using weighted geometric mean.  

                                                                                                 (1)                                        

Step 2: Determining Group Fuzzy Weight Vector 

Based on the group fuzzy judgment matrix  , the corresponding fuzzy 

weight vector is determined by the column vector geometric average method as follows : 

For any j, j = 1, 2... , m, to calculate , Where  denotes 

the product operation relation between fuzzy triangular numbers. Further standardize  

to  : 

                                                   (2)  

Step 3: Single- weight decision analysis 

Firstly, the concept of cut sets in fuzzy analysis is used to defuzzify the weights, let 

 be a truncated parameter, assuming , 

                                          (3) 

                                       (4) 

                                  (5) 

Where λ is the optimistic coefficient of weight for decision makers. Further,  

is normalized to get the normalized weight vector: 

                                    (6) 

The decision weights now depend on two parameters T and λ. They mean: 

The weight of the change degree of decision-making expert’s judgment is reflected 

by T. When T = 0, the comprehensive weight contains the decision-making weight 

information of each expert, and the change range of decision-making is the largest. When 

T = 1, the comprehensive weight contains the least decision-making weight information 

of each expert, which is actually equivalent to the synthesis method of expert decision-

making weight without fuzzification. Therefore, T is a decision-making environmental 

parameter. 
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λ represents a parameter that integrates the decision-making weights of decision 

makers. When λ = 0, the opinions of experts take the upper limit of the weights, and the 

experts are the most optimistic. When λ = 1, experts take a conservative attitude, and 

take the lower limit of their weights. Therefore, λ can be called the decision-making 

optimism coefficient.   

In the process of determining the actual weight, if the expert group has a high 

consensus on the problem, it can choose a larger T, otherwise it can choose a smaller T. 

The choice of λ reflects the degree of optimism of decision makers in evaluating the 

problem. The more optimistic it is, the larger its corresponding value. 

3. Operational treatments in fuzzy Delphi analytic hierarchy process 

Let   and   be two triangular fuzzy numbers, T is any 

positive real number, then according to the triangular fuzzy number theory, there are the 

following operational properties: 

                                    (7) 

                                               (8) 

                                           (9) 

                                   (10)     

The standardized vector of a is w, w is a fuzzy triangular number, , 

where . 

In addition, it is easy to verify that the fuzzy group judgment matrix determined in 

the first step is a fuzzy antisymmetric matrix, that is,  satisfies . In 

addition, when , . 

The consistency test of the judgment matrix is not carried out in the decision-making 

method designed above. This is because from the perspective of behavioral decision-

making, decision makers are allowed to make pairwise judgments that are not rational. 

 

4. An application in enterprise intellectual property financing decision analysis 

Consider a Decision-making problem of enterprise intellectual property financing. There 

are four decision strategies to be considered: (1) IP securitization, (2) IP Pledge financing, 

(3) IP Product Business Sharing, (4) IP franchising. Four experts, denoted as E1, E4, E2 

and E3, are employed to evaluate the importance of the intellectual property financing 

strategies. The pairwise judgment matrices given by the experts are as follows: 
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,  

,  

Accordingly, the group fuzzy pairwise judgment matrix  of the expert 

group is constructed as follows: 

,  

 

The standardized fuzzy weight vector of the population can be obtained as follows: 

,  

,  

Assuming that the decision-making environment parameter is  , and the 

decision-making optimism coefficient is  , we can get the normalized weight 

vector of group decision-making as  , which means that 

strategy (4) is more important and the first choice. Assuming that the decision 

environment parameter is  and the decision optimism coefficient is 9, the 

normalized weight vector of group decision is  , which 

means that strategy (3) and (4) are equal important. Different choices of T and   by 

decision makers will lead to different decision weights. We can also make the influence 

curves of decision environment parameter T and decision optimism coefficient   on 

decisions weight DW on the plane. It is easy to prove that for a fixed T, the decision 

weight is a strictly monotonically increasing linear function of . Similarly, for a fixed , 

the decision weight is a strictly monotonically increasing linear function of T. These 

linear functions can be directly derived. 

5. Conclusion 

In this paper, a fuzzy group analytic hierarchy process (FAHP) is designed based on 

analytic hierarchy process (AHP), fuzzy evaluation principle and Delphi group decision 

method. Through Delphi investigation, the deterministic pairwise comparison judgment 

matrix of the group or expert to the evaluation object is obtained, and then the fuzzy 

mathematics method is used to process and analyze the group survey results, and then 

the environmental decision parameters and decision optimism coefficient are added to 

form an interactive weight decision analysis process to determine the comprehensive 

weight of the group to the evaluation object. 

There are two approaches to group decision-making and evaluation based on 

analytic hierarchy process in the past literature. One is to integrate the pairwise judgment 

matrix of experts to form a group pairwise judgment matrix, and then determine the 
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decision weight or evaluation of the group to the evaluation object. The other is to 

determine the decision weight or evaluation of each expert based on the pairwise 

judgment matrix of each expert, and then integrate the decision weight of each expert to 

form the decision weight of the group. The workload of the two methods is large, and 

these methods assume a fact that the group's decision-making can be determined 

according to the one-time judgment of each individual in the group. The method given 

in this paper is not the same. On the basis of the individual investigation in the group, 

when the final evaluation results are determined, the group is also required to carry out 

decision analysis as a whole, reflecting the idea of a democracy and the unity of the main 

body of the concentration. The group can correct the previous judgment that is not 

appropriate in the final concentration process, so that the analytic hierarchy process has 

truly become an interactive decision analysis tool. 

This paper only discusses the problem based on a single criterion, which can be 

easily extended to a multi-level and multi-criteria decision-making environment. In 

addition, the previous common group decision-making methods based on analytic 

hierarchy process are special cases in this paper under different combinations of 

decision-making environment parameters and decision-making optimism coefficients. In 

addition, this paper applies fuzzy triangular numbers to the fuzzy processing of expert 

information, and can also use other fuzzy processing methods to obtain different types 

of weight decision analysis processes. 

The fuzzy group analytic hierarchy process (FDAHP) discussed in this paper has 

been compiled into a spreadsheet-based software, and interactive decision analysis can 

be easily carried out by means of Microsoft Excel. 
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Abstract. Topos theory plays an important role in modern mathematics. It can be
viewed as a generalization of set from the category aspect. However, the category
of all fuzzy sets do not form topos. In order to investigate the category properties
about fuzzy sets, the notion of weak topos is introduced. Factor space is an effective
approach in knowledge representation and factor rattan is a crucial concept of a
factor space. Rattans over Y could be viewed as an abstraction of factor rattan. In
addition, the category of rattans over Y is not a topos. In this paper, two comments
about the paper titled “Factor rattans, category FR(Y ), and factor space" (J MATH
ANAL APPL, 1994) are presented, and the notion of rattan over Y is revised to
complete rattan over Y . The corresponding category is denoted CFR(Y ). Topoi
properties of the functor category CFR (Y )C are investigated and it is proved that
CFR (Y )C is a weak topos, but not a topos.

Keywords. Factor space, Rattan over Y , category of fuzzy sets, Weak topos

1. Introduction

Set theory is an important field in morden mathematics and provides a general fun-
damental framework of mathematics. The notion of fuzzy sets, which can be considered
as a generalization of classical sets, was first introduced in 1965 by Zadeh [1].

The sets with the functions between two sets could construct a category Set. Topoi,
which are cartesian closed categories with subobject classifiers, can be regarded as cat-
egories which are “essentially the same" as Set [2, 3]. That is, topoi can be viewed as
another generalization of sets. Topoi theory plays an important role in mathematics, es-
pecially in logic. By the notion of topos, the logical operators (such as implication, nega-
tion) of classical sets can be obtained. More generally, each topos carries its own logical
calculus [2].

Some correlations between fuzzy sets and topoi are inspected by various re-
searchers [4–11]. However, the logical operators can not be obtained reasonably by the
theory of topoi since Fuz which is the category of fuzzy sets is not a topos. To address
this issue, the concepts of middle object and weak topos are introduce [9, 11, 12]. It is
proved that Fuz is a weak topos and middle object can serve a similar function as the
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subobject classifier in a topos. Besides, the category FuzFuz of morphisms in category
Fuz and the functor category FuzC from a small category C to Fuz are also weak topoi
[10, 12].

Another important instance of weak topos is FR (Y ), which is the category of rattans
over Y [13]. With the background of factor spaces [14], the notion of rattans over Y is
introduced in [13]. Factor space is an important concept and It can be widely applied to
various fields, such as knowledge representation, information science and big data [15–
18]. Factor rattan is a crucial concept of a factor space, and rattans over Y [13] could be
viewed as an abstraction of factor rattan. It is proved that the category of rattans over Y
is a weak topos [13].

Definition 1.1 ([13]). Let Y be a fixed non-empty set and let X be any set. (X, ξ) is
called a rattan over Y if ξ : P (X) −→ P (Y ) is a mapping satisfying the following
conditions.

(1) ξ (∅) = Y and there exists a fixed element y0 ∈ Y such that y0 ∈ ξ (A) for any
A ∈ P (X).

(2) ξ (A ∪B) = ξ (A) ∩ ξ (B) for any A,B ∈ P (X).

A rattan over Y is called a Y -rattan for short.

The purpose of this paper is to inspect the topos properties of the category FR (Y )
C,

which is the functors category from a small category C to FR (Y ). Two comments
about [13] are proposed. Then the notion of complete rattans over Y is given, and the cor-
responding category is denoted by CFR (Y ). It is proved that CFR (Y )

C is not a topos
since it has no subobject classifier. However there exists a middle object in CFR (Y )

C.
Therefore, CFR (Y )

C forms a weak topos.

2. Topos and weak topos

A topos C is a category satisfying the following properties.

1. C has all finite products.
2. There is a terminal object t in C.
3. An equalizer exists in C for any f, g ∈M (a, b) with a, b ∈ O (C).
4. Exponentials exist in C.
5. There is a subobject classifier in C. Specifically, there is an object s and a mor-

phism ν from t to s such that for each monomorphism f ∈ M (a, b) with
a, b ∈ O (C), there exists a unique morphism χf ∈M (b, s) so that the following
diagram is a pullback.

a

f

��

// t

ν

��
b

χf

// s
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Topoi have a great influence on logic. However, some significant categories, such as
Fuz, FuzFuz, are not topoi since there is no subobject classifier in those categories. The
notion of middle object defined in [12] can be viewed as a generalization of subobject
classifier.

Definition 2.1 ([12]). A middle object in a category C is a monomorphism m ∈
M (c1, c2) where c1, c2 ∈ O (C) satisfy the following conditions.

1. M (c, c2) is partially ordered for all object c ∈ O (C).
2. For any c ∈ O (C), there is an unique smallest morphism α ∈ M(c, c2) such that

the square is a pullback.

c

1c

��

// c1

m

��
c

α
// c2

3. For any monomorphism f ∈ M (c, d) with any c, d ∈ O (C), there is an unique
characteristic mapping χf ∈M (d, c2) such that χf ≤ α and the following square
is a pullback.

c

f

��

// c1

m

��
d

χf

// c2

With the definition of middle object, the concept of weak topos was also introduced.

Definition 2.2 ([12]). A weak topos is a category which satisfies the first four properties
in the definition of topos and has a middle object.

In fact, a weak topos is a cartesian closed category with middle object.

3. Comments on “Factor rattans, category FR(Y ), and factor space" (J MATH
ANAL APPL, 1994)

The category of rattans over Y is denoted by FR (Y ) where the morphisms from
(X1, ξ1) to (X2, ξ2) are mappings f : X1 −→ X2 satisfying ξ2 (f→ (A)) ⊇ ξ1 (A) for
any A ∈ P (X1). In addition, it is proved that FR (Y ) is a weak topos.

The topic of [13] is meaningful and the results are beautiful. However, we think
that there are two minor errors neglected by the authors.

Comment 1. It is proved in [13] that FR (Y ) has finite product (Theorem 3.1
in [13]). Specifically, the product of any two rattans (X1, ξ1) and (X2, ξ2) can be
denoted by (X, ξ) such that X = X1 × X2 and ξ (A) = ξ1 (A1) ∩ ξ2 (A1) for
any A ∈ P (X), where A1 = {x1 ∈ X1 : ∃x2 ∈ X2 with (x1, x2) ∈ A} and A2 =
{x2 ∈ X2 : ∃x1 ∈ X1 with (x1, x2) ∈ A} . However, the products do not always
satisfy condition (1) in Definition 1.1 (see the following example).
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Example 3.1. Let Y = {⊥,>}, X1 = X2 = {x} and let ξi : P (Xi) −→
P (Y ) (i = 1, 2) such that ξ1 (∅) = ξ2 (∅) = Y , ξ1 (X1) = {>} and ξ2 (X2) = {⊥}. It
is trivial to verify that (X1, ξ1) and (X2, ξ2) are two rattans over Y . However, we have
ξ (X) = ξ1 (X1) ∩ ξ2 (X2) = ∅ where (X, ξ) is the product of (X1, ξ1) and (X2, ξ2).

Indeed, according to the definitions of factor spaces and factor rattans, we can see
“there exists a fixed element y0 ∈ Y such that y0 ∈ ξ (A) for any A ∈ P (X)" is not a
pivotal property. Thus we can drop this condition in Definition 1.1.

Comment 2. It is proved that a middle object exists in FR (Y ) (Theorem 3.2 in
[13]). More specifically, let M = {{y0} ∪A : A ∈ P (Y )}, N = P (Y ) and let
ξM : P (M) −→ P (Y ) be a mapping such that ξM (A) =

⋂
A if ∅ 6= A ∈ P (M) and

ξM (A) = Y if A = ∅. Then (M, ξM ) and (N, ξN ) with ξN (A) = Y for any A ⊆ Y ,
are two rattans. Besides, let lM : M −→ N be a mapping such that lM (A) = A for any
A ∈M . Thus lM is a morphism from (M, ξM ) to (N, ξN )

Let (X1, ξ1) and (X, ξ) be two rattans and let m : X1 −→ X be a monomorphism.
Then two morphisms, φm : X −→ N and f1 : X1 −→M are defined in [13], where

φm (x) =

{
ξ1 ({x1}) ∃x1 ∈ X1 s.t. m (x1) = x;

∅ otherwise,

and f1 (x1) = ξ1 ({x1}) for any x ∈ X and x1 ∈ X1, respectively. Thus we deduce that
φm ·m = lM · f1. For any rattan (X ′, ξ′) and any two morphisms n : X ′ −→ X and
f ′ : X ′ −→ M with φm · n = lM · f ′, let n : X ′ −→ X1 be the mapping such that
n = m · n. Then we can deduce that n (x′) = x1 where x1 satisfies m (x1) = n (x′) for
any x′ ∈ X ′. According to the definitions, n is well-defined. Besides, it is said in [13]
that “n is a morphism". However, n is not always a morphism (see the following
example).

Example 3.2. Let Y = [0,+∞] = [0,+∞)∪{+∞}with a < +∞ for any a ∈ [0,+∞)
and let y0 = +∞. Let X1 = X = [0,+∞) with ξ1 (A) = (

∨
A,+∞) ∪ {+∞}

and ξ (A) = [
∨
A,+∞] for any A ⊆ [0,+∞). Thus (X1, ξ1) and (X, ξ) form two

rattans, and the mapping m : X1 −→ X with m (x) = x for any x ∈ [0,+∞)
is a monomorphism. Besides, according to the definitions in [13], we have M =
{{+∞} ∪A : A ⊆ [0,+∞]}, N = P([0,+∞]), f1 (x) = (x,+∞] and φm (x) =
(x,+∞], ∀x ∈ [0,+∞). Thus we have φm ·m = lM · f1.

Let X ′ = [0,+∞) and ξ′ : P (X ′) −→ P (Y ) such that:

ξ′ (A) =

{
[
∨
A,+∞], if

∨
A 6∈ A,

(
∨
A,+∞) ∪ {+∞} , if

∨
A ∈ A,

for any A ∈ P (X ′). It is easy to verify that (X ′, ξ′) is a rattan over Y . Then we get
φm · n = m · f ′ where n : X ′ −→ X and f ′ : X ′ −→M such that n (x) = x, f ′ (x) =
ξ′ ({x}) are two morphisms.

Then according to the definition of n in [13], we get n (x) = x for any x ∈ [0,+∞).
However, n is not a morphism since ξ1 (n→ ([0, 1))) = ξ1 ([0, 1)) = (1,+∞] (
[1,+∞] = ξ′ ([0, 1)).
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The main reason is that ξ satisfies ξ (A ∪B) = ξ (A)∩ξ (B) but not ξ
(⋃

i∈I Ai
)

=⋂
i∈I ξ (Ai) for any index set I . However, according to the definition of factor rattan, ξ

and η satisfy ξ
(⋃

i∈I Ai
)

=
⋂
i∈I ξ (Ai) and η

(⋃
i∈I Ai

)
=
⋂
i∈I η (Ai) for any index

set I , respectively.
According to the Comment 1 and Comment 2, we can revise the definition of rattan

over Y as follows.

Definition 3.3. Let Y be a fixed non-empty set and let X be any set. (X, ξ) is called an
complete rattan over Y if ξ : P (X) −→ P (Y ) is a mapping satisfying the following
conditions.

1. ξ (∅) = Y .
2. ξ

(⋃
i∈I Ai

)
=
⋂
i∈I ξ (Ai) for any Ai ∈ P (X) (i ∈ I) where I is an index set.

Under this revised definition, all complete rattans over Y also form a category, and
we denote it by CFR (Y ).

Remark 3.4. This concept is equivalent to a relation R from X to Y : ξR(A) = {y ∈
Y | A× {y} ⊆ R} and (x, y) ∈ Rξ iff y ∈ ξ({x}) [19].

4. Topoi properties of category CFR (Y )
C

Let C be a small category and CFR (Y )
C be the functor category from C to

CFR (Y ).

Theorem 4.1. Category CFR (Y )
C has all topoi properties except subobject classifiers.

Proof. We only need to prove that category FR (Y )
C has exponentials since others are

trivial.
Let F,G ∈ O

(
CFR (Y )

C
)

be two functors from C to CFR (Y ) with F (c) =(
XF
c , ξ

F
c

)
andG (c) =

(
XG
c , ξ

G
c

)
for any c ∈ O (C). c ↑ C denotes the comma category.

Let Fc, Gc be two “forgetful" functors from c ↑ C to Set. More specifically, for any
f : c −→ d ∈ O (c ↑ C) and h ∈ M (f : c −→ d, g : c −→ e), we have Fc (f) = XF

d ,
Fc (h) = F (h), Gc (f) = XG

d and Gc (h) = G (h). In addition, let Nat[Fc, Gc] be the
family of natural transformations from Fc to Gc. Then for any A ⊆ Nat[Fc, Gc], we
define:

ΣA
c =

{
C ∈ P (Y ) :

ξFd (B) ∩ C ⊆ ξGd
(
A→f (B)

)
for any f : c −→ d,B ∈ P

(
XF
d

)}

where A→f (B) =
⋃
τ∈A τ

→
f (B). In addition, let ξc (A) =

⋃
ΣA
c .

According to the definition of ξc, it is trivial that ξc (∅) = Y . Moreover,
for any index set I , Ai ⊆ Nat[Fc, Gc], Ci ∈ ΣAi

c (i ∈ I), f : c −→ d
and any B ∈ P

(
XF
d

)
, we can get ξFd (B) ∩

⋂
i∈I Ci =

⋂
i∈I ξ

F
d (B) ∩ Ci ⊆⋂

i∈I ξ
G
d

(
(Ai)

→
f (B)

)
= ξGd

((⋃
i∈I Ai

)→
f

(B)
)

. Thus
⋂
i∈I Ci ∈ Σ

⋃
i∈I Ai

c , which

implies
⋂
i∈I ξc (Ai) =

⋂
i∈I
⋃
ΣAi
c ⊆

⋃
Σ

⋃
i∈I Ai

c = ξc
(⋃

i∈I Ai
)
. Besides,
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ξc (A1) ∩ ξc (A2) ⊇ ξc (A1 ∪A2) is trivial. Thus (Nat[Fc, Gc], ξc) ∈ O (CFR (Y )) is
a Y -rattan.

For any c ∈ O (C) and f : c −→ d ∈ M (c, d), let GF (c) = (Nat[Fc, Gc], ξc)
and GF (f) : Nat[Fc, Gc] −→ Nat[Fd, Gd], where

(
GF (f) (τ)

)
g

= τg·f for any
τ ∈ Nat[Fc, Gc] and any g : d −→ e ∈ O (d ↑ C). Then for any A ⊆ Nat[FC , GC ],
we have

Σ
(GF (f))

→
(A)

d =

{
C ∈ P (Y ) :

ξFe (B) ∩ C ⊆ ξGe
(((

GF (f)
)→

(A)
)→
g

(B)
)
,

∀ g : d −→ e,B ∈ P
(
XF
e

) }

⊇
{
C ∈ P (Y ) :

ξFe (B) ∩ C ⊆ ξGe (A→h (B)) ,
∀ h : c −→ e,B ∈ P

(
XF
e

) }
=ΣA

c .

Hence, for any A ⊆ Nat[FC , GC ], we get: ξd
((
GF (f)

)→
(A)
)

=
⋃
Σ

(GF (f))
→

(A)

d ⊇⋃
ΣA
c = ξc (A). Thus we know that GF (f) is a morphism from GF (c) to GF (d). In

addition, it is trivial that GF preserves the identity and composition of morphisms. So
GF is a functor from category C to category CFR (Y ).

For any c ∈ Ob (C), let evc : Nat[Fc, Gc] × XF
c −→ XG

c , (τ, x) 7→
τ1c (x), where 1c : c −→ c is the identity of c. For any A ⊆ Nat[Fc, Gc] ×
XF
c , we denote A1 =

{
τ ∈ Nat[Fc, Gc] : there exsits x ∈ XF

c s.t. (τ, x) ∈ A
}

and
A2 =

{
x ∈ XF

c : there exists τ ∈ Nat[Fc, Gc] s.t. (τ, x) ∈ A
}

. Then we get that
ξGc (ev→c (A)) = ξGc ({τ1c

(x) : (τ, x) ∈ A}) ⊇ ξGc
(⋃

τ∈A1
τ→1c

(A2)
)
⊇⋃

B∈ΣA1
c
ξFc (A2) ∩B = ξc × ξFc (A). Thus evc ∈M

(
GF (c)× F (c) , G (c)

)
.

For any f : c1 −→ c2 ∈ M (c1, c2) and any (τ, x) ∈ GF (c1) × F (c1), according
to the definition of τ , we can reduce that G (f) · τ(1c1) (x) = τf · F (f) (x) for any

x ∈ XF
c1 , which implies thatG (f)·evc1 (τ, x) = G (f)·τ1c1

(x) = τ(1c2 ·f)
·F (f) (x) =

evc2
(
GF (f) (τ) , F (f) (x)

)
= evc2 ·

(
GF × F

)
(f) (τ, x). So ev : GF × F −→ G is

a natural transformation from GF × F to G.
Now let H : C −→ CFR (Y ) be a functor from C to CFR (Y ), where H (c) =(

XH
c , ξ

H
c

)
for any c ∈ O (C), and let σ : H × F −→ G be a natural transformation.

Then we define σ̄c : XH
c −→ Nat[Fc, Gc] such that for any y ∈ XH

c and any f :
c −→ d ∈ M (c, d), (σ̄c (y))f : XF

d −→ XG
d is a mapping where (σ̄c (y))f (x) =

σd (H (f) (y) , x) for any x ∈ XF
d .

For any f : c −→ d ∈ M (c, d), g : c −→ e ∈ M (c, e) and any h : d −→ e ∈
M (d, e) with g = h · f , we have (σ̄c (y))g · F (h) (x) = σe (H (g) (y) , F (h) (x)) =

σe (H (h) ·H (f) (y) , F (h) (x)) = G (h) · (σ̄c (y))f (x) for any x ∈ XF
d . Hence, we

have σ̄c (y) : Fc −→ Gc is a natural transformation. So σ̄c : XH
c −→ Nat[Fc, Gc] is

well-defined.
For any A ∈ P

(
XH
c

)
, f : c −→ d ∈ M (c, d) and any B ∈ P

(
XF
d

)
, we get

ξGd

(
(σ̄→c (A))

→
f (B)

)
=ξGd ({σd (H (f) (y) , x) :x∈B, y∈A})=ξGd (σ→d ({H (f)

→
(A)}×

B)) ⊇ ξHd ({H (f)
→

(A)}) ∩ ξFd (B), which implies ξc (σ̄→c (A)) =
⋃
Σ
σ̄→
c (A)
c ⊇

ξHd (H (f)
→

(A)) ⊇ ξHc (A). Hence, we get σ̄c ∈M
(
H (c) , GF (c)

)
.
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For any c ∈ Ob (C), f : c −→ d ∈ M (c, d), y ∈ XH
c , g : d −→ e ∈

M (d, e) and any x ∈ XF
e , we have

(
GF (f) · σ̄c (y)

)
g

(x) = (σ̄c (y))g·f (x) =

σe (H (g · f) (y) , x) = σe (H (g) ·H (f) (y) , x) = (σ̄d ·H (f) (y))g (x). It follows
that σ̄ : H −→ GF is a natural transformation, and according to the definition of σ̄, the
following diagram is commutative.

GF × F
ev

// G

H × F

σ̄×1F

OO
σ

77

In addition, it is easy to verify such σ̄ is unique. So,
{
GF , ev

}
is an exponential of F

and G. It follows the theorem.

From [13], we know that CFR (Y ) has no subobject classifier. Similarly, we also
have the following proposition.

Proposition 4.2. Let Y be a non-empty setting. Category CFR (Y )
C has no subobject

classifier.

Proof. Let T : C −→ CFR (Y ) be the terminal object in CFR (Y )
C. That is, for any c ∈

O (C), T (c) = ({>} , ξ0) where ξ0 (∅) = ξ0 ({>}) = Y . If CFR (Y )
C has a subobject

classifier, then there exists a functor F : C −→ CFR (Y ) and a natural transformation
ω : T −→ F such that F is a subobject classifier.

Let Fi : C −→ CFR (Y ) (i = 1, 2, 3) be three functors such that Fi (c) = (Xi, ξi)
for any c ∈ O (C), where X1 = X2 = X3 = {>} and ξ1 ({>}) = ∅, ξ2 = ξ3 = ξ0. It is
trivial that ι : F1 −→ F2 such that ιc : X1 −→ X2 with ιc (>) = > for any c ∈ O (C)

is a natural transformation. In addition, ι is a monomorphism in CFR (Y )
C. Thus there

exists a natural transformation χι : F2 −→ F such that χι · ι = ω · !. Similarly, we
can define a natural transformation κ : F3 −→ F2 such that χι · κ = ω · !. Thus
there exists a unique natural transformation κ : F3 −→ F1 with κ = ι · κ. So for any
c ∈ O (C), ξ1 (κ→c ({>})) ⊇ ξ3 ({>}). However, according to the definitions, we have
ξ1 (κ→c ({>})) = ξ1 ({>}) = ∅ ( Y = ξ3 ({>}), which is a contradiction. Thus there
is no subobject classifier in CFR (Y )

C.

5. Category CFR (Y )
C is a weak topos

In this section, we prove CFR (Y )
C is a weak topos.

Theorem 5.1. Category CFR (Y )
C has a middle object.

Proof. Let ∗ be an universal element and P (Y )
∗

= P (Y ) ∪ {∗}. For convenience, we
stipulate that ∗ ⊆ ∅.

For any c ∈ O (C), let M (c) =
(
XM
c , ξMc

)
and N (c) =

(
XN
c , ξ

N
c

)
, where

S.-J. Yang and X. Huang / Category of CFR(Y)C and Weak Topos232



XM
c =

{
f : O(c ↑ C) −→ P (Y ) :

f (k · l) ⊇ f (l) ,∀l ∈M (c, a) ,
∀k ∈M (a, b)

}
,

XN
c =

{
f : O(c ↑ C) −→ P (Y )

∗
:
f (k · l) ⊇ f (l) ,∀l ∈M (c, a) ,
∀k ∈M (a, b)

}
,

ξMc (A) =
⋂
f∈A

f (1c) , ∀A ∈ P
(
XM
c

)
,

ξNc (B) = Y, ∀B ∈ P
(
XN
c

)
.

It is trivial that
(
XM
c , ξMc

)
and

(
XN
c , ξ

N
c

)
are two Y -rattans.

In addition, for any c, a ∈ O (C) and k ∈ M (c, a), let M (k) : XM
c −→ XM

a

and N (k) : XN
c −→ XN

a be two mappings such that M (k) (f) (g) = f (g · k) and
N (k) (f) (g) = f (g · k). Thus for any A ∈ P

(
XM
c

)
, we have ξMa (M (k)

→
(A)) =⋂

f∈AM (k) (f) (1a) =
⋂
f∈A f (1a · k) =

⋂
f∈A f (k) =

⋂
f∈A f (k · 1c) ≥⋂

f∈A f (1c) = ξMc (A). So M : C −→ CFR (Y ) is a functor, and analogously,
N : C −→ CFR (Y ) is also a functor.

For any c ∈ O (C), we define mc : XM
c −→ XN

c such that mc (f) = f for any
f ∈ XM

c . Then we get N (k) ·mc = ma ·M (k) for any k ∈M (C), which implies that
m : M −→ N is a natural transformation. Besides, it is clear thatm is a monomorphism.

Now we want to prove that m : M −→ N is a middle object.
(1) Let F : C −→ CFR (Y ) be a functor and let ι, κ ∈ M (F,N) be two natural

transformations. Besides, we let ι ≤ κ ⇐⇒ ιc ≤ κc, ∀c ∈ O (C) ⇐⇒ ιc (x) ≤
κc (x) , ∀x ∈ XF

c , c ∈ O (C) ⇐⇒ ιc (x) (k) ⊆ κc (x) (k) , ∀k ∈ O (c ↑ C) , x ∈(
XF
c

)
, c ∈ O (C). Then the pair (M (F,N) ,≤) forms a partial order set.

(2) Let F : C −→ CFR (Y ) be a functor and let a, c ∈ O (C). For any x ∈ XF
c

and k ∈ M (c, a), we define αc (x) (k) = ξFa ({F (k) (x)}). Thus for any l ∈ M (a, b),
we reduce that αc (x) (l · k) = ξFb ({F (l · k) (x)}) = ξFb (F (l)

→ {F (k) (x)}) ≥
ξFa ({F (k) (x)}) = αc (x) (k), which implies αc (x) ∈ XN

c . Besides, we have
(αa · F (k) (x)) (l) = ξFb ({F (l) · F (k) (x)}) = ξFb ({F (l · k) (x)}) = αc (x) (l · k) =
(N (k) · αc (x)) (l). Thus α : F −→ N is a natural transformation since αc ∈
M (F (c) , N (c)) is trivial.

Let τc (x) = αc (x) ∈ XM
c for any c ∈ O (C) and x ∈ XF

c . Hence, for any A ∈
P
(
XF
c

)
, we know that ξMc (τ→c (A)) =

⋂
x∈A τc (x) (1c) =

⋂
x∈A ξ

F
c ({F (1c) (x)}) =⋂

x∈A ξ
F
c ({x}) = ξFc (A) , which implies τc ∈ M (F (c) ,M (c)). Similarly, we can

prove τ : F −→M is a natural transformation.
It is clear that 1F : F −→ F with (1F )c = F (1c) : XF

c −→ XF
c for any c ∈ O (C)

is the identical morphism in CFR (Y )
C. According to the definition of m,α and τ , we

can get mc · τc = αc · F (1c). In addition, it is trivial to verify that this is a pullback.
If there exist α′ and τ ′ such that the following diagram is a pullback.

F
τ ′

//

1F

��

M

m

��
F

α′

// N
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Thus for any c ∈ O (C) and x ∈ XF
c , we have α′c (x) = (α′c · F (1c)) (x) =

(mc · τ ′c) (x) = τ ′c (x). Thus for any k ∈ M (c, a), we have α′c (x) (k) = τ ′c (x) (k) =
τ ′c (x) (1a · k)=(M (k) · τ ′c (x)) (1a)=(τ ′a · F (k) (x)) (1a)=ξMa ({(τ ′a · F (k)) (x)})⊇
ξFa ({F (k) (x)}) = αc (x) (k), which means α′ ≥ α.

(3) Let σ : F −→ G be a monomorphism in CFR (Y )
C with F,G ∈

O
(

CFR (Y )
C
)

. For any c ∈ O (C), y ∈ XG
c and any k : c −→ a ∈ O (c ↑ C), we

define

(χσ)c (y) (k) =

{
ξFa ({z}) ∃z ∈ XF

a s.t. G (k) (y) = σa (z) ,

∗ else.

Since σ : F −→ G is a monomorphism, then (χσ)c (y) (k) is well-defined. Thus
if (χσ)c (y) (k) 6= ∗, we have (χσ)c (y) (l · k) = ξFb ({F (l) (z)}) ≥ ξFa ({z}) =
(χσ)c (y) (k) for any l : a −→ b ∈ M (a, b). This implies (χσ)c (y) ∈ XN

c . Besides, it
is trivial to verify χσ : G −→ N is a natural transformation.

For any c ∈ O (C) and x ∈ XF
c , let ςc (x) = (χσ)c·σc (x) ∈ XM

c . Then for anyA ∈
P
(
XF
c

)
, we have ξMc (ς→c (A)) =

⋂
x∈A ςc (x) (1c) =

⋂
x∈A ((χσ)c · σc (x)) (1c) =⋂

x∈A ξ
F
c ({x}) = ξFc (A). Thus we get ςc : XF

c −→ XM
c ∈ M (F (c) ,M (c)). There-

for, ς : F −→M is a natural transformation. Besides, we have χσ · σ = m · ς .
Let η : H −→ G and θ : H −→ M be two natural transformations with χσ ·

η = m · θ. Then we have θc (x) (k) = ((χσ)c · ηc (x)) (k) for any x ∈ XH
c and any

k ∈ O (c ↑ C) with any c ∈ O (C). Thus ((χσ)c · ηc (x)) (1c) 6= ∗. So there exists a
unique y ∈ XF

c such that ηc (x) = σc (y). Let ηc (x) = y. Then ηc is well-defined and
ηc (x) = σc · ηc (x). So θc (x) = mc · θc (x) = (χσ)c · ηc (x) = (χσ)c · σc · ηc (x) =
mc · ςc · ηc (x) = ςc · ηc (x). In addition, for any A ∈ P

(
XH
c

)
, we have ξFc (η→c (A)) =⋂

x∈A ((χσ)c · ηc (x)) (1c) =
⋂
x∈A (θc (x)) (1c) = ξMc (θ→c (A)) ⊇ ξHc (A), which

implies ηc ∈M (H (c) , F (c)).
For any k ∈ M (c, a) and x ∈ XH

c , we have (ηa ·H (k)) (x) = y ⇐⇒ σa (y) =
(ηa ·H (k)) (x) ⇐⇒ σa (y) = G (k) · ηc (x) ⇐⇒ σa (y) = G (k) · σc ·
ηc (x) ⇐⇒ σa (y) = σa · F (k) · ηc (x) ⇐⇒ F (k) · ηc (x) = y. Thus η : H −→ F
is a natural transformation with η = σ · η and θ = ς · η. The proof of uniqueness of η is
trivial.

Theorem 5.2. CFR (Y )
C is a weak topos.

Proof. The proof of this theorem follows from Theorem 4.1 and Theorem 5.1.

6. Conclusion

In this paper, we present two comments about category of rattan over Y in [13] by
two counter-examples. According to those comments and the background of rattan over
Y , we revise the definition of rattan over Y . Then we show that CFR (Y )

C, which is
the functors category from a small category to the category of rattan over Y (revised),
is a weak topos, but it is not a topos since there is no subobject classifier in it. More
specifically, it is a cartesian closed category with a middle object.
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Control Design for One Class
of Uncertain Metzler-Takagi-Sugeno

Time-Delay Systems

Dušan KROKAVEC 1 and Anna FILASOVÁ
Technical University of Košice, Slovakia

Abstract. This paper presents a new approach to synthesize the control for one
class of uncertain Metzler-Takagi-Sugeno time-delay systems. The structural para-
metric constraints of the closed-loop system, their diagonal matrix representations
as well as the interval system parameter bounds are accounted into an associated set
of the linear matrix inequalities. After sorting out the relevant preliminaries in the
uncertain structure of the Metzler systems and the specific properties of the time-
delay positive system representations, the design conditions reflecting quadratic
system stability of the considered system class are proven in the matrix inequality
framework. The main result of the control law parameter design is shown in de-
tail by the numerical example in order to characterize potential adaptation of the
method for purely Metzler matrix parameter structures.

Keywords. Metzler-Takagi-Sugeno systems, positive systems, quadratic stability,
point state delay, diagonal stabilization, linear matrix inequalities.

1. Introduction

Time-delay systems are used to model the time lag phenomenon in thermodynamics [1]
and ecology [2] and in modeling of interactions between species in mathematical biology
[3]. In order to control, a number of approaches are proposed to solve the problems
fixed with time-delay systems (see, e.g., [4]). In this paper the time-delay phenomena is
considered as a point delay in the state vector [5].

Due to uncertainty existence, the uncertain plant stabilization have attracted many
attentions to solve simultaneously this problem, reflecting LQR control [6], H2 cost con-
trol [7] and H∞ control principle [8]. In the sense of these prerequisites along with tech-
niques for simultaneous quadratic stabilization of time-delay systems, the key concepts in
stabilization and tracking conditions have been developed in [9] and the delay-dependent
stabilization has been investigated in [10].

Positive systems represent the dynamical plants whose states and outputs have to be
positive [11], [12]. The problem of positive systems usually deals with positive control
structure and positive system state estimation [13]. Since existence of the system posi-
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tivity depends on the constraints in nonnegativity of the system matrix parameters, con-
strained design approaches are proposed to solve these problems [14]. Among the main
features of positive systems can be mentioned the facts that the stability of delayed posi-
tive systems does not depend on the amplitude of delays [15], the asymptotical stability
of positive systems is equivalent to diagonal stability (systems are not only stable but also
positive) [16] and the system positivity can be interpreted through the model parametric
constraints [17]. Since these models prioritize theory of matrices of Metzler structure
[18], such systems are denoted oftentimes as Metzler systems. A similar approach one
can found in development of control for the Metzler time-delayed systems [19].

Using the Takagi-Sugeno fuzzy model [20] a nonlinear system is represented as
the collection of fuzzy rules, where each rule utilizes the local dynamics by a linear
system model. Since Takagi-Sugeno fuzzy models can well approximate a large class of
interval nonlinear systems the relevant design methodologies exploit fully advantage of
the modern control theory, especially in the constrained control of positive T-S systems
with delays [21] and in the positive system state estimation and fault diagnosis [22].

From the previous overview of methods and principles it can see hove many differ-
ent aspects have to be covered in the control design for uncertain Metzler-Takagi-Sugeno
time-delay systems. Although the principle of diagonal stabilization provides a way to
represent the parametric constraints of linear positive systems using the linear program-
ming method [23], its direct adaptation to this system class is hardly limited. To over-
come these limitations an original, new approach is established to give explicit design
conditions in the form of linear matrix inequalities (LMI) to guaranty the strictly positive
closed-loop system matrices if the uncertain system model takes the time-delay strictly
Metzler-Takagi-Sugeno form. Note that, this LMIs structure cover the system structural
constraints, the parameter uncertainties, the point-delay in system state, the quadratic
stability and the diagonal stabilisation principle. The primary goal is to find the controller
for stabilisation of the system under consideration while being consistent with the pos-
itive configuration. Although such defined class of systems prescribes the set of strong
structural parametric constraints, the proposed design conditions allow the numerical so-
lution in straightforward access. It is authors’ belief that further extensions can be done
through the given theoretical framework.

The remaining of the article is lay out as follows: Section 2 deals with the prob-
lem formulation and representative preliminaries related to Metzler-Takagi-Sugeno time-
delay dynamic systems. The control problem, the resulting system parameter constraint
formats and the relevant synthesis formulation are given in Section 3. The performance
of the proposed technique and the system parameters representation are illustrated by
carrying out a detailed numerical example in Section 4, also supporting related outlines
of new points of view and conclusions, drafted in Section 5.

For sake of convenience, throughout the paper used notations reflect usual conven-
tionality so that xT, XT denotes the transpose of the vector x, and the matrix X , respec-
tively, X−1, ρ(X) signifies the inverse and the eigenvalue spectrum of a square matrix
X , respectively, for a symmetric square matrix X ≺ 0 means that X is negative definite
matrix, diag [ · ] marks the elements of a (block) diagonal matrix, ∗ represents the block
in a square symmetric matrix that is readily inferred by the matrix symmetry, the symbol
In indicates the n-th order unit matrix, R (R+) qualifies the set of (nonnegative) real
numbers, Rn×r

+ refers to the set of n× r positive (nonnegative) real matrices and Mn×n
−+ is

the set of (strictly or pure) Metzler matrices.
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2. Basic Preliminaries

The system class under consideration is multi-input, multi-output (MIMO) uncertain
Metzler-Takagi-Sugeno time-delay dynamic systems, represented in state-space form as

q̇(t) =
s

∑
i=1

hi(ϑ(t))(Ai +ΔiAi(t))q(t)+(As +ΔAs(t))q(t− τ)+(B+ΔB(t))u(t) , (1)

y(t) =Cq(t) , (2)
where the point delay in the state vector is constant and satisfies the condition 0 < τ ∈
R+, the system input variable vector u(t)∈Rr and the uncertainties ΔAi(t), ΔB(t) ΔAs(t)
are matching uncertainties. The system trajectory q(t) ∈ Rn

+, and the output y(t) ∈ Rm
+

are nonnegative, C ∈Rm×n
+ , B,ΔB(t) ∈Rn×r

+ and ΔAi(t),ΔAs(t) ∈Rn×n
+ are nonnegative

matrices, A,As ∈Mn×n
−+ are strictly Metzler and r = m. Moreover, hi(θ(t)) is averaging

weight for the i-th rule, representing the normalized grade of membership, where

0≤ hi(ϑ(t))≤ 1,
s

∑
i=1

hi(ϑ(t)) = 1 f or all i ∈ 〈1,s〉 , (3)

while s is the number fuzzy rules (linear sub-models) and

ϑ(t) =
[

θ1(t) θ2(t) · · · θq(t)
]

(4)

is q-dimensional vector of premise variables, where the premise variables are measur-
able. More details can be found, e.g., in [24], [25].

Definition 1. [18] A square matrix A ∈Mn×n
−+ is purely Metzler if its diagonal elements

are negative and its off-diagonal elements are nonnegative. A Metzler matrix A ∈Mn×n
−+

is strictly Metzler if its diagonal elements are negative and its off-diagonal elements are
positive. A Metzler matrix is stable if it is Hurwitz.

Definition 2. [26] Given any nonnegative initial condition φ(t) ∈ Rn
+ such that q(t) =

φ(t) for −τ ≤ t ≤ 0, the externally unforced system (1) is said to be positive if the corre-
sponding trajectory is nonnegative (q(t) ∈Rn

+ for all t ≥ 0).

Definition 3. (adapted from [8]) If the uncertainties of the system (1), (2) satisfy for
every time-instant t > 0 the condition[

ΔAi(t)) ΔB(t)) ΔAs(t))
]
= MΞ(t)

[
Nai Nb Ns

]
, (5)

where M ∈ Rn×s
+ , Nai ∈ R

p×n
+ , Nb ∈ R

p×r
+ , Ns ∈ R

p×n
+ are known nonnegative real ma-

trices characterizing the uncertainties structure, Ξ(t) ∈ Rs×p is a time varying matrix
satisfying the bound

ΞT(t)Ξ(t)≤ I p (6)
and the elements of Ξ(t) are Lebesgue measurable, then the uncertainties ΔAi(t), ΔB(t)
ΔAs(t), are matching uncertainties.

Note, as a rule, for point time-delay Metzler-Takagi-Sugeno systems with strictly
positive Ai, As and nonnegative B all the matrices M ∈ Rn×s

+ , Nai ∈ R
p×n
+ , Nb ∈ R

p×r
+ ,

Ns ∈R
p×n
+ have to be non-negative.

Since Metzler-Takagi-Sugeno systems are defined to satisfy affine combination of
matrix elements [27], this suggests the following.
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Lemma 1. (adapted from [26]) Assuming that the externally unforced system (1) is
asymptotically stable and the matrices As ∈Mn×n

−+ and Ai ∈Mn×n
−+ for i = 1, . . . ,s are

strictly Metzler then the composed matrix

A	i = Ai +As (7)

is strictly Metzler and Hurwitz

Remark 1. Obviously, if all matrices in (7) are strictly Metzler then their sum must
have the form of a strictly Metzler matrix. In dependence on positions of zero elements
in these matrices, there can be a strictly Metzler matrix A	i even for the case where both
matrices are only purely Metzler, or one from them is strictly Metzler and the other is
purely Metzler. This means different interpretations of the tasks of analysis and synthesis
of such class of systems and leads to solutions with different parametric boundaries on
Metzler structures [4], [28], [29]. Unless otherwise stated below, the both above given
matrices in (7) are considered to be strictly Metzler for all i.

Remark 2. In general, a strictly Metzler matrix A ∈Mn×n
−+ is so confronted with n2

boundaries implying from the structural constraints

alh < 0, l = h, alh > 0, l 
= h, ∀l,h ∈ 〈1,n〉 . (8)

This just means in consequence to apply diagonal stabilization principle [30] in control
or observer design task. This principle can be adapted for the control design task if
a strictly Metzler matrix A ∈Mn×n

−+ . is represented with the following rhombic form,
constructed by circular shifts of the rows of the strictly Metzler A as follows

AΘ=

⎡
⎢⎢⎢⎢⎢⎣

−a11 a12 a13 · · · a1n
−a22 a23 · · · a2n a21

−a33 · · · a3n a31 a32
. . .

...
...

...
. . .

−ann an1 an2 · · · an,n−1

⎤
⎥⎥⎥⎥⎥⎦
, (9)

where the diagonal matrices

AΘ(l, l) = diag
[−a11 −a22 · · · −ann

]≺ 0 , (10)

AΘ(l, l+h) = diag
[
a1,1+h· · ·an−h,n an−h+1,1· · ·an,h

]� 0 , h = 1, . . . ,n−1 , (11)
are related to diagonals of AΘ and Θ=(1↔n)/n notes summation in the sense of the
sum of modulo (n+1).

Moreover, it can see that generally n2 parametric Metzler constraints (8) can be
defined by the negativeness of (10) and positiveness of the set of diagonal matrices (11).

Definition 4. [31] A square matrix L ∈ Rn×n
+ is the permutation matrix if exactly one

element in each column and each row is equal to 1 and all others are equal to 0. The
permutation matrix L is called circulant if

L =

[
0T 1

In−1 0

]
. (12)

Remark 3. If X ∈Rn×n is a diagonal matrix and L is the circulant permutation matrix
(12) then

LTdiag
[
x1 x2 · · · xn

]
L = diag

[
x2 · · · xn x1

]
. (13)
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Lemma 2. [32] Let the matrix A∈Mn×n
−+ is strictly Metzler then it is Hurwitz if and only

if there exists the positive definite diagonal matrix S ∈Rn×n
+ that for h = 1, . . . ,n−1 and

the circulant L ∈Rn×n
+ the following sets of LMIs is feasible

S� 0, SAT +AS≺ 0 , (14)

AΘ(l, l)S≺ 0 , LhAΘ(l, l+h)LhTS� 0 . (15)

Lemma 3. [33] If the strictly Metzler A∈Rn×n
−+ , the nonnegative B∈Rn×r

+ and a positive
K ∈ Rr×n

+ guarantee that Ac = A−BK ∈ Rn×n
−+ is strictly Metzler then it is satisfied for

the defined h and j

Ac =
n−1

∑
h=0

(
AΘ(l, l +h)−

r

∑
j=0

Bd jKd jh
)
LhT, (16)

where with Kd j,Bd j ∈Rn×n
+

AΘ(l, l)−
r

∑
j=0

Bd jKd j ≺ 0 , (17)

AΘ(l, l +h) −
r

∑
j=0

Bd jKd jh � 0 , (18)

K =

⎡
⎢⎣

kT
1
...

kT
r

⎤
⎥⎦ , Kd j = diag

[
kT

j
]
= diag

[
k j1 · · · k jn

]
, Kd jh = LhTKd jLh (19)

B =
[
b1 · · · br

]
, Bd j = diag

[
b j
]
= diag

[
b j1 · · · b jn

]
(20)

Note, (17), (18) force parameter constraints of the Metzler Ac and do not guaranty
that Ac is Hurwitz. Equation (16) together with (19)–(20) give the relations between the
square and the rhombic matrix representation of Ac.

Summarizing, in this section are fixed the basis notations and terminologies used in
the paper, clarified the necessary background theoretical preliminaries from the assorted
points of interpretation and recalled a number of relevant definitions. In order to com-
monly formalize control synthesis for the uncertain Metzler-Takagi-Sugeno time-delay
systems in the following section, everything is defined on the common state-space basis.

3. Control Design for the Class of Uncertain Metzler-Takagi-Sugeno Time-delay

Systems

This section presents the conditions on control existence for considered class of systems
with constant time-delays and the LMI based formulation for computing the control law
parameters. The considered problem is connected with the control law

u(t) =−Kq(t)−Ksq(t− τ) (21)

such that in the closed-loop structure
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q̇(t) =
s

∑
i=1

hi(ϑ(t))(Ai−BK)q(t)+
s

∑
i=1

hi(ϑ(t))(ΔAi(t)−ΔB(t)K)q(t)+

+(As−BKs)q(t− τ)+(ΔAs(t)−ΔB(t)Ks)q(t− τ)

=
s

∑
i=1

hi(ϑ(t))Aciq(t)+
s

∑
i=1

hi(ϑ(t))AΔci(t)q(t)+Acsq(t− τ)+AΔcs(t)q(t− τ) ,

(22)
where

Aci =Ai−BK, AΔci(t) =ΔAi(t)−ΔB(t)K, Acs =As−BKs, ΔAcs(t) =ΔAs(t)−ΔB(t)Ks,

(23)
the matrices Aci,Acs,A◦ci,A

◦
cs ∈ Rr×n

−+ are strictly Metzler, the control law gains K,Ks ∈
Rr×n

+ are positive and
A◦ci = Aci +Acs (24)

are strictly Metzler and Hurwitz for all i.
The relation (5) then admits the uncertainty models if p = r

ΔAci(t) = MΞ(t)(Nai−NbK) = MΞ(t)Nci , (25)

ΔAcs(t) = MΞ(t)(Ns−NbKs) = MΞ(t)Ncs . (26)
where

Nci = Nai−NbK , Ncs = Ns−NbKs . (27)
Reflecting the diagonal stabilisation principle, then to the above introduced relations

(19), (20) the additional terms are defined

Aci = Ai−
r

∑
j=1

b jkT
j = Ai−

r

∑
j=1

Bd jlnlT
n Kd j , (28)

Acs = As−
r

∑
j=1

b jkT
s j = As−

r

∑
j=1

Bd jlnlT
n Ksd j , (29)

Nci = Nai−
r

∑
j=1

nb jkT
j = Nai−

r

∑
j=1

Nbd jlrlT
n Kd j , (30)

Ncs = Ns−
r

∑
j=1

nb jkT
s j = Ns−

r

∑
j=1

Nbd jlrlT
n Ksd j , (31)

AΘ i(l, l) = diag
[−ai11 −ai22 · · · −ainn

]
, (32)

AΘ i(l, l +h) = diag
[
ai,1,1+h · · · ai,n−h,n ai,n−h+1,1 · · · ai,nh

]
, (33)

AΘs(l, l) = diag
[−as11 −as22 · · · −asnn

]
, (34)

AΘs(l, l +h) = diag
[
as,1,1+h · · · as,n−h,n as,n−h+1,1 · · · as,nh

]
, (35)

Ks =

⎡
⎢⎣

kT
s1
...

kT
sr

⎤
⎥⎦ , Ksd j = diag

[
kT

s j
]
= diag

[
ks j1 · · · ks jn

]
, Ksd jh = LhTKsd jLh (36)

Nb =
[
nb1 · · · nbp

]
, Nbd j = diag

[
nb j

]
= diag

[
nb j1 · · · nb jp

]
. (37)

lT
n =

[
1 1 · · · 1

]
, lT

r =
[
1 1 · · · 1

]
, ln ∈Rn

+. lr ∈Rr
+ (38)

and (7) is reformulated as:
A◦ci = Aci +Acs . (39)

D. Krokavec and A. Filasová / One Class of Uncertain Metzler-Takagi-Sugeno Time-Delay Systems 241



To simply constructing under defined matching uncertainties the following lemma can
be applied.

Lemma 4. [34] Let the real matrices X, Y , Z of consistent dimensions are bound by the
relation

Z = XTY +Y TX , (40)
then for positive γ ∈R+ the following inequality is satisfied

Z � γ−1XTX + γ Y TY . (41)

Thus, considering (19), (20), (32)–(39) and the circulant L ∈Rn×n
+ from (12) it can

prove the following.

Theorem 1. If for strictly Metzler Ai,As ∈Mn×n
−+ and nonnegative B ∈Rn×r

+ , M ∈Rn×s
+ ,

Nai ∈ R
p×n
+ , Nb ∈ R

p×r
+ , Ns ∈ R

p×n
+ there exist positive definite diagonal matrices

S,R j,Rs j ∈Rn×n
+ and a positive scalar δ ∈R+ such that for h = 1, . . . ,n−1, i = 1, . . . ,s

is feasible the following set of linear matrix inequalities

S� 0 , R j � 0 , Rs j � 0 , δ > 0 , (42)⎡
⎢⎢⎣
[(Ai +As)S−

r
∑
j=1

Bd jlnlT
n (R j +Rs j)]+ [∗]+δMMT ∗

(Nai +Ns)S−
r
∑
j=1

Nbd jlrlT
n (R j +Rs j) −δ Ir

⎤
⎥⎥⎦≺ 0 , (43)

AΘ i(l, l)S−
r

∑
j=0

Bd jR j ≺ 0 , (44)

AΘs(l, l)S−
r

∑
j=0

Bd jRs j ≺ 0 , (45)

LhAΘ i(l, l+h)S−
r

∑
j=0

LhBd jLhTR j � 0 , (46)

LhAΘs(l, l +h)LhTS−
r

∑
j=0

LhBd jLhTRs j � 0 , (47)

then the positive control gains K,Ks ∈Rr×n
+ are given as

Kd j = R jS−1, kT
j = lT

n Kd j , K =

⎡
⎢⎣

kT
1
...

kT
r

⎤
⎥⎦ , (48)

Ksd j = Rs jS−1, kT
s j = lT

n Ksd j , Ks =

⎡
⎢⎣

kT
s1
...

kT
sr

⎤
⎥⎦ (49)

and force the strictly Metzler and Hurwitz matrices (39) and Metzler matrices Aci, Acs.
Hereafter, ∗ denotes the symmetric item in a symmetric matrix.

Proof. It quickly follows from (7), (14) that
(Ai +As +ΔiAi(t)+ΔAs(t))S+S(Ai +As +ΔAi(t)+ΔAs(t))T ≺ 0 , (50)

where S� 0 is a positive definite diagonal matrix. Combining associated parts of uncer-
tainties in (50) it can write
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(ΔAi(t)+ΔAs(t))S+S(ΔAi(t)+ΔAs(t))

= MΞ(t)(Nai +Ns)S+S(Nai +Ns)
TΞ(t)TMT

� γ−1MΞ(t)Ξ(t)TMT + γS(Nai +Ns)
T(Nai +Ns)S

� γ−1MMT + γ S(Nai +Ns)
T(Nai +Ns)S ,

(51)

where the final relation follows from (41) taking a positive scalar γ ∈ R+ into account.
Then, in the view of condition (50)

(Ai +As)S+S(Ai +As)
T + γ−1MMT + γ S(Nai +Ns)

T(Nai +Ns)S≺ 0 (52)

and it is apparent that[
(Ai +As)S+S(Ai +As)

T + γ−1MMT S(Nai +Ns)
T

(Nai +Ns)S −γ−1Ir

]
≺ 0 , (53)

when the Schur complement property is applied.
To govern the closed-loop system then (53) has to be satisfied with exchange for

Ai ← Aci, As ← Acs, Nai ← Ncai, Ns ← Ncs and δ = γ−1 that is[
(Aci +Acs)S+S(Aci +Acs)

T +δMMT S(Ncai +Ncs)
T

(Ncai +Ncs)S −δ Ir

]
≺ 0 . (54)

Since it can check the following hold from (28)–(31)

AciS = AiS−
r

∑
j=1

b jkT
j S = AiS−

r

∑
j=1

Bd jlnlT
n Kd jS = AiS−

r

∑
j=1

Bd jlnlT
n R j , (55)

AcsS = AsS−
r

∑
j=1

b jkT
s jS = AsS−

m

∑
k=1

Bd jlnlT
n Ksd jS = AsS−

r

∑
j=1

Bd jlnlT
n Rs j , (56)

NcaiS = NaiS−
r

∑
j=1

nb jkT
j S = NaiS−

r

∑
j=1

Nbd jlrlT
n Kd jS = NaiS−

r

∑
j=1

Nbd jlrlT
n R j , (57)

NcsS = NsS−
r

∑
j=1

nb jkT
s jS = NsS−

r

∑
j=1

Nbd jlrlT
n Ksd jS = NsS−

r

∑
j=1

Nbd jlrlT
n Rs jS , (58)

where
R j = Kd jS , Rs j = Ksd jS . (59)

then LMI (57) conditioned by (58)-(59) imply (43).
The inequalities (17), (18) and the relation (19) in turn give the similar expressions

for actual parametric constraints

AΘ i(l, l)−
r

∑
j=0

Bd jKd j ≺ 0 , AΘs(l, l)−
r

∑
j=0

Bd jKsd j ≺ 0 , (60)

AΘ i(l, l +h)−
r

∑
j=0

Bd jKd jh � 0 , AΘs(l, l +h)−
r

∑
j=0

Bd jKsd jh � 0 , (61)

where
Kd jh = LhTKd jLh, Ksd jh = LhTKsd jLh. (62)

Then, multiplying the right side of (60) by S it yields

AΘ i(l, l)S−
r

∑
j=0

Bd jKd jS≺ 0 , AΘs(l, l)S−
r

∑
j=0

Bd jKsd jS≺ 0 (63)

and replacing with (59) then (60) imply (44) and (45).
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Pre-multiplying the left side by Lh and post-multiplying the right side by LhTS then
(61) is rewritten as

AΘ i(l, l +h)S−
r

∑
j=0

Bd jKd jhLhTS� 0 , AΘs(l, l +h)S−
r

∑
j=0

Bd jKsd jhLhTS� 0 , (64)

Thus, substituting (62)

AΘ i(l, l +h)S−
r

∑
j=0

Bd jLhTKd jS� 0 , AΘs(l, l +h)S−
r

∑
j=0

Bd jLhTKsd jS� 0 , (65)

where LhLhT = In and replacing with (59) then (64) imply (46) and (47). This completes
the proof.

Remark 4. If the set of LMIs (42)–(47) is feasible, the conditions (44)–(47) cover that
the matrices Aci, Ai are strictly Metzler, the matrix inequality (43) clamps that A◦ci is
Metzler and Hurwitz and the positive definite diagonal matrix variables S,R j,Rs j guar-
anty that K,Ks ∈Rr×n

+ are positive. Thus, the given problem can be solved by (42)–(47),
guaranteing quadratically stable closed-loop system.

Potentially, the given task formulation can be extended for models with the interval
uncertainties in time-delays and inputs using the concept of parallel distributed compen-
sation [25].

Corollary 1. Consider that B ∈ Rn×r
+ is nonnegative and that Ai,As ∈Mn×n

−+ are pure
Metzler but all are mutually compatible in the position of a zero value off-diagonal ele-
ment (zero element falls in all these matrices on the position with the row number z and
the column number y).

If the z-th row of B is zero vector (bT
z = 0T), the design conditions (42)–(47) re-

main valid and the results in the feasible case are positive K, Ks, pure Metzler matrices
Aci,As ∈Mn×n

−+ and pure Metzler and Hurwitz A◦ci ∈Mn×n
−+ .

If elements of the z-th rov of B are nonzero and an off-diagonal (z,y)-element is
equal to zero in mutually compatible Ai,As ∈Mn×n

−+ then the design conditions have to be
reformulated for the structural positive semi-definite diagonal matrix variables R j,Rs j,
defined as

R j = diag
[
r j1 · · · r j,z−1 r jz r j,z+1 · · · r jn

]� 0 (66)
Rs j = diag

[
rs, j1 · · · rs, j,z−1 rs jz rs, j,z+1 · · · rs, jn

]� 0 (67)
where for all j and given z

r jz = 0, rs jz = 0 (68)
The results in the last noted case guaranty nonnegative K, Ks, pure Metzler and Hur-

witz A◦ci ∈Mn×n
−+ and pure Metzler matrices Ai,As ∈Mn×n

−+ . The inclusion of the reference
[35] makes up for the omitted details of the explanation.

Other cases, if they are solvable, can be done "ad hoc" in definition of distinct struc-
tural positive semi-definite diagonal matrix variables R j, Rs j for different j ∈ 〈1,s〉.

The aim of the proposed methodology is to stabilize the systems of the given class
at the defined parameters of the system model. In the solved task, the task validation is
included inherently in the synthesis conditions - if the considered system is stabilizable,
there must be positive definite diagonal matrix variables such that the proposed set of
LMI is feasible. Only if the system has uncontrollable modes the validation would be
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more involved. For the control approach, the quadratic stability of the overall closed-loop
error dynamics is proven using by the system matrix eigenvalue emplacement criterion.

Remark 5. For application use in the control theory, this type of design task does not
define the principle of LMI algorithm implementation, but only their boundaries [36].
The final characteristics are defined by the choice of a standard LMI solver, which defines
the computational complexity of the implemented algorithms. In this case the algorithm
solves the design task in polynomial time with respect to the cardinality of the state space,
the number of matrix variables and applied LMI solver. Using the LMI solver SeDuMi
the computational complexity is O(h2

dvh2.5
ar + h3.5

ar ), where hdv is the number of decision
variables and har is the number of active rows in the LMIs [37], while the computational
complexity of MATLAB LMI Toolbox is O(h3

dvhar) [38]. The former algorithm is so more
efficient for problems with a large number of LMI variables.

Because the principle is not intended for use in an adaptive control structure with the
real-time control parameter calculation, this computational complexity is not applicable
limiting.

The proposed method provides a novel, original, constructive and nontrivial formu-
lation, where the computation of the control gains reduces to a feasibility problem over
a set of LMIs. The solution depends on the positive parameter δ , corresponding to an
upper bound for the matching uncertainty condition and is optimized in the nominally
defined design task. The parameter δ can be fixed in the design step interactively in the
case it is necessary to modify (usually slow down) the dynamics of a closed loop.

4. Illustrative Example

To illustrate the effectiveness of the proposed method the design principle is applied to
the system model (1), (2) defined by the system parameters

A1 =

⎡
⎣−0.27 1.94 1.45

0.08 −3.96 0.20
0.45 0.70 −2.91

⎤
⎦ , A2 =

⎡
⎣−0.26 2.06 1.55

0.14−3.64 0.36
0.25 0.78−2.55

⎤
⎦ , LT =

[
0 I2
1 0T

]
, lr =

[
1
1

]
,

As =

⎡
⎣−0.01 0.12 0.15

0.01−0.38 0.03
0.04 0.07−0.31

⎤
⎦ , B =

⎡
⎣0.5 1.0

1.0 0.9
0.7 1.1

⎤
⎦ , CT =

⎡
⎣1 0

0 1
0 0

⎤
⎦ , ln =

⎡
⎣1

1
1

⎤
⎦ , M =

⎡
⎣0 0

1 0
0 1

⎤
⎦ ,

Na1 =

[
0.02 0 0

0 0.01 0

]
, Na2 =

[
0.01 0 0

0 0.02 0

]
, Ns =

[
0.02 0 0

0 0.02 0

]
, Nb =

[
0.2 0
0 0.2

]
,

where A1, A2, As are strictly Metzler but not Hurwitz.
With the synthesis focusing points, of immediate consequences are primary the com-

mon matrix auxiliary parameters
AΘ1(l, l) =−diag1

[
0.27 3.96 2.91

]
, AΘ2(l, l) =−diag

[
0.26 3.64 2.55

]
,

AΘ1(l, l +1) = diag
[
1.94 0.20 0.45

]
, AΘ2(l, l +1) = diag

[
2.06 0.36 0.25

]
,

AΘ1(l, l +2) = diag
[
1.45 0.08 0.70

]
, AΘ2(l, l +2) = diag

[
1.55 0.14 0.78

]
,

AΘs(l, l) =−diag
[
0.01 0.38 0.31

]
,

AΘs(l, l +1) = diag
[
0.12 0.03 0.04

]
, AΘs(l, l +2) = diag

[
0.15 0.01 0.07

]
,

Bd1 = diag
[
0.5 1.0 0.7

]
, Bd2 = diag

[
1.0 0.9 1.1

]
,
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Nbd1 = diag
[
0.2 0

]
, Nbd2 = diag

[
0 0.02

]
.

Solving (42)-(47), applying SeDuMi package in MATLAB environment, the feasible
task admits the solution with the following positive definite diagonal matrix variables

S = diag
[
3.3558 0.4667 0.6948

]
,

R1 = diag
[
0.0879 0.1008 0.0422

]
, R2 = diag

[
0.1190 0.0813 0.0496

]
,

Rs1 = diag
[
0.0115 0.0132 0.0066

]
, Rs2 = diag

[
0.0119 0.0093 0.0070

]
.

Using relations (48), (49) the positive gain matrices of the common control law are
computed as

K =

[
0.0023 0.0426 0.0078
0.0079 0.0208 0.0167

]
, Ks =

[
0.0296 0.1861 0.0614
0.0352 0.1583 0.0659

]

and it is trivial to construct the matrices A◦c1, A◦c2

A◦c1 =

⎡
⎣−0.3338 1.7437 1.4834

0.0253 −4.7589 0.0865
0.4264 0.3854 −3.3588

⎤
⎦ , ρ(A	c1) =

⎡
⎣−0.1231
−3.5463
−4.7821

⎤
⎦ ,

A◦c2 =

⎡
⎣−0.3238 1.8637 1.5834

0.0853 −4.4389 0.2465
0.2264 0.4654 −2.9988

⎤
⎦ , ρ(A	c2) =

⎡
⎣−0.1459
−3.0848
−4.5308

⎤
⎦ .

The design condition guaranties only that Ac1, Ac2, Acs be strictly Metzler, but for such
given system parameters it is obtained

Ac1 =

⎡
⎣−0.3186 1.6578 1.3483

0.0219 −4.3328 0.0750
0.3927 0.3572 −3.0310

⎤
⎦ , ρ(Ac1) =

⎡
⎣−0.1226
−3.2068
−4.3529

⎤
⎦ ,

Ac2 =

⎡
⎣−0.3086 1.7778 1.4483

0.0819 −4.0128 0.2350
0.1927 0.4372 −2.6710

⎤
⎦ , ρ(Ac2) =

⎡
⎣−0.1452
−2.7440
−4.1032

⎤
⎦ ,

Acs =

⎡
⎣−0.0153 0.0859 0.1352

0.0034 −0.4262 0.0115
0.0337 0.0283 −0.3277

⎤
⎦ , ρ(Acs) =

⎡
⎣−0.0003
−0.3396
−0.4293

⎤
⎦ ,

which all are strictly Metzler and Hurwitz, but this results is not guaranteed in general.
One can verify that using slightly different parameter matrix with the time-delay

relation As in the form

As =

⎡
⎣−0.01 0.12 0.15

0.01−0.38 0.03
0.04 0.07−0.31

⎤
⎦ �

⎡
⎣−0.01 0.12 0.15

0.01−0.38 0.03
0.04 0.07−0.30

⎤
⎦ ,

the solution mean strictly Metzler and Hurwitz A◦c1, A◦c2, Ac1, Ac2, but Acs is only strictly
Metzler, since in this case

Acs =

⎡
⎣−0.0153 0.0859 0.1352

0.0034−0.4262 0.0115
0.0337 0.0283−0.3177

⎤
⎦ , ρ(Acs) =

⎡
⎣ 0.0001
−0.3302
−0.4291

⎤
⎦ .

Note, the matrix Acs does not need to be a Hurwitz matrix since the main idea is to
construct a stable augmented matrix A◦ci.

Real negative system eigenvalues are conditional on the use of positive Metzler sys-
tems because they guarantee the aperiodic positive trajectories of state variables for a
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non-negative initial state of the system with convergence to the system equilibrium only
in the positive subspace Rn

+. For this reason, the graphical presentation of state trajec-
tories appears to be redundant. The given example contains all the parameters so that
interesting readers can verify this fact.

Note, the potentially comparable method for stabilization of time-delay positive
continuous-time systems presented in [39] produces in general the non-negative gains
and the nonnegative closed-loop system matrices although the description of the system
is based on the strictly Metzler matrix structures. As a result, there is no comparison base
of the design methods for the results presented in this paper for uncertain Mezler-Takagi-
Sugeno time-delay systems.

For sake of readability, in the example is only treated the case of strictly Metzler
system matrices, but the authors are convinced that this explicit example helps interesting
readers in understanding such defined design problem in the whole complexity.

5. Concluding Remarks

In the paper, a novel method is proposed for design of control law parameters for uncer-
tain Mezler-Takagi-Sugeno time-delay systems with a constant point time-delay in state
and it is showed that it preserves principle of diagonal stabilization. Structural proper-
ties of the considered systems with uncertainties are reflected to ensure the closed-loop
quadratic stability when defining the LMIs structure which cover the system structural
constraints, the parameter uncertainties and the point-delay in system state. What seems
perhaps specific is additional conditions to find state feedbacks with positive system
gains, preserving the closed-loop system positivity for strictly Metzler system matrices.
The parameter uncertainty domination as well as quadratic stability are guaranteed by
using the proposed structure of the state feedback. The illustrative example confines to
the theoretical starting points. To the best of authors’ knowledge, no comparable theoret-
ical results are available for design of state control of this class of systems with strictly
Metzler matrix structures.

The reason justifying the use of uncertain Metzler-Takagi-Sugeno time-delay model
is the need to minimize potentially the time-delay impact on the control with distributed
sensor structures of nonlinear systems. In this sense the account of the uncertainties
in Metzler-Takagi-Sugeno models allows adjusting the system state so that the system
parameter constraints imposed by the system positivity are satisfied. This is also the main
topic for the future research.

The limitation of the presented structure of LMIs is tied to the positive definiteness
of the diagonal variables R j,Rs j, which in the case of the purely Metzler structure of
the matrices may mean a marginal feasibility of the solution. Corollary 1 outlines an
approach of solving this problem by defining these variables as structured in an ad hoc
manner for a specific case. Another disadvantage limiting their widespread use is the
problem of selecting the nonnegative uncertainty matching conditions.

Solving under given system parametric constraints and the boundlessness of system
uncertainties substantially limits a control parameter tuning by reexpressing the design
conditions with an additive tuning parameter. However, such a path must be used for
uncertain Metzler-Takagi-Sugeno time-delay systems with a polytopic region of uncer-
tainty as this introduces another scalar tuning parameter when using the slack matrix
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principle. If an unknown disturbance is acting on the uncertain Metzler-Takagi-Sugeno
time-delay systems, adjusting to the H∞ norm of the disturbance transfer function must
be done by even more tuning scalar parameter. The ideas presented can be potentially
extended to a more general class of Mezler-Takagi-Sugeno time-delay systems with in-
terval time-delays or to design a non-fragile memory feedback controller for the consid-
ered system class and to the system reference trajectory problem. These cases are partly
a topic for future research.
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Abstract. Human Activity Recognition (HAR) plays an important role in behavior 
analysis, video surveillance, gestures recognition, gait analysis, and posture 
recognition. Given the recent progress of Artificial Intelligence (AI) applied to HAR, 
the inputs that are the data from wearable sensors can be treated as time-series from 
which movement events can be classified with high accuracy. In this study, a dataset 
of raw sensor data served as input to four different deep learning networks (DNN, 
CNN, LSTM, and CNN-LSTM). Differences in accuracy and learning time were 
then compared and evaluated for each model. An analysis of HAR was made based 
on an attempt to classify three activities: walking, sit-to-stand, and squatting. We 
also compared the performance of two different sensor data types: 3-axis linear 
acceleration measured from two inertial measurement units (IMUs) versus 3D 
acceleration of two retro-reflective markers from the high-end optoelectronic 
motion capture system (MOCAP). The dataset created from observations of ten 
subjects was preprocessed with labelling and sliding windows and then used as input 
to the four frameworks. The results indicate that, for HAR prediction, linear 
accelerations estimated using IMUs are as reliable as those measured using the 
MOCAP system. Also, the use of the hybrid CNN-LSTM framework for both 
methods resulted in higher accuracy (99%). 

Keywords. human activity recognition; motion capture; inertial measurement unit; 
artificial intelligence, deep learning. 

1. Introduction 

Currently, devices that aim to identify human activities play an important role in 
understanding how people perform their daily activities. The growing applications of 
Human Activity Recognition (HAR) include behavior analysis, video surveillance, 
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gestures recognition, gait analysis, and posture recognition [1]. Consequently, there are 
two types of HAR: that based on data extracted from video and that based on motion 
sensors (e.g., wearable sensors, smartphones, radio frequency (RF) sensors (Wi-Fi, 
RFID), LED light sensors, cameras [2]. For HAR based on motion sensors, the raw data 
obtained translates into signal patterns that represent the movement of the sensed area of 
the body. 

The application of AI for HAR has revolutionized the way researchers segment and 
identify information extracted from wearable motion sensors. Machine Learning 
techniques first were used to extract features, and later to apply classifiers and obtain 
predictions (i.e., Support Vector Machines, k-Nearest Neighbor, and Artificial Neural 
Networks) [3]. However, the use of Deep Learning is recommended for feature 
extraction due to the power that these networks offer [4]. In Deep Learning, the raw data 
is managed as time series sequences. Hence, sliding windows must be created to organize 
this raw data [5]. The literature suggests using special networks to work with this type 
of data: these include Deep Neural Networks (DNN), Convolutional Neural Networks 
(CNN), and Recurrent Neural Networks (RNN). Lately, a hybrid model has been used 
that is based on the combination of two deep neural networks: CNN-LSTM (Long Short-
Term Memory). This hybrid model allows for the achievement of high recognition scores 
in image processing and video-based HAR [6]. 

Overall, by using deep learning frameworks, it is possible to obtain high accuracy 
predictions and avoid the manual feature extraction process that occurs when applying 
Machine Learning [7]. In other words, this process overcomes the disadvantages of basic 
Machine learning algorithms, so that data scientists need not perform feature engineering 
manually. Given that, this study aimed to evaluate the performance of four deep learning 
networks (DNN, CNN, LSTM, CNN-LSTM) for HAR and, specifically, their ability to 
predict three different activities: walking, sit-to-stand, and squatting. The experimental 
data acquired includes 3D acceleration values from two different systems: a low-cost 
inertial measurement system composed of two IMUs, and an optoelectronic MOCAP 
system.  

 
2. Materials and Methods   

2.1. Experimental Acquisition:  
The performance of the different networks was tested by evaluating the linear 
acceleration data of three daily movements: walking, sit-to-stand, and squatting. The 
experimental acquisitions were done in the Lisbon Biomechanics Laboratory at Instituto 
Superior Técnico using two motion capture systems: a low-cost inertial measurement 
system based on two MetaMotionR sensors (MBIENTLAB INC, San Francisco, CA., 
USA) and a high-end optoelectronic system composed of 14 infrared ProReflex 1000 
cameras (Qualisys©, Göteborg, Sweden). The study was approved by the ethics 
committee of Instituto Superior Técnico in January 2020 (Ref. nr. 1/2020 (CE-IST)). All 
volunteers expressed their agreement to participate by signing an informed consent after 
a detailed explanation of the study objectives and experimental protocol.  

The inertial measurement acquisition protocol consisted in the use of two wearable 
sensors placed on the left wrist and left ankle. Simultaneously, a 2D full body protocol, 
composed of 24 retro-reflective makers placed on anatomical landmarks as suggested by 
ISB [8] [9], was implemented to acquire the volunteer’s motion with the optoelectronic 
system. Two more markers were placed over the IMUs to directly compare the neural 
network predictions from the two systems (see Fig. 1). Ten healthy volunteers (M:6, F:4; 
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Age: 30.0±6.3 years; Height: 1.70±0.11 m.; Weight: 69.7±15.3 kg.) were selected based 
on the inclusion/exclusion criteria defined in the ethics committee proposal. The 
acquisitions with the two systems were done simultaneously using a sampling frequency 
of 100 Hz. The MOCAP data was processed using the Qualisys Tracking Manager 
software and the IMU data with the MetaBase App. For the gait analysis, volunteers were 
instructed to walk continuously for 60 seconds; this procedure was repeated three times. 
For the remaining movements, volunteers performed three series of ten repetitions each. 
All the trials were performed after a period of adaptation to the laboratory environment. 

 
2.2. Data Preprocessing: 
All acquisition files were processed using Python programming language (Google 
Colab). A unified dataset was created, including all the frames in a file. Next, each 
activity was labeled, following the labelling technique [10], adding the information 
corresponding to the activity to which the sample belongs. The raw data was processed 
using sliding windows [11]. To create sliding windows it was necessary to divide the 
input signal into segments of a certain time duration. For this study, a window of 100 
samples in length was used. Six columns (x1, y1, z1, x2, y2, z2) and the final column 
named label, corresponding to the variable y, contained the three classes of expected 
activity (walking, sit-to-stand, squatting).”   

IMU data consisted of 3D vector accelerations in csv format. As the dataset was 
obtained using two MBIENTLAB INC sensors, the acquisition control was managed via 
Low Energy Bluetooth through the MetaBase App and, thus, in some cases the start time 
for recording the samples differed. The raw data was manually synchronized to adjust 
for this discrepancy. 

 Because the MOCAP system does not directly provide acceleration values, the 
acquired trajectories were processed using in-house routines developed in MATLAB 
software (MathWorks©, Natick, USA). The trajectories were smoothed using a 2nd order 
Butterworth filter with a cutoff frequency of 6 Hz and were posteriorly splined using 
cubic polynomials. Finally, the linear accelerations were computed as the 2nd order 
derivative of the spline functions. 

 
2.3. Choosing the artificial intelligence architecture: 
Several studies have suggested that time series data should be processed with Deep 
Learning networks [5,12,13] because these types of networks directly learn the mapping 
(between the inputs of time-series and class outputs) with the feature engineering 
technique [14]. First, a DNN architecture was implemented with fully connected layers. 
Second, CNN was used to treat the data as a times series and build them into 1 dimension 
temporal convolution (1D-CNN)  to capture dependences among input data [13]. This 
type of architecture is recommended to learn detailed feature representations and patterns 
from images [15]. Third, a LSTM is the type of RNN that helps in training the model 
over lengthy sequences and in the retention of the memory from previous time steps of 

 
Figure 1. Representation of the experimental protocol: a) Ankle sensor; b) Wrist Sensor 
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input fed to the model [16]. Hence, this last architecture is the one most often 
recommended to treat time series data. However, four networks with different 
architectures were tested, including a new approach combining CNN and LSTM. The 
CNN-LSTM is a hybrid model that uses CNN layers for feature extraction on input data 
combined with LSTMs to support sequence prediction [6]. Thus, the CNN-LSTM model 
reads subsequences of the main sequence as blocks: CNN extract features from each 
block, and then allows the LSTM to interpret the features extracted from each block. For 
this, a TimeDistributed wrapper was used that allows reuse of the CNN model, once per 
each subsequence. The CNN output serves as input to the LSTM, which provides the 
final prediction. 

Two metrics were chosen to measure the classification performance of each 
algorithm: accuracy and F1 score. Accuracy is the ratio of the number of correct 
predictions to the total number of input samples [17]. The F1 score combines two 
measures defined in terms of the total number of correctly recognized samples, which 
are known in the information retrieval community as precision and recall. Precision is 

defined as  , and recall corresponds to , where TP, FP are the number of true 

and false positives, respectively, and FN corresponds to the number of false negatives 
[18]. Class imbalance is countered by weighting classes according to their sample 
proportion: 

  

where i is the class index and wi= ni/N is the proportion of samples of class i, with ni 
being the number of samples of the i-th class and N being the total number of samples. 

3. Results 

3.1. Deep Learning Networks for IMU and MOCAP:  
The IMU-system database contained 304,135 samples and the MOCAP 315,334 samples. 
To train the algorithm, data from 8 volunteers was used and split in a relation of 80% for 
training and 20% for testing. Once trained, the algorithm was validated using data from 
an additional 2 volunteers. Early-stopping was added in the training phase to avoid 
overfitting.  

Although the number of epochs and batch normalization were not the same for each 
network type, the remaining configuration used the same parameter settings for the two 
types of data. First, the basic DNN architecture was settled with the following 
parameters: 4 Dense fully connected layers with a dimension of 32 neurons, each built 
alongside a flatten layer. This model was trained with 50 epochs using a batch size of 64. 
The number of network parameters was 11,939. Also, the loss function used was sparse 
categorical crossentropy, which is commonly used for categorical problems. The 
activation function was ReLU, and the optimizer function was Adam. Using this 
configuration, an accuracy of 0.999 was obtained for both acquisition systems (Figure 2, 
DNN IMU vs. DNN MOCAP). An F1 score of 91.856% was obtained for IMU and 
87.198% for MOCAP. Second, a CNN architecture was created using a sequential model 
of one Convolutional 1D layer with 32 filters, using a kernel of size 3 and ReLU 
activation. Besides a dropout of 0.5, a Max pooling 1D of size 2 and a flatten layer were 
used. In the end, a dense 8 units layer with ReLU activation function and another dense 
layer using the number of classes (in this case 3 classes) using as activation SoftMax 
were used for obtaining the prediction. This network was trained for 20 epochs using a 
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batch size of 32. Also, as in DNN, the loss function used was sparse categorical 
crossentropy. Using this configuration, an accuracy of 0.913 for IMU and 0.989 for 
MOCAP was obtained in the prediction as shown in Figure 2 (CNN IMU vs CNN 
MOCAP). F1 score values of 91.352% and 86.303%, respectively, were obtained. Third, 
an LSTM architecture was created using a sequential model of one LSTM layer with 100 

neurons. In addition, it featured a dropout of 0.5 and two dense layers: the first one with 
100 and activation function ReLU, and the last one with the number of classes and a 
SoftMax activation function. The number of network parameters was higher, totaling 
53,203. This network was trained for 15 epochs, using a batch size of 64. Also, as in the 
DNN and CNN architecture, the loss function used was sparse categorical crossentropy. 
Using this configuration resulted in a prediction accuracy of 0.993 (Figure 2: LSTM IMU 
vs LSTM MOCAP), and F1 scores of 91.856% and 86.303%, respectively.  

Finally, when creating the CNN-LSTM network, we highlight the necessity of 
treating the data, which is in windows of 100-time steps, into subsequences using 4 steps 
and length 25 to feed a sequential model followed by a 1D CNN wrapped into two Time 
Distributed layers. Also, as in the 3 models mentioned above, the loss function used was 
sparse categorical crossentropy. This configuration resulted in prediction accuracies of 
0.993 and 0.993 (Figure 2: CNN-LSTM IMU vs CNN-LSTM MOCAP) and F1 scores 
of 99.97% and 88.63%, respectively. 
   

. Discussion   
Although the first three classification networks returned acceptable accuracies (between 
91 and 99%), the F1 score, due to its robustness in the face of class imbalance, is the sole 
parameter that proves that a network is able to classify well, [19].  

According to the accuracy metric, all values, except for CNN, are around 99% 
(Table 1). This is most likely due to the early-stopping settings, although it is expected 

 
 

Figure 2. Accuracy and Loss metrics for the four Deep Learning networks of IMU and MOCAP data. 
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that the accuracy percentage would also reach 99% if it were allowed to train for more 
epochs. 
Table 1.

Performance 
Measurements 

Parameters 

Acquisition 
System 

DNN CNN LSTM CNN-LSTM 

 
Accuracy 

IMU 0.999 0.913 0.993 0.999 
MOCAP 0.999 0.989 0.999 0.999 

 
F1  

Score 
IMU 91.856 91.352 91.856 99.97 

MOCAP 87.198 86.303 87.830 88.629  

 
The F1 score metric for IMU performance surpasses 90% for all four networks; 

however, for MOCAP all networks (DNN, CNN, LSTM, CNN-LSTM) do not perform 
as expected because the samples were not sufficiently balanced (Table 1). For example, 
there were fewer walking frames than sitting and squatting frames. Prediction was most 
powerful with the last network (CNN-LSTM) for both systems, achieving a 99.97% 
prediction score for IMU and 88.63% for MOCAP. 

Comparing our results to the literature, Deep & Zheng [20] used a UCI_HAR dataset 
implementing 4 different LSTM and the hybrid framework CNN-LSTM. Their CNN-
LSTM model achieved the highest accuracy value with respect to the resting frameworks 
(93.40%); in contrast, we achieved 99% accuracy for all 4 networks tested. On the other 
hand, due to the imbalanced condition of our dataset, the calculated F1 score proves that 
the CNN-LSTM model is the best at recognition: hybrid models present higher scores 
[21]. Overall, using low-cost inertial sensor data with a complex Deep Learning hybrid 
model (CNN-LSTM) results in a good accuracy that is equal in reliability to a higher-
cost and more complex MOCAP data system more specialized in motion capture. 

. Conclusion  
Using Deep Learning methods, it was possible to recognize human activities such as 
walking, sit-to-stand, and squatting using only two IMUs and two markers located in the 
same place on the human body. This was accomplished by using Deep Learning 
Networks and processing the raw data as time series through sliding windows to extract 
relevant features from the segmented sequences. Accurate results were achieved with 
sensor data from IMUs, and the results validated with high quality MOCAP data. Using 
deep learning networks (DNN, CNN, LSTM), accuracies of above 91% was achieved. It 
was proven that, using the hybrid CNN-LSTM model, predictions can be achieved with 
the same accuracy (99%) as with the MOCAP system. Further research on the 
implementation of automatic labelling of human activities is required. 
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Abstract. This paper is dedicated to study the tracking control problem of the pos-
itive T-S Fuzzy systems under H∞ performance. Compared with general systems,
the limitation of the positive systems will bring non-convex conditions into the sta-
bility analysis. In order to overcome the challenge brought by the transformation of
non-convex conditions into convex conditions, a feasible solution is presented. In
addition, by using the piecewise-linear membership functions (PLMFs) technology,
more effective information of membership functions (MFs) is introduced, which
effectively weakens the conservativeness of the stability conditions and achieves
satisfactory tracking results. Ultimately, a simulation example is shown to confirm
the reliability of the design method.

Keywords. Positive T-S Fuzzy Systems, H∞ Performance, Tracking Control,
PLMFs

1. Introduction

Positive systems are ubiquitous in the real world, such as social demographic, network
communication systems, etc [1]. These systems have the inherent property that their
state variables are always positive under non-negative initial conditions [2]. Due to the
limitation of the positivity, when positive conditions and stability conditions exist at the
same time, the generation of non-convex conditions is inevitable [3], which will make
the analysis of positive nonlinear systems more complicated and scarce. Therefore, the
study of positive nonlinear systems has both practical value and challenges in theory.

Among all the nonlinear control strategies, the T-S fuzzy-model-based (TSFMB)
control has attracted the attention of more and more scholars [4]-[6]. Therefore, this pa-
per naturally uses the TSFMB to analyze the tracking control issue of positive systems.
Although the application of tracking control can be seen everywhere [7]-[9], such as
missile trajectory control [10] and aircraft attitude tracking [11], the existing literature
on tracking control of positive systems is quite lacking. Thus, starting from the actual
needs, the research on tracking control of positive systems have aroused our attention.
In the existing literature, due to the insufficient introduction of the original membership
function (MFs) information, the results achieved are extremely conservative. In this pa-
per, more effective information of MFs is brought into the analysis condition, which is
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helpful to realize a satisfactory tracking effect. In summary, the research motivation of
the tracking control of the positive system is mature.

In order to distinguish from the previous work, the main contribution of this paper
is to successfully extend the research of tracking control from general systems to posi-
tive systems that are rarely discussed. Correspondingly, for dealing with the non-convex
problem generated by positive systems, this paper presents an effective approach so that
feasible solutions can be found. In addition, for the purpose of achieving better tracking
effect, this paper uses PLMFs technology to introduce more effective MFs information
into the analysis conditions.

The following notations will refer to the full paper. δrs represents the r-th row and
s-th column of the matrix ΔΔΔ ∈ ℜn×m. ΔΔΔ ≺ 0, ΔΔΔ � 0, ΔΔΔ � 0 and ΔΔΔ � 0 represent that
each element δrs is negative, positive, non-positive and non-negative, respectively. The
Metzler matrix means that its off diagonal elements are all non-negative. d̆ represents
d̆ = {1,2, . . . ,d}.

2. Preliminaries

2.1. Positive T-S Fuzzy Model

The dynamic behavior of nonlinear plants is described by using p rules, where the i-th
rule is as follows:

Rule i, i ∈ p̆ : IF ϕ1(x(t)) is Mi
1 AND · · ·AND ϕψ(x(t)) is Mi

ψ

THEN ẋ(t) = Aix(t)+Biu(t),x(t) = φφφ(t), (1)

where Mi
l is the fuzzy set, ϕl(x(t)) is the premise variable, l ∈ ψ̆ , φφφ(t) is the vector valued

initial function. Ai and Bi are the system matrices with matching dimensions.
The whole system dynamics is shown as follows:

ẋ(t) =
p

∑
i=1

wi(x(t))
(
Aix(t)+Biu(t)

)
, (2)

where wi(x(t)) = ∏ψ
l=1 μMi

l
(ϕl(x(t)))/∑p

k=1 ∏ψ
l=1 μMk

l
(ϕl(x(t))). wi(x(t)) ∈ [0 1] and

∑p
i=1 wi(x(t)) = 1,∀i.

Definition 1 [12]: If the condition φφφ(·)� 0 satisfy corresponding x(t)� 0, ∀t ≥ 0, then
the system is regarded as a positive system.

Lemma 1 [13]: System (2) is positive if it satisfies the following: Ai is a Metzler matrix
and Bi � 0,∀i when u(t)� 0.

2.2. Positive Stable Reference Model

The stable positive reference model is given:

ẋr(t) = Arxr(t)+Brr(t), (3)
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where Ar ∈ ℜn×n, Br ∈ ℜn×m, r(t) ∈ ℜm×1 and xr(t) ∈ ℜn×1. It is worth emphasizing
that the reference model should be guaranteed to be stable.

2.3. Fuzzy Controller Design

By using c rules to describe the T-S fuzzy controller, where the j-th rule is:

Rule j, j ∈ c̆ : IF ϑ1(x(t)) is N j
1 AND · · ·AND ϑΩ(x(t)) is N j

Ω

THEN u(t) = F je(t)+G jxr(t), (4)

where ϑd(x(t)) is the premise variable, N j
d is the fuzzy set, e(t) = x(t)−xr(t). F j ∈ℜm×n

and G j ∈ℜm×n are the feedback gains, d ∈ Ω̆.
The overall T-S fuzzy controller is displayed as follows:

u(t) =
c

∑
j=1

m j(x(t))
(
F je(t)+G jxr(t)

)
, (5)

where m j(x(t)) = ∏Ω
d=1 μN j

d
(ϑd(x(t)))/∑c

k=1 ∏Ω
d=1 μNk

d
(ϑd(x(t))). m j(x(t)) ∈ [0 1],

∑c
j=1 m j(x(t)) = 1,∀ j, and m j(x(t)) is the normalized grade of membership. In the fol-

lowing analysis, if there is no confusion, the time t in each variable will be omitted.

3. Positivity and Stability Analysis

Combining (2) and (5), the closed-loop system is given:

ẋ =
p

∑
i=1

c

∑
j=1

wim j

(
(Ai +BiF j)x+Bi(G j−F j)xr

)
. (6)

In order to study the stability of the error system, ė can be obtained:

ė = ẋ− ẋr =
p

∑
i=1

c

∑
j=1

wim j
(
Ai +BiF j

)
e+

p

∑
i=1

c

∑
j=1

wim j
(
Ai−Ar +BiG j

)
xr−Brr. (7)

Since positive conditions and stability conditions are met at the same time, non-
convex conditions will arise. Thus, for coping with this problem, a diagonally positive
definite matrix X ∈ ℜn×n is defined. Defining F jX = M j and G jX = N j, according to
Lemma 1, post-multiplying both sides of all positive conditions by X at the same time,
then the positive conditions can be obtained, i.e., (Ai+BiF j)X = AiX+BiM j is Metzler
matrix and

(
Bi(G j−F j)

)
X = Bi(N j−M j)� 0,∀i, j.

For further dealing with the non-convex stability conditions, based on the previous
definition, (7) will be analyzed as:

ė =
p

∑
i=1

c

∑
j=1

wim j
(
AiX+BiM j

)
X−1e+

p

∑
i=1

c

∑
j=1

wim j
(
AiX−ArX+BiN j

)
X−1xr

−Brr =
p

∑
i=1

c

∑
j=1

wim jΨΨΨi jZ, (8)
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where ΨΨΨi j = [ΨΨΨ(1)
i j ΨΨΨ(2)

i j ΨΨΨ(3)
i j ], ΨΨΨ(1)

i j = AiX+BiM j, ΨΨΨ(2)
i j = AiX−ArX+BiN j, ΨΨΨ(3)

i j =

−Br and ZT = [ZT
1 ZT

2 ZT
3 ], Z1 = X−1e, Z2 = X−1xr, Z3 = r.

The following Lyapunov function candidate were selected for stability analysis:

V (t) = eT (t)X−1e(t). (9)

For facilitating the stability analysis, we define e1 = [In 0 0], e2 = [0 In 0]
and e3 = [0 0 Im]. At the same time, V̇ (t) is derived as:

V̇ (t) =
p

∑
i=1

c

∑
j=1

wim jZ
T (ΨΨΨT

i je1 + eT
1 ΨΨΨi j

)
Z =

p

∑
i=1

c

∑
j=1

wim jZ
T ΞΞΞi jZ. (10)

For checking the tracking effect, the H∞ performance is utilized. Meanwhile, the
variable Θ will be defined: Θ= V̇ +ZT

1 Z1−ρ1ZT
2 Z2−ρ2ZT

3 Z3, where ρ1 > 0 and ρ2 > 0.
Considering Θ < 0, then V̇ (t)≤−ZT

1 Z1+ρ1ZT
2 Z2+ρ2ZT

3 Z3. Set t f as the terminal
time, thus, the H∞ performance [14] is given:

∫ t f
0 ZT

1 Z1dt−V (0)∫ t f
0 (ρ1ZT

2 Z2 +ρ2ZT
3 Z3)dt

≤ 1. (11)

Remark 1 : In order to meet the H∞ performance, inequality Θ < 0 must be guaranteed.

where Θ = ∑p
i=1 ∑c

j=1 wim jZ
T ΛΛΛi jZ,

ΛΛΛi j = ΞΞΞi j + eT
1 e1−ρ1eT

2 e2−ρ2eT
3 e3. (12)

4. Relaxed Positivity and Stability Analysis by PLMFs

To relax the analysis conditions, PLMFs, explained in detail in [15], will be used as a
method to extract more effective information of MFs. This includes digging the boundary
information of wi(x), m j(x) and Δhi j(x) respectively, so that the conservativeness of the
results can be weakened.

γ
i j
≤ Δhi j(x)≤ γ i j,0≤ σ i ≤ wi(x)≤ σ i ≤ 1,0≤ τ j ≤ m j(x)≤ τ j ≤ 1,∀i, j, (13)

where hi j(x) = wi(x)m j(x), h̃i j(x) and Δhi j(x) = hi j(x)− h̃i j(x) are the approximation
function and the error function, respectively. γ

i j
, γ i j, σ i, σ i, τ j and τ j respectively rep-

resent the lower and upper boundaries of the corresponding functions.
To relax the research conditions, the above-mentioned boundary information of MFs

is introduced through the following slack matrices 0 < Pi j = PT
i j, 0 < Qi j = QT

i j and
0 < Ri j = RT

i j, Ri j ≥ (ΛΛΛi j−PPPi j +QQQi j). Thus, Θ can be dealt with as:

Θ =
p

∑
i=1

c

∑
j=1

wim jZ
T ΛΛΛi jZ≤

p

∑
i=1

c

∑
j=1

ZT
((

h̃i j(x)+ γ
i j

)
(ΛΛΛi j−PPPi j +QQQi j)

+
(
γ i j− γ

i j

)
Ri j +σ iτ jPi j−σ iτ jQi j

)
Z. (14)
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It can be seen from (14) that inequality Θ< 0 can be satisfied if ∑p
i=1 ∑c

j=1

((
h̃i j(x)+

γ
i j

)
(ΛΛΛi j −PPPi j +QQQi j) +

(
γ i j − γ

i j

)
Ri j +σ iτ jPi j −σ iτ jQi j

)
< 0 holds. In a word, the

tracking control analysis results of the positive T-S fuzzy systems are given by the fol-
lowing theorem.

Theorem 1 Through scalars ρ1 > 0, ρ2 > 0, the tracking control of the positive T-S fuzzy
system is guaranteed under satisfying the H∞ performance (11), if there is a diagonal
positive definite matrix X ∈ ℜn×n, the feedback gains M j ∈ ℜm×n, N j ∈ ℜm×n, j ∈ c̆,
symmetric matrices of matching dimensions Pi j = PT

i j, Qi j = QT
i j and Ri j = RT

i j such that
the GEVP has the feasible solution:
Minimize ρ1 +ρ2
Subject to

1) ρ1 > 0, ρ2 > 0; 2) ξξξ T (
X− ε1I

)
ξξξ is SOS;

3) airsX+birM j is SOS; ∀r 
= s; 4)ξξξ T (
bir(N j−M j)− ε2I

)
ξξξ is SOS;

5) ξξξ T (
Pi j− ε3I

)
ξξξ is SOS; 6)ξξξ T (

Qi j− ε3I
)
ξξξ is SOS; 7)ξξξ T (

Ri j− ε3I
)
ξξξ is SOS;

8) ξξξ T (
Ri j ≥ (ΛΛΛi j−PPPi j +QQQi j)− ε3I

)
ξξξ is SOS; 9)−ξξξ T

( p

∑
i=1

c

∑
j=1

((
h̃i j(x)+ γ

i j

)

(ΛΛΛi j−PPPi j +QQQi j)+
(
γ i j− γ

i j

)
Ri j +σ iτ jPi j−σ iτ jQi j

)
+ ε4I

)
ξξξ is SOS,∀i, j, (15)

where the controller gains can be obtained by F j = M jX
−1, G j = N jX

−1.

Remark 2 : When only sub-conditions 1) to 4) in Theorem 1 and ΛΛΛi j < 0 in (12) are sat-
isfied, the situation where PLMFs are not used will be obtained, that is, the information
of MFs is not applied to the analysis conditions.

5. Simulation Example

A simulation example is presented to confirm the reliability of the controller design. Un-
der x = [x1 x2]

T , three-rule positive T-S fuzzy model is shown as follows:

A1 =

[
1.18 0.46
6.72 −13.63

]
,A2 =

[
0.85 1.25
4.59 −12.6

]
,A3 =

[
0.69 0.35
7.21 −8.86

]
,

B1 =

[
3.63
0.05

]
,B2 =

[
1.42
0.12

]
,B3 =

[
2.85
0.86

]
.

The positive reference model is set to:

Ar =

[−3.5 1.06
6.35 −12.5

]
, Br =

[
1.26
0.31

]
,r(t) = 1+0.5sin(0.2t).
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Figure 1. Positive fuzzy model: w1(x1), w2(x1) , w3(x1). Fuzzy controller: m1(x1), m2(x1). The sampling
points are set to x1(t) = {0;0.6; · · · ;4.8}.

The MFs of the positive fuzzy model and the controller are respectively set as:
w1(x1) = 1− 1

1+e−3.5(x1−1.8) ,w2(x1) = 1−w1(x1)−w3(x1),w3(x1) =
1

1+e−3.5(x1−2.9) , and

m1(x1) = 1− 1
1+e−3.5(x1−2.5) ,m2(x1) = 1−m1(x1), which are shown in Figure 1. Set the

initial condition to x(0) = [0.3 0.5] and xr(0) = [0.3 0], by using the designed con-
troller, the state-time simulation results obtained under Remark 2 and Theorem 1 are
presented in Figure 2 and Figure 3, respectively, which proves that the tracking effect is
satisfactory.

By comparing Figure 2 and Figure 3, it can be concluded that the tracking effect
of Figure 3 is significantly better, which proves the importance of MFs information in-
troduced by the PLMFs method. It is worth mentioning that the more segments in the
PLMFs method, the smaller the approximation error obtained, and the better the tracking
effect obtained.
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Figure 2. Tracking effect and tracking error
with ρ1 = 0.3111 and ρ2 = 0.2086. Top panel:
e1max = 0.1087, RMSE1 = 0.0778. Bottom panel:
e2max = 0.1021, RMSE2 = 0.0860.
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Figure 3. Tracking effect and tracking error
with ρ1 = 0.4248 and ρ2 = 0.1855. Top panel:
e1max = 0.0305, RMSE1 = 0.0220. Bottom panel:
e2max = 0.0640, RMSE2 = 0.0647.
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6. Conclusion

This paper is dedicated to the design of the tracking control of the positive T-S fuzzy
system. To suppress tracking errors, a method of combining the MFs information with the
H∞ performance is adopted. In addition, the non-convex problem due to the constraints
of the positive system has been overcome. On the other hand, in order to weaken the
conservativeness of the analysis results brought by the lack of MFs, the PLMFs method
has been considered to introduce more effective information of MFs into the stability
analysis. A simulation example has verified the reliability of the control strategy.

This work was supported by Natural Science Foundation of Hebei Province under
Project Number F2019203505 and Kings College London.
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Abstract. In this paper, a bilevel problem is exhibited wherein both the manufac-
turers and e-traders want to minimize the cost of transportation as well as dete-
rioration cost. In todays world, reliability on online ordering has increased mani-
fold. The “app culture” has lured the common man to prefer virtual shopping over
the physical one. The consumers can order the necessities or the goods of their
choice through electronic delivery apps. The manufacturers have tied up with e-
traders who in turn satisfy the consumers demand. With this aim, a bilevel indefi-
nite quadratic transportation problem is dened. Sometimes it is difcult to estimate
the daily demand of perishable products on a regular basis. Therefore, demand and
supply parameters become uctuating in nature. To tackle this situation, bilevel in-
definite quadratic transportation problem with intuitionistic fuzzy demand and sup-
ply parameters is formulated. This problem is dealt by converting fuzzy parameters
into crisp ones. The transformed problem is then solved by two methods, intuition-
istic fuzzy programming and fuzzy goal programming approach. To support the re-
sults, an example is also illustrated numerically representing the practical applica-
tion of the problem. A comparative analysis of the solutions obtained from the two
techniques is also presented. The problem is solved by computing software.

Keywords. bilevel programming, indefinite quadratic transportation, intuitionistic
fuzzy programming, fuzzy goal programming, uncertainty

1. Introduction

Bilevel Programming Problem (BLPP) is a non-convex optimization problem. It is a
decision making problem which involves the decision makers at two levels, upper level
and lower level. The decision maker at lower level executes its policies after the decision
maker at upper level propounds his plan of action. BLPP has numerous applications in
varied practical scenarios like agriculture, banking sector, medicine, economy, energy
sector as in electricity market, so on and so forth. The implementation of BLPP can also
be seen in the field of transportation. Calvete et al. [1] applied ant colony optimization for
production-distribution problem by formulating it as a bilevel model. Sun [2] designed
the transport network problem as a bilevel model and solved it.
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Transportation plays an important role in any economic system bridging the gap be-
tween the consumers and the producers. Transportation models and distinct techniques
for solving them have been presented by numerous authors. The simplest form of trans-
portation problem was presented by Hitchcock [3]. Transportation problem with mixed
constraints was considered by Brigden [4]. Ji and Chu [5] solved the transportation prob-
lem by the method of dualmatrix. Multi-objective transportation problem has been con-
sidered by various researchers and fuzzy programming techniques has been employed by
them for solving these problems. Verma et al. [6] employed non-linear membership func-
tions for solving multi-objective transportation problem by fuzzy programming. Ringuest
and Rinks [7] proposed the algorithms for multi-objective transportation problems.
Mousa [8] solved the multiobjective transportation problem by genetic algorithm and the
method of TOPSIS. Kundu et al. [9] represented the multi-objective solid transportation
problem in an uncertain environment and applied fuzzy programming techniques to ob-
tain the optimal solution. Yu et al. [10] computed the compromise solution for multi-
objective transportation problem where the decision makers have described the uncer-
tainty in parameters as interval values. Shojaie and Raoofpanah [11] solved the fuzzy
transportation problem by the approach of simulated annealing and genetic algorithm.

Fuzzy programming technique is a tool which facilitates the decision makers to
find satisfactory solution in an optimization problem. Tanaka and Asai [12] instigated
the technique of fuzzy programming. Fuzzy logic has also been used by Nittymaki and
Kikuchi [13] to regulate the timings for traffic signal. In 2004, Tang et al. [14] exhib-
ited the significance of fuzzy optimization by summarizing the models and their solu-
tion methodologies. Rommelfanger [15] described the benefits of modelling real life sce-
narios by fuzzy approach. Liu et al. [16] generated the optimal solution for solid trans-
portation problem where parameters are considered as type-2 fuzzy variables. Aviso et
al. [17] developed a bilevel model and applied fuzzy approach to utilize the resources
and managing the waste in eco-industrial parks. The application of fuzzy approach can
be seen in Ruan et al. [18] in which authors have considered the problem of medical sup-
plies in disaster areas. Du et al. [19] solved the bilevel fuzzy programming problem for
the transportation of hazardous material. Nayak and Ojha [20] solved the multi-objective
non-linear programming problem by fuzzy goal programming approach. Muneeb et al.
[21] formulated a fuzzy bilevel model for advertisement planning.

Although transportation problems were solved by the fuzzy programming approach,
the concept of intuitionistic fuzzy sets emerged when the parameters are not precise. The
perception of intuitionistic fuzzy sets was given by Atanassov [22] in 1986. Angelov
[23] solved the mathematical programming problem as an application of the inuitionistic
fuzzy set. In 2010, Zhang and Liu [24] applied the triangular fuzzy number for multi-
attitude decision making problem. Razmi et al. [25] solved the multi-objective problem
by intuitionistic fuzzy approach. In 2018, Bharati and Singh [26] formulated and solved
the transportation problem by intuitionistic fuzzy procedure. Ebrahimnejad and Verde-
gay [27] solved the transportation problem under trapezoidal intuitionistic fuzzy envi-
ronment. Muthuperumal et al. [28] explained the optimization technique for unbalanced
transportation problem with triangular fuzzy numbers.

Transportation problem has been considered by researchers for minimizing the cost
of transportation while carrying goods from one place to another. With time it was ob-
served that goods like fruits and vegetables may get perished or essential commodities
like medicines and medical equipments such as PPE kits, oxygen cylinders etc. may get
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damaged due to poor conditions of roads or unfavourable weather conditions. The need
arises to decrease the cost of damaged goods along with the cost of transportation. Thus,
indefinite quadratic transportation problem (IQTP) was defined. The objective function
in IQTP is a product of two linear functions, thus, minimizing the transportation cost and
deterioration cost simultaneously. To the best of author’s knowledge, there are not many
published papers on IQTP. Bhatia [29] explained the procedure for finding the locally
optimal solution for IQTP. Khurana and Arora [30] described an algorithm for finding
cost-time trade off pairs for bi-criterion IQTP with fixed charge. Sokolov et al. [31] pre-
sented the solution technique for non-linear transportation problems. Table 1 represents
the summary of related literature by different authors.

Table 1. Summary of related literature

Author & References Method Used Problem Type
Liu & Zhang[32] Exact penalty method Bilevel transportation model

Zhang & Gao [33] Penalty function method Mixed-integer non-linear BLPP

Biswas & Bose [34] Fuzzy goal programming Quadratic BLPP

Xu & Gang [35] Particle swarm optimization Fuzzy random multiobjective BLPP

Yue et al.[36] Fuzzy programming Type-2 fuzzy mixed-integer BLPP

Zhao et al.[37] Interactive intuitionistic Multilevel programming problem
fuzzy method

Maiti & Roy [38] Intuitionistic fuzzy Interval and multi-choice BLPP
programming

Chhibber et al.[39] Intuitionistic fuzzy Multi-objective fixed-charge solid transportation
programming problem under intuitionistic fuzzy environment

Proposed paper Intuitionistic fuzzy Bilevel indefinite quadratic transportation
programming problem under intuitionistic fuzzy environment

In the proposed problem, a bilevel model is conferred, defining IQTP at both the lev-
els of the problem. The upper level represents the manufacturers transporting the goods
like grocery, medicines, fruits, vegetables etc. to e-traders and lower level depicts the
transportation from e-traders to customers in different regions of the country. The nov-
elty of this paper is that besides minimizing the cost of transportation while carrying
goods from source to destination, it also aims at minimization of the cost due to damaged
goods. Moreover, due to Covid-19 pandemic, the present market scenario is fluctuating
in nature. This uncertainty in supply and demand of goods is represented by intuitionistic
fuzzy parameters in bilevel IQTP. The uncertain parameters are dealt using (α ,β ) - cut.
The converted problem is then solved by intuitionistic fuzzy programming approach. The
satisfactory solution for bilevel IQTP can be obtained for different values of α and β
provided that α +β ≤ 1. The paper is divided in the following sections: section 2 repre-
sents the definition of bilevel IQTP. Section 3 presents the definitions of fuzzy numbers
which are vital in the elucidation of bilevel IQTP with uncertain parameters. Section 4
presents bilevel IQTP with intuitionistic fuzzy parameters and its solution methodology.
Application of intuitionistic fuzzy bilevel IQTP is exhibited in section 5 followed by
conclusions and prospective work in section 6.

2. Definition of Bilevel Indefinite Quadratic Transportation Problem

In this section, bilevel indefinite quadratic transportation problem (BIQTP) is defined.
During transportation, unpleasant weather or bad roads results in perished goods. In or-
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der to minimize the cost of damaged goods while transportation along with the trans-
portation cost, indefinite quadratic transportation problem is considered at both the levels
of (BIQTP). The objective functions at both the levels are product of two linear factors
and are quasi-concave in nature. Thus, the minimum of bilevel problem will be obtained
at an extreme point of the feasible region. Mathematically, (BIQTP) is defined as:

(BIQT P) : min
Y1

Z11(Y1,Y2) =
(
eT

1 Y1 + eT
2 Y2

)(
f T
1 Y1 + f T

2 Y2
)

where Y2 solves

min
Y2

Z12(Y1,Y2) =
(
gT

1 Y1 + gT
2 Y2

)(
hT

1 Y1 + hT
2 Y2

)
(for a given Y1)

subject to

∑
k∈K′

y jk ≤ c
′
j ∀ j ∈ J

′
(1)

∑
j∈J′

y jk ≥ d
′
k ∀ k ∈ K

′
(2)

∑
k∈K′′

y jk ≤ c
′′
j ∀ j ∈ J

′′
(3)

∑
j∈J′′

y jk ≥ d
′′
k ∀ k ∈ K

′′
(4)

y jk ≥ 0 ∀ ( j,k) ∈ J×K (5)

Here, (eT
1 Y1 + eT

2 Y2) represents the cost of transportation of goods from jth origin to
kth destination and ( f T

1 Y1 + f T
2 Y2) represents the cost of damaged goods at upper level.

Similarly at the lower level, (gT
1 Y1 +gT

2 Y2) is the cost of transportation and (hT
1 Y1 +hT

2 Y2)
is the cost of damaged goods.
Notations : The notations used in this mathematical model are as follows :
J , K = Total number of sources and destinations respectively.
J
′
,K

′
= Number of sources and destinations at upper level respectively.

J
′′
,K

′′
= Number of sources and destinations at lower levelrespectively.

e1 = [e
′
jk] ; f1 = [ f

′
jk] ; g1 = [g

′
jk] ; h1 = [h

′
jk] ∀ j ∈ J

′
, k ∈ K

′
.

e2 = [e
′′
jk] ; f2 = [ f

′′
jk] ; g2 = [g

′′
jk] ; h2 = [h

′′
jk] ∀ j ∈ J

′′
, k ∈ K

′′
.

J = J′ ∪ J
′′

; J
′
= {1,2, ...,r1} ; J

′′
= {r1 + 1, ...,r}.

K = K
′ ∪K

′′
; K

′
= {1,2, ...,s1} ; K

′′
= {s1 + 1, ...,s}.

e
′
jk > 0 ; f

′
jk > 0 ;g

′
jk > 0 ;h

′
jk > 0 are the cost parameters for the upper level problem.

e
′′
jk > 0 ; f

′′
jk > 0 ;g

′′
jk > 0 ;h

′′
jk > 0 are the cost parameters for the lower level problem.

Y1 = [y jk],y jk ≥ 0 ∀ j ∈ J
′
,k ∈ K

′
is the quantity transported from jth origin to kth desti-

nation at the upper level.
Y2 = [y jk],y jk ≥ 0 ∀ j ∈ J

′′
,k ∈ K

′′
is the quantity transported from jth origin to kth desti-

nation at the lower level.
c
′
j > 0, d

′
k > 0 ∀ j ∈ J

′
,k ∈ K

′
are the supply and demand parameters at the upper level.

c
′′
j > 0, d

′′
k > 0 ∀ j ∈ J

′′
,k ∈ K

′′
are the supply and demand parameters at the lower level.

Feasibility conditions :

∑
j∈J

c j ≥ ∑
k∈K

dk ; ∑
j∈J′

c
′
j ≥ ∑

k∈K′
d
′
k ; ∑

j∈J′′
c
′′
j ≥ ∑

k∈K′′
d
′′
k .
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3. Basic Definitions
Definition-1[22]: Let the universe of discourse be represented by Z. An intuitionistic
fuzzy set in Z is given by the set of three elements defined as follows:

B̃I = {< z,μB̃I (z),γB̃I (z)>: z ∈ Z},
where μB̃I (z) : Z → [0,1] & γB̃I (z) : Z → [0,1] are functions such that 0 ≤ μB̃I (z)+
γB̃I (z)≤ 1 ∀ z ∈ Z. For each z , μB̃I (z) and γB̃I (z) indicates the degree of membership and
degree of non-membership respectively.

Also , the degree of uncertainty of the element z in the set B̃I is denoted by the
function πB̃I(z) and is defined as πB̃I (z) = 1− (μB̃I(z)+ γB̃I (z)). If πB̃I (z) = 0 ∀z ∈ Z ,
then the intuitionistic fuzzy set reduces to a fuzzy set.
Definition-2[26]: Triangular Intuitionistic Fuzzy Number (TIFN)

An intuitionistic fuzzy number (IFN) of the form B̃I = (b1,b2,b3),(b1,b2,b3) where
b1 ≤ b1 ≤ b2 ≤ b3 ≤ b3 is said to be a TIFN if its membership and non-membership
functions, μB̃I (z) and γB̃I (z) respectively are defined as follows :

μB̃I (z) =

⎧⎪⎨
⎪⎩

z−b1
b2−b1

b1 ≤ z≤ b2
b3−z

b3−b2
b2 ≤ z≤ b3

0 Otherwise

& γB̃I (z) =

⎧⎪⎪⎨
⎪⎪⎩

b2−z
b2−b1

b1 ≤ z≤ b2
z−b2

b3−b2
b2 ≤ z≤ b3

1 Otherwise

Definition-3[22] : (α,β ) - cut of a triangular intuitionistic fuzzy number B̃I =(b1,b2,b3),
(b1,b2,b3) is the set of all z whose degree of membership is greater than or equal to
α and degree of non-membership is less than or equal to β . It is defined as : B̃I

(α ,β ) =
{z : μB̃I (z)≥ α ; γB̃I (z)≤ β ;α +β ≤ 1, z ∈ Z}. The membership and non-membership
functions are defined as μB̃I(z) : Z → [0,1] and γB̃I (z) : Z → [0,1]. These functions are
defined such that 0≤ μB̃I (z)+ γB̃I (z)≤ 1. Therefore, α +β ≤ 1.

4. Bilevel IQTP with Intuitionistic Fuzzy Parameters
In fluctuating marketing scenario and due to prevailing Covid-19 pandemic conditions,
the demand and the supply of goods in markets are uncertain in nature. Therefore, to ad-
dress fluctuating market situations, intuitionistic fuzzy bilevel indefinite quadratic trans-
portation problem (IFBIQTP) is defined. In this problem, uncertainty in demand and
supply parameters are represented as intuitionistic fuzzy numbers.

Mathematically, intuitionistic fuzzy bilevel indefinite quadratic transportation prob-
lem with fuzzy supply and demand parameters is denoted as (IFBIQTP) and is repre-
sented as follows:

(IFBIQTP) : min
Y1

Z11(Y1,Y2) =
(
eT

1 Y1 + eT
2 Y2

)(
f T
1 Y1 + f T

2 Y2
)

where Y2 solves

min
Y2

Z12(Y1,Y2) =
(
gT

1 Y1 + gT
2 Y2

)(
hT

1 Y1 +hT
2 Y2

)
(for a given Y1)

subject to

∑
k∈K′

y jk ≤ c̃′Ij ∀ j ∈ J
′

(6)

∑
j∈J′

y jk ≥ d̃′Ik ∀ k ∈ K
′

(7)
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∑
k∈K′′

y jk ≤ c̃′′Ij ∀ j ∈ J
′′

(8)

∑
j∈J′′

y jk ≥ d̃′′Ik ∀ k ∈ K
′′

(9)

Also, y jk ≥ 0 ∀( j,k) ∈ J×K. In this defined problem (IFBIQTP), the supply and the
demand parameters are uncertain and therefore, they are represented as intuitionistic
fuzzy numbers (IFN).

The membership and the non-membership functions for the supply parameters at the
upper level (see Fig 1) are defined as follows with t j1 as the range of acceptance for the
non-membership function of c̃

′I
j [26]:

μ I
c̃′j
(y) =

⎧⎨
⎩

1 y≤ c j1c j2−y
c j2−c j1

c j1 ≤ y≤ c j2 &
0 y≥ c j2

γ I
c̃′j
(y) =

⎧⎨
⎩

0 y≤ c j1 + t j1
y−(c j1+t j1)

c j2−(c j1+t j1)
c j1 + t j1 ≤ y≤ c j2

1 y≥ c j2

1

0 cj1− t j1 c j1 c j1 + t j1 c j2 c j2 + t j2

μ I
c̃′j
(y)

γ I
c̃′j
(y)

Figure 1

y

Again, the membership and non-membership functions for the demand parameters at the
upper level (see Fig 2) are defined as follows with tk1 is the range of acceptance for the
non-membership function of d̃

′I
k [26]:

μ I
d̃′k
(y) =

⎧⎪⎨
⎪⎩

0 y≤ dk1
y−dk1

dk2−dk1
dk1 ≤ y≤ dk2 &

1 y≥ dk2

γ I
d̃′k
(y) =

⎧⎪⎨
⎪⎩

1 y≤ dk1
(dk2−tk1)−y
(dk2−tk1)−dk1

dk1 ≤ y≤ dk2− tk1

0 y≥ dk2− tk1

Similarly, the membership function for the supply and demand parameters at the lower
level can also be defined.

1

0 dk1− t ′k1 dk1− tk1 dk1 dk2− tk1 dk2

γ I
d̃
′
k
(y)

μ I
d̃′k
(y)

Figure 2

y
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4.1. Solution Methodology

To solve (IFBIQTP), apply (α,β ) - cut to the intuitionistic fuzzy supply and demand
parameters at both the levels. This will transform the set of fuzzy parameters into crisp set
of elements. Applying Def(3) to fuzzy supply parameter at upper level we have μ I

c̃′j
(y)≥

α and γ I
c̃′j
(y)≤ β . We will get y≤ c j2−α(c j2− c j1) and y≤ (c j1 + t j1)+β (c j2− c j1−

t j1). Thus, the supply constraints at the upper level becomes

∑
k∈K′

y jk ≤C1
j ∀ j ∈ J

′
. (10)

Here, C1
j = Min{c j2−α(c j2− c j1),(c j1 + t j1)+β (c j2− c j1− t j1)}. Similarly, demand

constraints at the upper level problem is given by

∑
j∈J′

y jk ≥ D1
k ∀k ∈ K

′
. (11)

Here, D1
k = Max{dk1 +α(dk2−dk1),(dk2− tk1)−β (dk2− tk1−dk1)}. Likewise, (α,β ) -

cut can be applied to the intuitionistic fuzzy supply and demand parameters at the lower
level which will transform them into crisp sets. The problem (IFBIQTP) gets converted
into the problem crisp bilevel indefinite quadratic transportation problem (CBIQTP)
where supply and demand parameters at both the levels are crisp sets. (CBIQTP) is de-
fined as follows:

(CBIQTP) : min
Y1

Z11(Y1,Y2) =
(
eT

1 Y1 + eT
2 Y2

)(
f T
1 Y1 + f T

2 Y2
)

where Y2 solves

min
Y2

Z12(Y1,Y2) =
(
gT

1 Y1 + gT
2 Y2

)(
hT

1 Y1 +hT
2 Y2

)
(for a given Y1)

subject to

∑
k∈K′

y jk ≤C1
j ∀ j ∈ J

′
(12)

∑
j∈J′

y jk ≥ D1
k ∀ k ∈ K

′
(13)

∑
k∈K′′

y jk ≤C2
j ∀ j ∈ J

′′
(14)

∑
j∈J′′

y jk ≥ D2
k ∀ k ∈ K

′′
(15)

Also, y jk ≥ 0 ∀( j,k) ∈ J × K. From Eq.(10) and Eq.(11), we get ∑k∈K′ D1
k ≤

∑ j∈J′ ∑k∈K′ y jk ≤ ∑ j∈J′ C
1
j .

Thus, we get ∑
j∈J′

C1
j ≥ ∑

k∈K′
D1

k . Similarly, we can have ∑
j∈J′′

C2
j ≥ ∑

k∈K′′
D2

k . Since

the feasibility condition at the upper level and lower level problem is described, problem
(CBIQTP) is a well defined problem.
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4.2. Intuitionistic Fuzzy Programming Approach

We will solve the problem (CBIQTP) by Intuitionistic Fuzzy Programming Approach
(IFPA). Firstly, find the maximum and minimum values of the objective functions at both
the levels of (CBIQTP) with respect to the constraint set (12-15). The membership and
nonmembership functions for the objective functions at both the levels are described as
follows: (for i = 1,2)

μ(Z1i) =

⎧⎪⎪⎨
⎪⎪⎩

1 Z1i ≤ ZMin
1i

ZMax
1i −Z1i

ZMax
1i −ZMin

1i
ZMin

1i ≤ Z1i ≤ ZMax
1i

0 Z1i ≥ ZMax
1i

& γ(Z1i) =

⎧⎪⎪⎨
⎪⎪⎩

0 Z1i ≤ ZMin
1i

Z1i−ZMin
1i

ZMax
1i −ZMin

1i
ZMin

1i ≤ Z1i ≤ ZMax
1i

1 Z1i ≥ ZMax
1i

Let the minimum degree of satisfaction for the membership and non-membership func-
tion for the upper level problem be η11 and η ′

11 respectively. Let η12 and η ′
12 be the de-

gree of satisfaction for the membership and non-membership function for the lower level
problem respectively.

Let δ1 = Max (η11,η12) and δ2 = Min (η ′
11,η

′
12). The intuitionistic fuzzy program-

ming problem for (CBIQTP) is denoted as (IFTP) and it is represented as follows :

(IFPP) : Max(δ1− δ2)

subject to

μ(Z11)≥ δ1, μ(Z12)≥ δ1 (16)
γ(Z11)≤ δ2, γ(Z12)≤ δ2 (17)

∑
k∈K′

y jk ≤C1
j ∀ j ∈ J

′
(18)

∑
j∈J′

y jk ≥ D1
k ∀ k ∈ K

′
(19)

∑
k∈K′′

y jk ≤C2
j ∀ j ∈ J

′′
(20)

∑
j∈J′′

y jk ≥ D2
k ∀ k ∈ K

′′
(21)

δ1 ≥ δ2; δ1 + δ2 ≤ 1; δ1,δ2 ∈ [0,1] & y jk ≥ 0 ∀( j,k) ∈ J×K. (22)

(IFPP) is solved to obtain the satisfactory solution for the problem (IFBIQTP). The com-
puting software LINGO 17.0 is used to solve the problem (IFPP).

4.3. Fuzzy Goal Programming Approach

(IFBIQTP) is also solved by the fuzzy goal programming method. It is described as
follows:

Min ξ

subject to

Z11− d+
1 + d−1 = Zt

11 (23)

Z12− d+
2 + d−2 = Zt

12 (24)
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∑
k∈K′

y jk ≤C1
j ∀ j ∈ J′ (25)

∑
j∈J′

y jk ≥ D1
k ∀ k ∈ K′ (26)

∑
k∈K′′

y jk ≤C2
j ∀ j ∈ J

′′
(27)

∑
j∈K′′

y jk ≥ D2
k ∀ k ∈ K

′′
(28)

ξ − d+
1 ≥ 0; ξ − d+

2 ≥ 0; d+
1 d−1 = 0; d+

2 d−2 = 0 (29)

0≤ ξ ≤ 1; y jk ≥ 0 ∀ ( j,k) ∈ J×K. (30)

Here, d+
1 ,d−1 ,d+

2 ,d−2 are deviational variables introduced in the objective functions.
Zt

11,Z
t
12 are the aspired goals of the decision makers.

5. Application of Intuitionistic Fuzzy Bilevel IQTP

Consider a milk manufacturing company Sukanya. The company has four plants located
in Gurugram, Faridabad, Kundli and Sonipat. It transports milk and milk products like
cheese, ice-cream etc. to e-traders like easy mart, milk mart, fresh mart and large basket.
Due to Covid-19 pandemic, the common man place their order for their daily needs
to these e-traders through electronic delivery apps. These e-traders distribute milk and
milk products to customers in four different regions of Delhi; North Delhi, South Delhi,
West Delhi and North-west Delhi. While delivering milk and milk product from plants
to e-traders and then to customers, there is a possibility of deterioration of products like
mishandling, expiry dates, temperature imbalance, melting of ice-cream and so on. The
aim of the company and e-traders is to minimize the cost of transportation of products
as well as the cost of deterioration. Suppose that Z11 represents the objective function at
the upper level (from plants to e-traders) and Z12 be the objective function at the lower
level (delivering products from e-traders to customers in four regions of Delhi). Table 2
and Table 3 represents the costs(in thousands) of the objective function at the upper level
and at lower level respectively.

The membership functions and non-membership functions for supply and demand
constraints at two levels are respectively given as follows:

μc̄1 (y) =

⎧⎪⎨
⎪⎩

1 y≤ 31
35−y

35−31 31≤ y≤ 35
0 y≥ 35

γc̄1 (y) =

⎧⎪⎨
⎪⎩

0 y≤ 33
y−33

35−33 33≤ y≤ 35
1 y≥ 35

μc̄2 (y) =

⎧⎪⎨
⎪⎩

1 y≤ 21
25−y

25−21 21≤ y≤ 25
0 y≥ 25

γc̄2 (y) =

⎧⎪⎨
⎪⎩

0 y≤ 23
y−23

25−23 23≤ y≤ 25
1 y≥ 25

μc̄3 (y) =

⎧⎪⎨
⎪⎩

1 y≤ 40
44−y

44−40 40≤ y≤ 44
0 y≥ 44

γc̄3 (y) =

⎧⎪⎨
⎪⎩

0 y≤ 42
y−42

44−42 42≤ y≤ 44
1 y≥ 44
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Table 2. Cost table for the upper level

Plants
E-traders

Easy mart Milk mart Fresh mart Large basket

Gurugram
5 1 7 5→ ejk

4 3 1 2 → f jk

Faridabad
6 3 4 5

1 3 5 4

Kundli
5 1 4 2

1 5 4 6

Sonipat
3 4 1 5

4 2 3 4

Table 3. Cost table for the lower level

E-traders
Regions

North Delhi South Delhi West Delhi North-west Delhi

Easy mart
3 4 6 3→ gjk

3 5 1 2 → hjk

Milk mart
1 2 3 6

1 4 5 4

Fresh mart
3 2 5 3

1 5 5 6

Large basket
1 6 4 5

3 1 6 1

μc̄4 (y) =

⎧⎪⎨
⎪⎩

1 y≤ 31
37−y

37−31 31≤ y≤ 37
0 y≥ 37

γc̄4 (y) =

⎧⎪⎨
⎪⎩

0 y≤ 32
y−32

37−32 32≤ y≤ 37
1 y≥ 37

μd̄1
(y) =

⎧⎪⎨
⎪⎩

0 y≤ 20
y−20

24−20 20≤ y≤ 24
1 y≥ 24

γd̄1
(y) =

⎧⎪⎨
⎪⎩

1 y≤ 20
22−y

22−20 20≤ y≤ 22
0 y≥ 22

μd̄2
(y) =

⎧⎪⎨
⎪⎩

0 y≤ 17
y−17

21−17 17≤ y≤ 21
1 y≥ 21

γd̄2
(y) =

⎧⎪⎨
⎪⎩

1 y≤ 17
19.5−y

19.5−17 17≤ y≤ 19.5
0 y≥ 19.5

μd̄3
(y) =

⎧⎪⎨
⎪⎩

0 y≤ 18
y−18

24−18 18≤ y≤ 24
1 y≥ 24

γd̄3
(y) =

⎧⎪⎨
⎪⎩

1 y≤ 18
21.5−y

21.5−18 18≤ y≤ 21.5
0 y≥ 21.5

μd̄4
(y) =

⎧⎪⎨
⎪⎩

0 y≤ 24
y−24

28−24 24≤ y≤ 28
1 y≥ 28

γd̄4
(y) =

⎧⎪⎨
⎪⎩

1 y≤ 24
26.5−y

26.5−24 24≤ y≤ 26.5
0 y≥ 26.5

The intuitionistic fuzzy problem is formulated and it is solved by a computing software
LINGO 17.0. Table 4 represents the satisfactory solution for the decision makers at two
levels by varying the values of α and β . The decision makers at two levels can choose the
solution best suited to them according to the demand and supply parameters. It has been
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observed from Table 4 that the values of the objective functions Z11 and Z12 obtained
from intuitionistic fuzzy programming approach is minimum.

Table 4. Comparative Analysis

Parameters Intuitionistic Fuzzy Fuzzy Goal
Programming Approach Programming

α β Z11 Z12 Z11 Z12

0.2 0.4 69230 51436 179703 185238

0.2 0.5 71920 37300 186744 205738

0.4 0.3 81939 51744 177996 191893

0.5 0.2 71775 53720 180268 193154

0.6 0.4 77580 62220 169212 173430

0.8 0.1 85748 70132 168432 173591

6. Conclusions and Prospective Work

Bilevel IQTP has been scrutinized in this paper when the parameters are uncertain in
nature. An effort is made to exhibit the relevance of the model when e-traders are sup-
plying milk to the consumers at their door steps. In doing so, it is required that minimum
amount of milk gets deteriorated to minimize the loss. In todays world especially in this
pandemic time, demand of delivery of essential commodities at door steps has upsurged
exponentially. The method can also be applied to other merchandising streams involving
home-delivery services. The aim of the problem is to nd a satisfactory solution for the
manufacturers at upper level and e-traders at lower level. Distinct values of α and β (α +
β ≤ 1) will yield varied satisfactory solutions for the decision makers at two levels. The
problem is solved by two approaches. One is intuitionistic fuzzy approach and another
is fuzzy goal programming method. The satisfactory solution obtained by two modes is
compared. It has been observed that the objective function values are minimum when the
problem is solved by intuitionistic fuzzy method.

Bilevel IQTP has been considered in this paper under intuitionistic fuzzy environ-
ment. The concept of this paper can be extended to trilevel IQTP with intuitionistic fuzzy
demand and supply parameters. Moreover, indeterminacy in cost coefcients can also be
contemplated. Bilevel IQTP in this paper has been solved by interactive fuzzy program-
ming technique. Authors would like to solve the problem by other methods like TOPSIS.
Other algorithmic approaches like genetic algorithm, particle swarm optimization, etc.
could also be examined for solving bilevel/trilevel IQTP. A similar situation with respect
to time minimizing transportation problem could also be depicted.
Acknowledgements The authors are readily grateful to the reviewers for their valuable
suggestions, incorporating which has helped us in improving the quality of the paper to
a great extent.
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Abstract. This paper proposes a secure image authentication scheme that can locate 
the tampered regions, recover the lost contents and hide application-specific 
sensitive data. In this scheme, an encrypted watermark that comprises tamper 
localization, recovery and application-specific information is placed in the selected 
pixels, which is extracted and decrypted to identify the tampered regions, recover 
the tampered regions approximate to original image contents and extract the hidden 
data. The watermark is highly secure and sensitive to any modification in the image. 
The proposed scheme ensures lossless recovery of the original image and data from 
an untampered image. The experimental results show that this scheme generates 
watermarked image of high quality and has high resistance to copy-move, image 
splicing, vector quantization and collage attacks. As compared with state-of-the-art 
schemes, the proposed scheme provides better recovered image quality under 
extensive tampering. 

Keywords. Image authentication, Fragile watermarking, Tamper localization, 
Image recovery, Data hiding 

1. Introduction 

Rapid growth in communication and digital imaging technology enables anyone to share 
images on various platforms like e-healthcare, e-commerce, e-governance, social media, 
etc. Security of these images is a serious concern since the availability of powerful image 
manipulation software enables anyone to tamper images without leaving visual traces. 
Tampering the image contents misleads its purpose in medical diagnosis, forensic 
investigation, military applications, etc. These situations demand content authentication 
and verification of image integrity. 

Fragile watermarking is an effective solution for strict content authentication since 
any modifications in the protected image lead to changes in the embedded watermark 
[1,2]. D. Singh and S. K. Singh proposed a fragile watermarking scheme [3] in which the 
recovery information is generated using Discrete Cosine Transform (DCT). They 
proposed another scheme [4] using Block Truncation Coding (BTC). In these schemes, 
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the watermark generated for a block is placed in another block known as a mapping block 
to resist collage attack [5]. This causes misclassification of untampered blocks if their 
mapping block is tampered. Low tamper localization accuracy causes degradation in the 
recovered image quality. 

To increase recovery rate under extensive tampering, Haghighi et al. [6] generated 
recovery information using Lifting Wavelet Transform (LWT) and halftoning. This 
scheme cannot resist collage attack. Qin et al. [7] proposed a scheme in which the 
recovery information is generated using an Optimal Iterative Block Truncation Coding 
(OIBTC) algorithm and distributed over the image. This scheme provides high quality 
recovered image under extensive tampering. But this scheme cannot resist collage attack. 
Rajput and Ansari [8] proposed a recovery scheme in which four copies of the recovery 
information are placed in the different parts of the image. The watermarked image quality 
is low since the watermark is placed in the 4 Least Significant Bits (LSB) of image pixels. 
This scheme is vulnerable to four scanning attack since the watermark is less secure [5]. 
Shen et al. [9] generated authentication information using Singular Value Decomposition 
(SVD) and recovery information using block average. 

Gul and Ozturk [10] proposed a pixel-wise authentication scheme in which recovery 
information is generated using the average value of image blocks. Kim and Yang [11] 
proposed a scheme based on Absolute Moment Block Truncation Code (AMBTC). The 
recovery information is computed using AMBTC and placed in the LSBs using Optimal 
Pixel Adjustment Process (OPAP). This scheme provides low recovered image quality 
under extensive tampering. The schemes [3,4,6,7,8,9,10,11] cannot recover original 
image from an untampered received image. The schemes [12,13] can hide sensitive data 
like Electronic Patient Record (EPR) along with tamper localization. But these schemes 
are vulnerable to copy-move, Vector Quantization (VQ), collage and chosen cover-
image attacks since the watermark is not protected [5]. 

Most of the existing schemes have limitations such as low watermarked image 
quality, low tamper detection accuracy, less security and poor recovery ability under 
extensive tampering. The majority of schemes focus on grayscale images only. In this 
scenario, we propose a fragile watermarking scheme that can locate the tampered regions, 
recover the lost contents and also hide data in the image. The scheme can support both 
grayscale and color and can be effectively used in images carrying sensitive information 
like medical, biometric. The major highlights of the proposed scheme include: 

1. High watermarked image quality. 
2. High security. 
3. High tamper detection accuracy. 
4. Lossless recovery of the original image contents and sensitive information from 

the untampered watermarked image. 
5. High recovered image quality under extensive tampering. 
6. High resistance to copy-move, image splicing, VQ and collage attacks. 

The remaining part of this paper is organized as follows. Section 2 presents the proposed 
scheme. Section 3 discusses experimental results and performance comparison with 
state-of-the-art schemes before concluding in section 4. 

2. Proposed Scheme 

The proposed scheme creates a cover image  from the original image  of size 
 with  bits per channel where and  represent height, width and number 
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of channels in  respectively, using Pixel to Block conversion (PTB) technique [12]. The 
cover image is divided into  blocks of size  and a watermark of length 24 bits is 
generated for each channel in the image block. The watermark contains an 8-bit Tamper 
Localization Code (TLC), 14-bit Self Recovery Code (SRC) and two bits from the 
application-specific sensitive data. The TLC is computed from the image pixels using 
SVD [14] and logistic map to make it sensitive to the changes in the image contents. The 
SRC contains the recovery information of two different blocks which are randomly 
selected using a block mapping sequence generation procedure. The watermark is 
encrypted using the logistic map and is embedded into the 2 LSBs of 12 pixels in the 
image block. The remaining 4 pixels are kept unchanged to ensure the recovery of image 
pixels in the original image from untampered regions of the watermarked image. A 
smoothing function is used to enhance the watermarked image quality. The tamper 
localization is performed in multilevel to increase the localization accuracy and resist 
various tampering attacks. The recovery is carried out in two levels for improving the 
recovery rate under extensive tampering. The major phases in the proposed scheme are 
watermarked image generation, tamper localization and image recovery. 

2.1. Watermarked image generation 

The watermarked image generation phase includes chaotic sequence generation, block 
mapping sequence generation, cover image generation, watermark generation, 
encryption and embedding. 
1. Chaotic sequence generation: In the proposed scheme, a chaotic sequence  of 

length  is generated using a logistic map , where ,      
and   [15]. The value of  is selected from the range  

to ensure the chaotic nature of . Initial condition  and the control parameter  
together forms  which is used as a key in the chaotic sequence generation. Further 

 is partitioned into  of length  respectively from front to 
rear. 

2. Block mapping sequence generation: A look-up table  of size  is constructed 

to store terms in the block mapping sequence. Initially,  is assigned with  
in row-major order. Odd columns in the left half are swapped with corresponding 
columns of the right half to maximize the recovery rate. Then  is partitioned into 

sub-blocks  each of size . The cells in each sub-block are 

scrambled using  to provide security and randomness in block mapping. To 
eliminate mapping to the same block, a cell in the left half of  which is mapped to 
itself is swapped with the corresponding cell in the right half. Similarly, cells in the 
right half which are mapped to itself are swapped with cells in the left half. 

3. Cover image generation: PTB conversion technique [12] is used to generate the 
cover image  of size  from the original image . Further  is divided 
into  blocks  in row-major order. 

4. Watermark generation and embedding: Watermark of length 24 bits is generated for 
each channel  in 's mapping block and placed in  after encrypting the 
watermark. 
(a) TLC computation: The TLC is computed by using pixels in the image block and 

a randomly selected chaotic terms in . It ensures sensitivity of TLC towards 
changes in image contents and key which in turn helps to resist copy-move, 
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image splicing, VQ and collage attacks. To compute TLC, the sequence  is 
partitioned into  sets and a set is chosen at random using random numbers in 

 generated based on key , image identifier and . The block  is 
divided into  sub-blocks and matrix of size  is formed using the 
first pixel from each sub-block of  in row-major order.  is changed to  by 
applying XOR operation to each element with where 

 are the terms in selected subset of . Then 
 is computed, where  is the maximum 

singular value of  obtained by applying SVD.  is converted into binary 
format of length  and partitioned into 8 groups. The members of each group 
are XORed together to form 8 bit TLC. 

(b) SRC generation: Applying the same procedure in TLC computation, matrices 
 and  are created from the block  and its partner block  respectively. 

Here  if  and  otherwise. The 7 Most Significant Bits 

(MSBs) of ’s average and ’s average together form 14 bit SRC. 
(c) Watermark formation: A 24 bit watermark  is computed 

where  represents two bits from sensitive data.        
(d) Watermark encryption: The generated watermark  for each channel is 

encrypted using the sequence . The sequence is partitioned into  sets and a 
set  is selected using random numbers in  generated based on key , 
image identifier and . Compute for in 
which key . The binary values of  and  are concatenated to form . 
Then  and  are XORed to obtain . A permutation  is computed based on 
the new indices obtained after sorting the last 24 terms in . The encrypted 
watermark  is obtained by applying  to the bits in . Since the chaotic 
sequence  is sensitive to the control parameter and initial condition the 
encrypted watermark is highly key sensitive and secure. 

(e) Watermark embedding: The mapped block  is divided into  sub-blocks 
and the first pixel of each sub-block is classified as unchangeable pixels and 
remaining as changeable pixels. The encrypted watermark  is placed in 2 
LSBs of changeable pixels. A smoothing function is applied to improve the 
watermarked image quality. The difference between the changeable pixel and 
the unchangeable pixel is computed. The value of changeable pixel is decreased 
by 4 if the result is 3 and increased by 4 if the difference is . 

 

2.2. Tamper detection and localization 

The tamper detection and localization procedure includes watermark extraction, 
decryption and a multilevel tamper localization process. The suspected image  is 
divided into non overlapping blocks  of size . 
1. Watermark extraction: The watermark  for each channel is extracted from the 2 

LSBs of 12 changeable pixels in the block  in row-major order. 
2. Watermark decryption: To decrypt the extracted watermark  corresponding to the 

mapped block of and  are computed as per the watermark encryption 
procedure in section 2.1. The inverse permutation of  is applied to  and the result 
is XORed with  to obtain the decrypted watermark. The first 8 bits of the decrypted 
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watermark form the TLC, the next 14 bits indicate SRC and the remaining 2 bits 
represent bits from the sensitive data. 

3. Tamper localization: Initially each block  is considered as valid. 
Level 1: The block  is divided into  sub-blocks and the first sub-block is 
chosen. The 2 LSBs from a changeable pixel are extracted and inserted into the 2 
LSBs of the unchangeable pixel. Then the smoothing function is applied. If the 
obtained value is different from the value of changeable pixel, the block is 
considered invalid. Otherwise, repeat the process with the remaining changeable 
pixels. If no mismatch is found, repeat the process with the next sub-block. This 
level helps to resist image splicing attack. 
Level 2: For each valid block after the first level, the extracted TLC is compared 
with the computed TLC. If a mismatch is found, the block is considered invalid. 
Since TLC depends on block contents and position this level helps to resist copy-
move attack. 
Level 3: For each block that remained as valid after the second level, if at most one 
among the neighboring blocks is valid, the block is changed as invalid. 
Level 4: For each valid block , the average value of unchangeable pixels is 
computed and the 7 MSBs are stored in . Then  is compared with the first 7 bits 
in the SRC of the mapped block if  is located in the upper half, otherwise with the 
last 7 bits in the SRC. If a mismatch is found  is changed as invalid. For a valid 
block, if the number of invalid neighboring blocks is greater than or equal to the 
number of invalid neighboring blocks of its mapped block, the block is considered 
invalid. If only less than 3 neighboring blocks of an invalid block are invalid, the 
block is turned as valid and if more than 5 neighboring blocks of a valid block are 
invalid, it is considered invalid. Since embedded recovery information enables 
block-wise dependency, this level helps to resist VQ and collage attacks. 
A block is considered as tampered if it becomes invalid either in level 3 or 4. 

2.3. Image recovery 

The recovered image  of size  is initialized with zeros and divided into  
blocks . 
Level 1: For each , if  is not tampered, then the unchangeable pixels in the sub-blocks 
constitute pixels in . For a tampered block  with untampered mapping block ,  
is obtained from the retrieved SRC of . If  is located in the upper half,  zeros 
are appended to the first 7 bits in SRC to form  bits intensity. Otherwise, the intensity 
is obtained from the last 7 bits in SRC. The new intensity value is assigned to . If  
and  are tampered and the mapping block  of 's partner block is not tampered, then 
SRC is retrieved from  and  is formed as per the previous case. 
Level 2: The blocks which are not recovered in the first stage are recovered using an 
inpainting algorithm [16]. 

3. Experimental results 

To evaluate the performance of the proposed scheme for tamper detection and recovery, 
the experiments are conducted on 96 grayscale and 61 color images selected from CVG-
UGR database [17]. The proposed scheme is implemented in MATLAB R2017b 
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environment. In the experiments, the parameters are randomly initialized as 
 and image identifier is 

the file name in the database. 
Watermarked image quality analysis: Peak Signal to Noise Ratio (PSNR) is used to 
measure the imperceptibility of the watermark in the cover image. The average PSNR of 
watermarked image for grayscale images is 45.37 dB and is enhanced to 47.46 dB after 
applying smoothing function. In the case of color images, it is enhanced to 47.32 dB 
from 44.98 dB. 
Resistance against tampering attacks: To measure the resistance of the proposed scheme 
against tampering attacks, we used three metrics viz. True Positive Rate (TPR) or Tamper 
Detection Rate (TDR), True Negative Rate (TNR) and precision (p) [5]. PSNR is used 
to measure the similarity between recovered and original images. Copy-move, image 
splicing, VQ and collage attacks [5] are simulated in each watermarked image at various 
tamper ratios. Figure 1 shows the visual performance of proposed scheme on tamper 
localization and recovery on sample images from CVG-UGR database [17]. 
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Figure 1.Visual performance of the proposed scheme on tamper localization and recovery on sample images 
from CVG-UGR database [17]. 

Table 1 shows the average TPR, TNR and p under various tamper ratios on grayscale 
images and color images separately. The obtained results are above 99.9% and 100% in 
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almost all cases. This shows that the proposed scheme has high resistance against copy-
move, image splicing, VQ and collage attacks. 

Table 1. Tamper detection performance against various attacks 

 
Comparison with state-of-the-art schemes: The performance of the proposed scheme is 
compared with recent schemes [12,7,6,8,4] in terms of watermarked and recovered 
image quality. To compare the recovery performance, each watermarked image is 
replaced with white pixels at various tamper ratios from left to right. Table 2 shows the 
average PSNR of the watermarked image and recovered image on grayscale images. 
From the table, it is evident that the watermarked image quality of the proposed scheme 
is higher than other schemes. The proposed scheme and scheme proposed by Parah et al. 
[12] provide lossless recovery of original image from an untampered watermarked 
image. It is also observed that the recovered image quality of the proposed scheme is 
better than the other schemes under extensive tampering. 

Table 2. Performance comparison of proposed scheme with state-of-the-art schemes 

4. Conclusion 

A highly secure fragile watermarking based image authentication scheme for tamper 
localization, recovery of tampered regions and hiding sensitive information is proposed 
in this paper. The generated fragile watermark is highly sensitive to any modification in 
the image. This scheme ensures lossless recovery of the original image and hidden data 
from an untampered received image. Experimental results show that the proposed 
scheme generates watermarked image with high perceptual quality and can locate the 
tampered regions precisely. This scheme has high resistance against copy-move, image 
splicing, VQ and collage attacks. It has better recovered image quality under extensive 

Attacks Metric 
Grayscale images Color images 

Tamper ratio (%) 
10 30 50 70 90 10 30 50 70 90 

 
Copy-move 

  

TPR 99.9933 99.9926 99.9965 99.9917 99.995 100 100 100 99.9997 100 
TNR 100 100 100 100 100 100 100 100 100 100 

p 100 100 100 100 100 100 100 100 100 100 
 

Image Splicing 
  

TPR 99.9959 99.9976 99.9968 99.9991 99.9983 100 100 100 100 100 
TNR 100 100 100 100 100 100 100 100 100 100 

p 100 100 100 100 100 100 100 100 100 100 
 

VQ 
  

TPR 99.9964 99.994 99.9972 99.9979 99.9968 100 100 100 100 100 
TNR 100 100 100 100 100 100 100 100 100 100 

p 100 100 100 100 100 100 100 100 100 100 
 

Collage 
  

TPR 100 99.9969 99.9969 99.9997 99.9978 100 100 100 100 100 
TNR 100 100 100 100 100 100 100 100 100 100 

p 100 100 100 100 100 100 100 100 100 100 

Schemes 
Watermarked 
image quality 

Recovered image quality with various tamper ratio 

0 10 20 30 40 50 60 70 80 90 

Parah et al. [12]  46.39  16 12.76 10.75 9.32 8.2 7.3 6.47 5.76 5.14 
Qin et al. [7]  44.12 44.12 38.18 35.82 33.8 32.41 31.26 19.7 18.81 13.32 12.77 
Haghighi et al. [6]  46.41 42.81 35.25 32.74 30.8 29.22 28.32 22.62 18.49 15.56 13.05 
Rajput and Ansari [8] 32.52 28.22 24.93 22.59 21.69 20.49 21.22 10.77 7.1 5.39 4.8 
D. Singh and S. K. Singh [4] 37.24 37.24 16.37 12.99 10.97 9.56 8.43 7.42 6.6 5.84 5.2 
Proposed scheme  47.46  40.2 36.32 34.01 32.16 30.79 28.74 26.91 25.07 22.87 
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tampering as compared with state-of-the-art schemes and can be applied to color, 
grayscale and DICOM images. The proposed scheme can be used in sensitive 
applications which need image authentication scheme that ensures 100% recovery of 
image and hidden data, high security, precise tamper localization and high recovery rate. 
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Abstract. MANETs are in-secure and vulnerable to attacks, as it lacks a central 
trusted authority. Providing security to such a network becomes an essential task 
and formulate the origin of the proposed work. The proposed system attempts to 
secure MANETs using route validation and cryptographic techniques. One of the 
most crucial, and primary concerns in today's times is to be able to detect an attacker 
at its initial stages. With this focus point in mind, the approach used is to prevent 
such an attacks by detecting in initial stage and preventing from network degradation. 
The novelty of the proposal is the use of cryptographic techniques for improving the 
security, along a reverse-AODV for reducing path fail correction, and machine 
learning concepts for validation of results. Many of the existing malware detection 
techniques proposed by the researchers were executed either on machine 
independent platform, or on an available dataset with machine dependent 
approaches. This drawback has been addressed in the existing proposal, where in 
machine learning is used with self-generated data-set, to eliminate contingent 
problems. The proposed system includes a network that is free from malware.  
Justification of the results were generated using classifier tools that were trained 
with the obtained dataset. For secured communication, an Elliptical curve 
cryptographic algorithm is applied to reverse ad-hoc on-demand distance vector 
with reverse multiple route replies that have been generated from the destination to 
the source node. An investigation to ensure the correct delivery of data can be done 
by diverting the traffic through the shortest alternative secured path. The metrics 
used for statistical analysis include average transmission-delay, overhead, packet 
forwarding rate and packet- delivery-rate, based on which the conclusion is 
theorized for the detection. The major finding includes the process of selecting an 
appropriate condition for detecting a malicious node, observing the network 
behavior with varying number of suspicious nodes and then validating the 
correctness. The implementation gives us varied results, both when the suspicious 
node is deferred for some time, and then on its complete elimination. The limitation 
of the proposal is that the suspicious nodes are uncoordinated.  

Keywords. ECC, AODV, R-AODV, Enhanced AODV 

1. Introduction 

Networking is a vast domain, which deals with finite number of interconnected devices 

for communication through wired or wireless medium. The communication is managed 

by using data transmission through nodes in MANETs.  A mobile adhoc network   

consists of mobile devices that move freely in multi-direction, while communicating 

among each other. MANET is a dynamically configurable system where the mobile 
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nodes are bridged to each other via wireless links. They do not have any definite 

infrastructure and is with no centralized administrative authority to monitor the network. 

MANET can serve as a standalone network or can also be a fragment of some larger 

network. 

With the furtherance in mobile technology in future generation, people will have a 

facilely, widespread, and non-discrete access to information heading towards secure 

communication. In the modern society, with the advancement in technologies there is an 

increase in the issues to be addressed. Paucity of security is one of the major issues in 

MANET. Security includes the discerning of possible attacks, threats and sensitivity of 

the system against illicit access and alterations. The attacker may drop or access data 

packets with wrong intention. The attacks on the MANETs can identified based on norms 

like location, type, behavior, intention or on the layer onto which they befall, etc. The 

issues encountered like limited wireless transmission range, hidden terminal problems, 

and packet loss due to reasons like transmission errors, mobility-induced, route changes, 

and battery constraints. There has been huge amount of work done by the researchers in 

Manets using in-secure AODV routing Protocols. The designed strategy is novel as it 

highlights the new approach showing the various aspects of selecting the path using 

routing protocols, authentication of route and node, followed by validation process.  

Malicious attacks in the network need to be examined by exploring its type, aim, nature, 

cause and effects to handle security threats in an appropriate way.  The attack could be 

just for an acquaintance or with fortitude to maltreatment a network. The type of attack 

implemented is black-hole, in which the traffic is attracted by the node using false 

dissemination and destination is kept deprived of the transmission. Black hole usually 

assimilates traffic of the network around it and tries to harm the network by reducing the 

performance metrics of the system. 

The simulators used for implementation includes Ns2, Qualnet and Matlab.  The 

proposal portrays the usage of DYMO routing protocol which provide a specific and 

much effective route with reduced power consumption. Dymo is a power aware routing 

algorithm works on the concept of selecting the shortest path to destination for 

transmitting data. The second novelty of the system is Reverse-AODV in which a reverse 

route exploration works to select the path from destination to the source node for storing 

multicast routes that can be used in case of link or path failure. The route obtained after 

applying R-AODV eliminates the scope of any malicious path selection since the routing 

table is updated simultaneously by comparison with the highest sequence number or the 

shortest hop count. The path thereby prevents Black-hole nodes to participate in reverse 

route discovery, thereby eliminating the chances of attacker in the path.  The purpose of 

adding encryption is to secure the data transmission. The collaboration of the strategies 

used is Reverse AODV with ECC and validation of the datasets is done using Matlab 

tool as shown in figure 1. The approach used to do the route discovery of safe path is 

shown in figure 2. 
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Figure 1. Architecture of the System 
 

 

Figure 2. Malicious node detection using R-AODV 

 

Black hole node consumes less time for packet processing and queuing delay. Packet 

processing here being the time for processing and extracting content from packet header, 

or time consumed during lookup between routing tables or to link to next node, and 

queuing delay refers to the time spent in queue at layers (Network and MAC) before it 

is forwarded to physical layer.  

Q.D (Queuing delay) is the time a job waits in a queue until it can be executed, P.D 

(Processing delay) is the time router takes to process the packet header or time for one 

bit to travel, T.D (Transmission delay) is the time taken to put a packet onto link. It 

depends on length of packet and bandwidth of network, which can also be considered in 

designing.The average packet processing delay and queueing delay time threshold value 

is represented as ∆dTh. 

   Black hole attack is detected by checking the following conditions: 

 If Δd < ΔdTh, then the node is said to be authenticated, otherwise non-

authenticated 

 If the node is not authenticated, then the conditions (i) and (ii) mentioned below 

are checked for the possibility of black hole attack 

 If Th < R, where R is the broadcasting radius of the node, H is the hop distance, 

Th = distance (S, D) / H, where distance (S, D) is the Euclidian distance  

 If DSN < (snmax +  ), where snmax is the maximum SN value of all entries in 

routing table and   is the number of data flows 
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If both the two conditions are true, then the node is said be honest, otherwise it is 

considered a black hole node. 

2. Literature Survey 

This section of the chapter presents a literature study to highlight the work explored and 

implemented by researchers. The idea is to fetch the limitation or area of further 

extension, and then to compare it with the existing approaches. The promising 

technological areas identified for the proposed system during the literature addresses 

intrusion detection, prevention and validation. 

In [1] the Fuzzy logic is used to define rules for filtering an attacker. It is a way of 

representing information as it appears in human mind. In [2] the proposal is to de active 

the attacker in its worst effecting period and outcomes are justified using Anomaly based 

method.  The Authors in [3] have worked on validating the accuracy of the results 

generated. Author in [4] has worked on multiple traffic generators and has evaluated 

performance in normal and malicious scenarios, the extension to the work would be to 

coordinate the attackers. In [5] Rmayti et al. accords a scenario of using a coordinated 

behavior through tunnel for worm hole attack, which is adapted here to check the 

performance degradation in coordination. Poongothai et al. in [6] aimed at designing an 

Anomaly based detection system for Routing attacks in MANETs to identify the normal 

or attacker nodes in the system using different values in the class, i.e. class with different 

values to represent behaving nodes. V.Saranya et al. in [7] aimed to eliminate a 

misbehaving node by using a reverse route tracing algorithm and the data is routed 

through an alternate path. ECC algorithm is used for authentication and integrity. Thanh 

Tu and Thai et al in [8] has worked on the threshold of the formula for distance and hop 

count to get the shortest path.  Ningrinla et al. in [9] has used the concept of monitoring 

the behavior using neighbors to detect and eliminate a malicious node from transmission. 

This idea is applied in the proposal to take a node in a loop of deactivation upon detecting 

its anomalous nature. Nagendranath and Ramesh et al. in [10] has used a packet leash 

mechanism to detect the intruder, but the system was prone to fake replies too. This 

drawback is catered by using multicast approach for route reply in our proposal. Opinder 

et al. in [11], proposed that for each node with public and private key used for encrypting 

and decrypting transmitted data with ECC.   Dhiraj et al. in [12] has proposed a detection 

and mitigation approach against Black-hole attacks using DYMO routing protocol. 

3. Proposed System 

The overview of the proposed approach is depicted in figure 1. Algorithm 1 is used for 

route level authentication and algorithm 2 for secure data transmission. 

  Algorithm 1 (EA-AODV) 

   Step 1:   Route Discovery Process:  Source sends RREQ towards Destination 

   Step 2:   If intermediate node Nin receives RREQ, Forwards to Nin + 1, end if; 

   Step 3:   If Destination is reached, then it responds with RREP end if; 
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   Step 4:   Source gets RREP from various paths Pm, m=1, 2, ... N 

                    For each path Pm 

                       For each intermediate Nin along Pm source computes the per hop time 

                        S computes Euclidian distance between every two nodes 

                  Calculate Th=Euclidian Distance/No. of Hops end for; end for; 

  Step 5: If Threshold< per hop time then Nin is authenticated else 

                  If (Th < R) and DSN < (snmax + µ) then Nin is a non-poisonous 

                else Nin is a malicious 

                          Remove Nin from the routing table of Pm end if; end if; 

  Step 6:   Fetch an alternate path for valid shortest route from routing table or   

                invoke new route discovery process. 

  Step 7: Use the validation techniques to test the results 

 

Algorithm 2 (Elliptical Curve Cryptography for Secured Data Transmission) 
 

Step 1:      Point Compression for Y, Y= Y%2 //selecting a point on curve 

Step 2:      Point Decompression for y using x and y 

                    Z= (X3+ X +6) %p, Dy= Z3, Dy= dy % p, If (y- dy) % 2 ==0      

                    then dy=dy else Dy=p-dy end if; 

Step 3:      Encryption using public key//Selecting co-ord for data enc/dec 

kp = rand % endseq; //Identifying point kP's and kQ’s seq. No. 

kq = (rand*q) % end seq; (where q is the quotient =4) Calling the point 

compress on x and y coordinate of kp Cipher text is ((kpx), compress(kpy), 

quo, kqx %p) 

Step 4:      Decryption 

i.     Decrypted point is mx, my, pdy =ptdecomp(x,y); 

ii.    Intmedpt = (key*arr[x][pdy]) % 13;//calc seq no. of intermediate Pt 

iii.   qu=quo; for i, j in 0.10 if(arr[i][j] == medpt) then  

       mx=i; my=j; end if, end for; 

 

The security to data transmission is applied by data encryption and decryption using 

logarithmic functions at the multiple points on the curve. ECC is difficult to broken down 

and even harder to assume. It is based and generated using mathematical logic and hence 

difficult to predict by an intruder.  Finally, the result-set is imported to Matlab for 

justification of correct detection. 

4. Results and Analysis 

The results generated using the algorithms are statistically represented by parameters like 

Packet Delivery Ratio, Overhead, Throughput, Drop and Packet Forwarding Ratio. 

PDR% =
��.�� ��������	 
�����

��.�� 	�
�����	 
�����
∗ 100                                                               (1) 

Overhead = No. of Routing packets ÷  No. of received datapackets   (2) 
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Drop = �No. of packets sent� − (No. of packets Received)                           (3) 

Packet forwarding rate = �No. of pack. received � ÷ �No. of pack. forwarded � ∗ 100 

 (4) 

Throughput = No. of packets dispatched÷ second                            (5) 

�.� = ��. �� 	
���� ∗ ��� �� 	���� /(2 ∗ ��) (6) 

4.1 Result Analysis with Algorithm 1 

Attacks are targeted in the system to design it counteract and to provide security. The 

attack can be a member or an outsider, targeting the network to cause harm to it or 

retrieve information. The type of attack implemented, detected and avoided in the 

proposal is the Black hole attack. Additionally, security is added to the path through 

which the data is to be transmitted. In the Route Request process of route discovery, the 

source node initiates transmission by broadcasting a RREQ message searching for 

destination node, after which the destination node unicasts the route reply to the source 

node. This path is cached in the routing table for packet transmission from source to 

destination node. The route validity is checked using the destination sequence number 

and hop count generated in RREP. (In addition the detection of a malicious node assumes 

that the attacker pretends to take less propagation and queuing delay)  

Authentication mechanism helps in checking the validity of the route using the 

following conditions,  

 Actual neighbor: Two nodes Nj and Nk are actual neighbors, if d(Nj, Nk) < 

min(RNj, RNk);where R is the radius of coverage 

 Nodes are said to be normal, if they are neighbors 

 DSN ≤ max (�. ����. , �),where  � represents in & out node traffic  

In figure 3 throughput is analyzed for avoidance scenario with different simulation 

times. The inferences are EA-AODV out performs with 258 kbps, VRA-AODV with 84 

kbps and AODV with 42 kbps maximum The Higher Packet forwarding ratio determines 

the drop and signifies that the packets are not furthered.   

In figure 4 packet forwarding ratio is analyzed for detection scenario with varying 

simulation time. The values noted for EA-AODV is 74% maximum, VRA-AODV is 

29% maximum and AODV a hike of 18%, where VRA references [8] in bibliography. 

The equations (1) to (6) are used in the result analysis 

The figure 5 depicts a comparative analysis of all the four classifiers (Decision 

tree(DT), KNN (K nearest neighbor), SVM (Support vector machine) and NN (Neural 

networks)). From the graph it is clearly perceived that the SVM model holds high 

accuracy rates compared to the rest of the algorithms. The models are trained with 

datasets where nodes possess mobility speeds of 5, 10, 15, 20 and 25 seconds. 

From the Figure 6, it is clearly interpreted that for any value of speed the SVM 

provides the highest accuracy rates comparatively. As this network is significantly 

populated with an increase number of malicious nodes, which are prone to attack 

network; it results in decrementing the accuracy rate of the network. 
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4.2 Results for Algorithm 2 

 

Figure 3. Comparison of Throughput 
 

 

Figure 4. Packet Forwarding Rate 
 

For both the prevention(p) and attack(a) scenario. It can be inferred from the graphs that 

the performance analysis is better, when a secured path is selected for data transmission. 

The analysis in figure 7 and figure 8 helps us to conclude that the loss rate is reduced and 

overhead is brought to zero after applying the prevention mechanism on selecting the 

sheltered path. Overhead is determined by the number of routing packets. In case of 

detection scenario with respect to change in simulation time in figure 8 the proposed 

method shows more overhead compared to the existing ones. The avoidance scenario is 

experimented over varying number of attackers and multiple simulation time. The 

reverse R-AODV end to end delay is as shown in figure 9. The delay is initially greater 

and later becomes linear. As the reverse path is cached at the source node in the R-

AODVs, the rediscovery is not initiated unless all the reverse stored paths are used, hence 

the proposal is considered efficient. The throughput is compared between a Black-

hole(green) and reverse AODV(red) with interpretation that after applying the reverse 

path algorithm, about a tremendous increase in the throughput is seen in figure 10. 
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Figure 5. Accuracy verses Classifiers. 

 

 

Figure 6. Accuracy verses Speed. 

 

To design a better algorithm for prevention of malicious node, appropriate 

performance analysis parameters must be selected. Any malicious activity degrades the 

performance, but the parameters used are different for varying type of attacks. The attack 

type implemented in this proposal is Black hole in which the traffic sinks at the malicious 

node. The aim of this malicious node is to attract the traffic by making a false or fake 

dissemination in the network about having the short path. The node further affects the 

network transmission by retaining or by dropping the data, which results in the drop of 

packet forwarding rate. In [4] author has selected the height of antenna as ≥3 meter to 

capture the traffic along with increasing the storage of the buffer size of the node as 

parameters to inhibit malicious behavior. Figure 6 depicts the results obtained with 

different classifiers on varying speed of the mobile nodes to analyze the accuracy and it 

has been found that SVM performs the best in all the considered classifiers. The self-

generated data from the network simulator is used to check the best classifier for 

prediction. The classes used in training are binary in nature with 0 for normal and 1 for 

malicious. 

Advanced routing protocol like DYMO is a popular reactive routing protocol in 

wireless networks, developed with aim to enhance the performance of ad-hoc network 

by being more energy efficient.  Unlike secure protocols, DYMO lacks the security 

related features like authentication, integrity, and confidentiality. DYMO has certain 

vulnerabilities which makes security a major concern here. Outside attackers interfere 

and interrupt the legitimate traffic due to an open nature of wireless medium. One of such 

widely known attacks is the Black hole attack. As security is a major concern in wireless 
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networks, it is provided in the proposal at the node level and at route level by using some 

encryption algorithms like ECC. Open Shortest Path First(OSPF) routing protocol can 

also be used to apply security in networks as it includes or inherits authentication 

facilities as MD5 and simple authentication mechanisms to prevent against the Black 

hole attack. but OSPF protocol does not support wireless networks 

 

 

Figure 7.  Loss-Ratio for Attack and Prevent. 

 

 

Figure 8. Overhead with Attack and prevention. 

 

When ECC is used to make the transmission secure, it is observed that the throughput 

gives better values on comparison with AODV. The complete work is implemented in 

Adhoc wireless networks. The graphs depicted in figure 9 and 10 signifies that the results 

show a better analysis when the network is secured using prevention algorithm. The 

security can be applied at the node level or the route level. ECC helps to secure the data 

at the transmission level using the process of encryption and decryption based on 

mathematical logistics. The throughput is compared between a Black-hole (in green) and 

reverse AODV (in red) with conclusion that after applying the reverse path algorithm, 

about a tremendous increase in the throughput is noted. 
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Figure 9. End to End Delay 

 

 

Figure 10. Throughput with ECC and R-AODV 

5. Conclusion 

The collaboration of two algorithms yields a secured system with good performance 

metrics. R-AODV helps in storing the routing information of each node thereby reducing 

the time taken to reinitiate the route discovery process using request retires and helps in 

transmitting the data at a faster rate when compared to AODV. Further the addition of 

ECC helps to increase the security of the data transmission, thereby making it difficult 

for the intruder to interpret the data. The results obtained from these algorithms are 

imported as data-sets to Matlab to check its efficiency and was found to give good 

accuracy with SVM classifier. The extension to this work could be to implement 

coordinated attacks. 
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Abstract. The paper deals with a problem of performance evaluation of the range-

bearing centroid processing for a surveillance radar. First, we review several 

techniques for centroid processing that are Moving window estimator, Beam shape 

centroid estimator, Center of mass correlation and Recursive least-squares centroid 

estimator. Then we point out that the range root-mean-square error (RMSE) and 

bearing RMSE are not sufficient for performance evaluation of the range-bearing 

centroid processing. Further, a new parameter using time series analysis for 

evaluation of structural stability of the centroid processing is proposed. As an 

illustration, a test with data from an X-band coastal surveillance radar is given. 

Keywords. Radar measurement, plot extractor, centroid processing, time series 

analysis 

1. Introduction 

Radar [1] is a system that uses the radio waves to detect the objects of various types 

such as aircraft, spacecraft, guided missiles, ships, motor vehicles, weather formations 

and terrain. A radar system consists of a transmitter producing electromagnetic waves 

in the radio or microwaves domain, a transmitting antenna, a receiving antenna (for a 

pulse radar the same antenna is used for transmitting and receiving) and a receiver and 

processor (see Figure 1).  

                                                           
1
 Corresponding Author. E-mail: loinv12@viettel.com.vn 

Fuzzy Systems and Data Mining VII
A.J. Tallón-Ballesteros (Ed.)

© 2021 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA210201

296



 
Figure 1. Radar block diagram [2] 

The block “Detection” in Figure 1 contains the “Plot detector” and the  “Plot 
extractor” modules (see Figure 2). 

       
Figure 2. “Detection” block [3] 

       When the antenna scans across any target, there may be threshold crossings at the 

“Plot detector” in several inter pulse periods, and in several adjacent range and azimuth 

resolution cells. The output of “Plot detector” is called detected hits. The “Plot 
extractor” (or range-bearing centroid processing, centroid processing) takes the output 

of the signal processor of a radar system. Its function is to correlate all threshold 

crossings (all detected hits), grouping together all those which appear to come from the 

same target and to estimate range-bearing centroid for generating plot reports such as 

range, azimuth, power and radial velocity information on all validated targets. Then, 

the plot reports are used as input for “Tracking and Parameter estimation” block (see 
Figure 1) to perform object’s trajectories which are displayed on the radar monitor. The 

more accurate plot reports of range-bearing centroid processing are, the better 

performance of a radar system is. 

The present paper deals with the problem of performance evaluation of the “Plot 
extractor”. Since the “Plot extractor” has an important role for the performance of a 

radar system, there are a lot of numbers in the literature concerning the problem of 

range-bearing centroid processing (see [4-8,10-12]). However, for performance 

evaluation there is only an approach mentioned in the literature which is based on the 

range and azimuth (bearing) RMSEs. As illustration in Section 2 (see Figure 7) the 

range and bearing RMSEs are not sufficient for evaluation of centroid processing. In 

fact, the target plot reports over scans form a time series and any break-point (change-

point) will strongly influence to the “Tracking and Parameter estimation” block. But 

the range and bearing RMSEs do not give us information about the existence of 

change-points in a time series. In this paper, a new parameter using time series analysis 

for evaluation of structural stability of range-bearing centroid processing is introduced. 

The paper is organized in the following way. In the next section, we recall the 

common approaches for range-bearing centroid processing and its evaluation. The main 

contribution of the paper is presented in section 3. Last section gives out the conclusion 

and future works. 

Plot detector 
Plot Hit  

extractor
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2. Related works 

The “Moving window estimator” is one of the earliest methods of correlating hits to 

form plot reports (see [4,5]). For each pulse repetition time (PRT), the detected hits are 

stored as “1”s in the range-cell dimension (see Figure 3). At every range cell, a window 

in the time-cell dimension is applied to count the number of “1” that are present in the 

window. The size of the window equals the number of reflected pulses when the radar 

antenna scans across a target. The target azimuth is estimated by (see [4,6]):  

     (1) 

where  and  are the beginning and end azimuth angles of the targets. 

 

 

 
Figure 3. Moving window estimator process [5] 

The moving window estimator has many disadvantages. For example, the 

estimated azimuth in (1) depends only on the first and last detected azimuths of the 

target. Therefore, the error of the estimated azimuth does not significantly decrease 

with increasing signal-to-noise ratio.  

To avoid the disadvantages of the Moving window estimator, the “Beam shape 
centroid estimator” based on the collection of association and clustering algorithm was 

introduced for surveillance radar with coherent processing (see [7, 8]). However, both 

the Moving window and Beam shape centroid estimators give only the target azimuth 

estimate, it can not be applied for high range resolution radars, i.e. targets may spread 

over several adjacent range cells. For these cases, a more modern plot processor needs 

to be used for the correlation process than the simple sliding window. 

One possible method is the Center of mass correlation [9]. The correlator is 

grouped first in range direction and then in azimuth direction (see Figures 4-6). The 

plot report is computed by using the center of mass of the signal processor output.  

 
Figure 4. The Signal Processor provides hits including information about reveived power [9] 
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Figure 5. A range correlation provides groups [9] 

 

 
Figure 6. An azimuth correlation provides plots [9] 

Some extensions of the Center of mass correlation can be found in [8-12].   
For evaluation of the above mentioned methods researchers use the simulation data 

and calculate the range root-mean-square error (range RMSE) and bearing RMSE. 

However, the range-bearing centroid processing produces a series of time-dependent 

plot reports for each target (at every radar scan a plot for each target is reported). 

Therefore, the range and bearing RMSEs may not be enough to evaluate performance 

of the range-bearing centroid processing. Figure 7 presents two time series with the 

same RMSEs. But they have different behaviors. In fact, one of them (the dash-line) 

contains a shock (change-point), i.e. it is not structural stable.  

 So, in relation with the performance evaluation of range-bearing centriod 

processing there is a need to consider new parameters than RMSEs. In the next section, 

we propose the use of time series analysis for this purpose. 

 
Figure 7. Two time series have the same RMSEs, but different behaviors.  

The dash-line series has a change-point. 
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3. Application of time series analysis for performance evaluation of range-bearing 
centroid processing 

Let  be the range (in meter), bearing angle (in degree) and power 

(in Watt) of a target centroid (target plot report) at radar scan k. Three time series are 

available for analysis that are  and . The reason for 

considering the series   follows from the radar equation. It is well 

known (see [13], [14]) that the received signal power reflected from a target is 

determined by 

     (2) 

where: 

�  is the received signal power (W) at the radar receiver. 

�  is the radar transmitting power (W). 

�  are the gain of the transmitting and receiving antennas, respectively. 

�  is the radar cross section (m2). 

�  is the wavelength (m) of the radar electromagnetic energy. 

�  is the target range (m). 

From (2) it follows that  is (theoretical) constant if the radar cross section  

does not change. Two types of targets satisfied for the analysis are (see Figure 8): 

� Type 1: targets that move along a straight line toward or away from the radar. 

� Type 2: targets that move with a constant range to the radar. 

 
Figure 8. Illustration of targets of Type 1 (left) and  of Type 2 (right) 

The targets of type 1 and type 2 have (theoretical) constant radar cross section. 

Moreover, targets of type 1 do not change their bearing angles, so their series of 

bearing angles are useful for analysis while targets of type 2 do not change their ranges, 

so their series of ranges are used for evaluation. 

We propose the new approach for the performance evaluation of the range-bearing 

centroid processing, which consists of  

� accuracy evaluation using range RMSE and bearing RMSE; 

� structural stability evaluation using time series analysis. 

The Change-Point Ratio (CPR) is used for the evaluation of structural stability. 

Three values of CPR are estimated, that are bearing CPR (for a target of type 1), range 

CPR (for a target of type 2) and power CPR (for both types): 
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The Matlab function findchangepts is applied for detection of change-points (see 

[15-17]). This function minimizes 

 

Where K is the number of change-points;  and  are respectively the first and the 

last samples of the data;  and  denote the deviation measurement and the emperical 

estimate which depend on the statistical property. For example,  

� if ‘Statitical property’ is specified as ‘mean’: 

 

� if ‘Statitical property’ is specified as ‘linear’: Let the best-fit line through 

 be 

 

where  

 

 

 

then  

 

 

Test result. For the test we use the data from an X-band coastal surveillance radar 

in which the center of mass correlation is used for the range-bearing centroid 

processing. A target of type 1 (see Figure 9) is chosen for the evaluation of structural 

stability of centroid processing. In real scenario, we understand that type 1 contains all 

targets that move in a straight line with a small change of their bearing angles (not 

exceeding 5 degree). The bearing angles of the test target are in the interval from 110 

degree to 115 degree.  
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Figure 9. The test target (ID 1036) in the radar screen 

 

Two data series  and  are used for analysis of structural 

stability of range-bearing centroid processing. The parameters for the function 

findchangepts are set by: 

� ‘Statistic’ = ‘linear’ (since the target moves in a straight line); 

� ‘MinThreshold’ = 0 (to find all possible change-points); 

� ‘MinDistance’ = 30 (to reject the random noises in the change-points. The 

value 30 means that minimum number of samples between change-points is 

30, or equivalent to 5 minutes of radar scan data. Each radar scan is 10 

seconds). 

The test results are given in Figures 10 and 11. 

 
Figure 10. The change-points for the series  of the test target. Bearing CPR = 4/162. 
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Figure 11. The change-points for the series  of the test target. Power CPR = 4/162. 

From Figures 10 and 11 it follows that the series  and , and 

hence the range-bearing centroid processing, are not structural stable. The causes of the 

unstability of range-bearing centroid processing may occur in “Plot detector” or “Plot 
extractor” (see Figure 2). If the causes are in “Plot extractor” the radar designers need 

to use another centroid processing algorithm to avoid the structural unstability. For 

comparison, it is clear that the evaluation method used in [4]-[12] could not be able to 

detect the change-points while the proposed method gives us the detailed structural 

stability of the centroid processing. The unstability of the centroid processing will lead 

to a poor performance of “Tracking and Parameter estimation” block. 

4. Conclusion and Future works 

We have proposed a new (offline) approach for evaluation of range-bearing centroid 

processing for a radar system that consists of the accuracy evaluation using range and 

bearing RMSEs and the structural stability evaluation using time series analysis. A test 

with data from an X-band coastal surveillance radar is given for illustration.  

In future works, we will study the online performance evaluation and its application for 

automatic calibration of a radar system. This will use the online time series analysis 

which is intensively investigated recently. 
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The Prime Ideals of QMV*-algebras

Yingying Jiang a and Wenjuan Chen a,1
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Abstract. QMV*-algebras were introduced in [1] as the extension of MV*-
algebras and quasi-MV algebras. In the present paper, the concepts of prime ide-
als are introduced into QMV*-algebras. First some related properties of QMV*-
algebras are listed. Second the properties of prime ideals of a QMV*-algebra are
investigated and the quotient algebra by a prime ideal is characterized. Finally,
maximal ideals of a QMV*-algebra are discussed.

Keywords. MV*-algebras, Quasi-MV algebras, QMV*-algebras, Ideals, Prime
ideals

1. Introduction

Chang had introduced MV*-algebras in [2] for the purpose of providing a conve-
nient abstraction of the algebra defined on the real interval [−1,1], endowed with the
truncated addition ζ ⊕ υ = max{−1,min{1,ζ + υ}} and the negation −ζ , parallel-
ing similar work done for MV-algebras in [3]. In [4], the algebraic study of MV*-
algebras had been made by Lewin et al., and the logic L∗ as a natural extension of
Łukasiewicz logic was also investigated in [5]. On the other hand, quasi-MV alge-
bras deriving from quantum computation were introduced in [6] and they were an-
other generalization of MV-algebras. Since they were proposed, lots of properties of
quasi-MV algebras were investigated in [7–10] and their corresponding logics were dis-
cussed in [11]. In [6], a standard completeness theorem for a quasi-MV algebra was
shown: an equation holds in any quasi-MV algebra if and only if it holds in the stan-
dard quasi-MV algebra D. The standard quasi-MV algebra D whose universe is the set
C1 = {〈ζ ,υ〉 ∈ R×R | (1− 2ζ )2 + (1− 2υ)2 ≤ 1} is a subalgebra of the standard
quasi-MV algebra S and S is defined as follows: S = 〈[0,1]× [0,1];⊕,′ ,0,1〉 where
〈ζ ,υ〉⊕〈κ,λ 〉= 〈min{(1,ζ +κ), 1

2 〉, 〈ζ ,υ〉′ = 〈1−ζ ,1−υ〉, 0 = 〈0, 1
2 〉 and 1 = 〈1, 1

2 〉.
Notice that the universe of S is [0,1]× [0,1], it is natural to ask whether we can gen-

eralize it to [−1,1]× [−1,1]. What is the relationship between the new algebraic structure
and S? More general, whether we can generalize quasi-MV algebras similarly as MV*-
algebras extended MV-algebras. If we can, whether new algebraic structures can be ob-
tained by quasi-MV algebras? In order to solve these questions, we introduced QMV*-
algebras in [1] as an extension of quasi-MV algebras. Meanwhile, QMV*-algebras can
also be viewed as a generalization of MV*-algebras.

It is well-known that ideals, especially prime ideals, play an important part in study-
ing the algebraic structures. To take a closer look of QMV*-algebras, we introduce the
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notions of prime ideals into QMV*-algebras in the present paper. The properties of prime
ideals of a QMV*-algebra are investigated and the quotient algebra using a prime ideal
is characterized. The maximal ideals of a QMV*-algebra are also discussed. All results
obtained in this paper will generalize the known results in MV*-algebras and expand the
contents in quasi-MV algebras.

2. Preliminary

This section recalls some results of QMV*-algebras which will be used in what follows.

Definition 2.1. [1] Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be an algebra of type 〈2,1,0,0〉. If for any
ζ ,υ ∈ Γ, we define

ζ+ ∈ Γ with ζ+⊕0 = (ζ ⊕0)+ = 1⊕ ((−1)⊕ζ ),
ζ− ∈ Γ with ζ−⊕0 = (ζ ⊕0)− = (−1)⊕ (1⊕ζ ),
ζ 	υ = (ζ+⊕ (−(ζ+)⊕υ+)+)⊕ (ζ−⊕ (−(ζ−)⊕υ−)+),

and the following equations hold for any ζ ,υ ,κ ∈ Γ,
(QMV*1) ζ ⊕υ = υ⊕ζ ,
(QMV*2) (1⊕ζ )⊕ (υ⊕ (1⊕κ)) = ((1⊕ζ )⊕υ)⊕ (1⊕κ),
(QMV*3) (ζ ⊕1)⊕1 = 1,
(QMV*4) (ζ ⊕υ)⊕0 = ζ ⊕υ ,
(QMV*5) ζ ⊕υ = (ζ+⊕υ+)⊕ (ζ−⊕υ−),
(QMV*6) 0 =−0,
(QMV*7) ζ ⊕ (−ζ ) = 0,
(QMV*8) −(ζ ⊕υ) = (−ζ )⊕ (−υ),
(QMV*9) −(−ζ ) = ζ ,
(QMV*10) (−ζ ⊕ (ζ ⊕υ))+ =−(ζ+)⊕ (ζ+⊕υ+),
(QMV*11) ζ 	υ = υ 	ζ ,
(QMV*12) ζ 	 (υ 	κ) = (ζ 	υ)	κ ,
(QMV*13) ζ ⊕ (υ 	κ) = (ζ ⊕υ)	 (ζ ⊕κ),

then ΓΓΓ is called a quasi-MV* algebra (QMV*-algebra for short).

Obviously, any MV*-algebra ΛΛΛ = 〈Λ;⊕,−,0,1〉 is a QMV*-algebra. Conversely, if
ζ ⊕ 0 = ζ holds in a QMV*-algebra ΓΓΓ, then it is immediate to see that ΓΓΓ is an MV*-
algebra.

On a QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉, we can define some operations on Γ by
ζ 
 υ = −((−ζ )	 (−υ)), ζ � υ = ζ ⊕ (−υ) and |ζ | = ζ 	 (−ζ ) for any ζ ,υ ∈ Γ.
We also define a relation ζ ≤ υ by ζ 	υ = υ ⊕ 0, or equivalently, ζ 
υ = ζ ⊕ 0. It is
obvious to see that the relation ≤ is reflexivity and transitivity. For any ζ ∈ Γ, if 0 ≤ ζ ,
then the element ζ is called non-negative and if ζ ≤ 0, then the element ζ is called
non-positive. We know that a QMV*-algebra does not satisfy the associativity of ⊕ in
general. However, if ζ and κ are either non-negative or non-positive, then the equality
(ζ ⊕υ)⊕κ = ζ ⊕ (υ⊕κ) always holds, we call it restricted associativity in this case.

Proposition 2.1. [1] Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. Then for any
ζ ,υ ,κ,λ ∈ Γ, we have

(1) ζ ⊕υ = (ζ ⊕0)⊕υ = ζ ⊕ (υ⊕0) = (ζ ⊕0)⊕ (υ⊕0),
(2) ζ 
υ = (ζ 
υ)⊕0 = (ζ ⊕0)
υ = ζ 
 (υ⊕0) = (ζ ⊕0)
 (υ⊕0),
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(3) κ� (ζ 	υ) = (κ�ζ )
 (κ�υ) and κ� (ζ 
υ) = (κ�ζ )	 (κ�υ),
(4) (ζ 	υ)�κ = (ζ �κ)	 (υ�κ) and (ζ 
υ)�κ = (ζ �κ)
 (υ�κ),
(5) ζ 	ζ = ζ ⊕0 = ζ 
ζ ,
(6) 1⊕0 = 1 and 1⊕1 = 1,
(7) 0+ = 0 = 0−,
(8) (−ζ )+⊕0 =−(ζ−)⊕0,
(9) ζ ⊕0 = (ζ ⊕0)+⊕ (ζ ⊕0)−,
(10) ζ 	0 = ζ+⊕0 and ζ 
0 = ζ−⊕0,
(11) ζ− ≤ 0≤ ζ+,
(12) −1≤ ζ ≤ 1 and 0≤ |ζ | ≤ 1,
(13) ζ ⊕0≤ ζ ≤ ζ ⊕0,
(14) ζ 
υ ≤ ζ ≤ ζ 	υ ,
(15) If ζ ≤ υ , then ζ+ ≤ υ+, ζ− ≤ υ− and −υ ≤−ζ ,
(16) If ζ ≤ υ and κ ≤ λ , then ζ ⊕κ ≤ υ⊕λ , ζ 	κ ≤ υ 	λ and ζ 
κ ≤ υ 
λ ,
(17) If ζ ≤ 0, then ζ ⊕0 = ζ−⊕0 and ζ+⊕0 = 0,

if 0≤ ζ , then ζ ⊕0 = ζ+⊕0 and ζ−⊕0 = 0,
(18) ζ ≤ υ iff 0≤ υ�ζ ,
(19) If ζ = υ , then υ�ζ = 0, if υ�ζ = 0, then ζ ⊕0 = υ⊕0,
(20) (ζ ⊕υ+)�υ+ ≤ ζ ≤ (ζ �υ+)⊕υ+,
(21) |ζ | ≤ κ iff −κ ≤ ζ ≤ κ .

Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra and /0 �= Λ⊆ Γ. We denote the set |Λ|=
{|λ | | λ ∈Λ} and define an operation ¬ on |Λ| by ¬|λ |= 1�|λ | for any |λ | ∈ |Λ|. Below
we will discuss the structure of |Γ|.

Lemma 2.1. Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. Then |Γ| is closed under oper-
ations ⊕ and ¬.
Proof. For any |ζ |, |υ | ∈ |Γ|, then |ζ |, |υ | ∈ Γ and we have |ζ |⊕ |υ | ∈ Γ, so ||ζ |⊕ |υ || ∈
|Γ|. Since 0≤ |ζ |⊕|υ | by Proposition 2.1(12),(16), we have−(|ζ |⊕|υ |)≤ 0, it turns out
that ||ζ |⊕ |υ ||= (|ζ |⊕ |υ |)	 (−(|ζ |⊕ |υ |)) = (|ζ |⊕ |υ |)⊕0 = |ζ |⊕ |υ |, so |ζ |⊕ |υ | ∈
|Γ|. For any |ζ | ∈ |Γ|, then |ζ | ∈ Γ, it follows that ¬|ζ | = 1� |ζ | ∈ Γ, so |¬|ζ || ∈ |Γ|.
Since |ζ | ≤ 1, we have −1 ≤ −|ζ |, it turns out that 0 ≤ 1� |ζ | = ¬|ζ |, so |¬|ζ || =
(¬|ζ |)	 (−(¬|ζ |)) = (¬|ζ |)⊕0 = ¬|ζ |. Hence ¬|ζ | ∈ |Γ|.

Proposition 2.2. Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. Then |ΓΓΓ|= 〈|Γ|;⊕,¬,0〉 is
an MV-algebra. Moreover, the relation ≤ restricted on |Γ| is partial-ordering.
Proof. We only need to check the condition: ¬(¬|ζ |⊕ |υ |)⊕|υ | = ¬(¬|υ |⊕ |ζ |)⊕|ζ |
for any |ζ |, |υ | ∈ |Γ|. Since ¬(¬|υ | ⊕ |ζ |)⊕ |ζ | = (1� ((1� |υ |)⊕ |ζ |))⊕ |ζ | = (1⊕
((−1⊕|υ |)⊕ (−|ζ |)))⊕|ζ |= (1⊕ (−1⊕ (−|ζ |⊕|υ |)))⊕|ζ |= (−|ζ |⊕|υ |)+⊕|ζ | by
restricted associativity and |ζ |	|υ |= (|ζ |+⊕(−(|ζ |+)⊕|υ |+)+)⊕(|ζ |−⊕(−(|ζ |−)⊕
|υ |−)+) = |ζ | ⊕ (−|ζ | ⊕ |υ |)+ by Proposition 2.1(12),(17), we have ¬(¬|υ | ⊕ |ζ |)⊕
|ζ |= |ζ |	 |υ |. Similarly, we can show ¬(¬|ζ |⊕ |υ |)⊕|υ |= |υ |	 |ζ |. Since |ζ |	 |υ |=
|υ | 	 |ζ |, we get ¬(¬|ζ |⊕ |υ |)⊕|υ | = ¬(¬|υ |⊕ |ζ |)⊕|ζ |. Moreover, if |ζ | ≤ |υ | and
|υ | ≤ |ζ |, then |ζ |	|υ |= |υ |⊕0= |υ | and |ζ |	|υ |= |ζ |⊕0= |ζ |, it turns out that |ζ |=
|υ |, so the relation ≤ restricted on |Γ| is antisymmetry. Hence the relation ≤ restricted
on |Γ| is partial-ordering.
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Definition 2.2. [1] Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. The set /0 �= L ⊆ Γ is
called an ideal of ΓΓΓ, if L satisfies: (I1) If ζ ,υ ∈ L, then ζ �υ ∈ L; (I2) If ζ ∈ L, then
ζ+ ∈ L; (I3) If ζ ,κ ∈ L and υ ∈ Γ with ζ ≤ υ ≤ κ , then υ ∈ L.

Proposition 2.3. [1] Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra and L be an ideal of ΓΓΓ.
Then we have

(1) 0 ∈ L, (5) If ζ ∈ L, then |ζ | ∈ L,
(2) If ζ ∈ L, then −ζ ∈ L, (6) If ζ �υ ∈ L and υ ∈ L, then ζ ∈ L,
(3) If ζ ,υ ∈ L, then ζ ⊕υ ∈ L, (7) If ζ �υ ∈ L and υ�κ ∈ L, then ζ �κ ∈ L.
(4) If ζ ,υ ∈ L, then ζ 	υ ∈ L,

Proposition 2.4. Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. If L is an ideal of ΓΓΓ, then
(I3) is equivalent to the following: (I3′) If ζ ∈ L and υ ∈ Γ with |υ | ≤ ζ , then υ ∈ L.
Proof. (I3)⇒(I3′) If ζ ∈ L and υ ∈ Γ with |υ | ≤ ζ , then−ζ ∈ L using Proposition 2.3(2)
and −ζ ≤ υ ≤ ζ by Proposition 2.1(21). Thus we have υ ∈ L by (I3).

(I3′)⇒(I3) If ζ ,κ ∈ L and υ ∈ Γ with ζ ≤ υ ≤ κ , then |ζ |, |κ| ∈ L using Proposition
2.3(5). Since ζ ≤ υ ≤ κ , we have −κ ≤ −υ ≤ −ζ by Proposition 2.1(15) and then
|υ |= υ	(−υ)≤ κ	(−ζ )≤ |κ|	 |ζ | by Proposition 2.1(16),(14). Because |ζ |, |κ| ∈ L,
we have |κ|	 |ζ | ∈ L by Proposition 2.3(4). Thus υ ∈ L by (I3′).

Recall that an ideal L of an MV-algebra ΛΛΛ = 〈Λ;⊕,¬,0〉 is a non-empty subset of Λ
satisfying: (1) 0 ∈ L; (2) If ζ ,υ ∈ L, then ζ ⊕υ ∈ L; (3) If ζ ∈ L and υ ∈ Λ with υ ≤ ζ ,
then υ ∈ L.

Proposition 2.5. Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. If L is an ideal of ΓΓΓ, then
|L| is an ideal of |ΓΓΓ|.
Proof. Since 0∈ L, we have 0= |0| ∈ |L|. If |ζ |, |υ | ∈ |L|, then ζ ,υ ∈ L and then |ζ |, |υ | ∈
L by Proposition 2.3(5), so |ζ | ⊕ |υ | ∈ L by Proposition 2.3(3). Since 0 ≤ |ζ | ⊕ |υ | by
Proposition 2.1(12),(16), we obtain |ζ |⊕ |υ |= ||ζ |⊕ |υ || ∈ |L|. If |ζ | ∈ |L| and |υ | ∈ |Γ|
with |υ | ≤ |ζ |, then |ζ | ∈ L and then υ ∈ L by Proposition 2.4, so |υ | ∈ |L|. Hence |L| is
an ideal of |ΓΓΓ|.

Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. For any /0 �= Λ ⊆ Γ, we define 〈Λ〉 =⋂{L | Λ⊆ L and L is any ideal of ΓΓΓ}. Then 〈Λ〉 is the least ideal of ΓΓΓ which contains the
set Λ and is called the ideal generated by Λ. For any ζ ∈ Γ, denote 0 · ζ = 0, 1 · ζ = ζ
and n ·ζ = (n−1) ·ζ ⊕ζ for some integer n≥ 2.

Proposition 2.6. [1] Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra and /0 �= Λ ⊆ Γ. Then
〈Λ〉= {ζ ∈ Γ | |ζ | ≤ |λ1|⊕ |λ2|⊕ · · ·⊕ |λn|, where λ1,λ2, · · · ,λn ∈ Λ}.
Proposition 2.7. Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. IfL is an ideal of ΓΓΓ and
λ ∈ Γ \L, then we have 〈L∪{λ}〉 = {ζ ∈ Γ | |ζ | ≤ |υ | ⊕ n · |λ |, where υ ∈ L and for
some integer n≥ 1}.

Given that L is an ideal of ΓΓΓ = 〈Γ;⊕,−,0,1〉. For any ζ ∈ Γ, we denote the equiva-
lence class of ζ with respect to L by ζ/L = {υ ∈ Γ|υ�ζ ∈ L} and Γ/L = {ζ/L|ζ ∈ Γ}.
For any ζ/L,υ/L ∈ Γ/L, we define (ζ/L)⊕L (υ/L) = (ζ ⊕υ)/L, −L(ζ/L) = (−ζ )/L
and (ζ/L) 	L (υ/L) = (ζ 	 υ)/L, then ΓΓΓ/L = 〈Γ/L;⊕L,−L,0/L,1/L〉 is a QMV*-
algebra.
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Proposition 2.8. Let L be an ideal of a QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉. Then the
quotient algebra ΓΓΓ/L is an MV*-algebra.
Proof. We only check the condition: (ζ/L)⊕L (0/L) = ζ/L for any ζ/L ∈ Γ/L. Since
ζ/L ∈ Γ/L, we have (ζ/L)⊕L (0/L) = (ζ ⊕ 0)/L = ζ/L. Indeed, υ ∈ (ζ ⊕ 0)/L iff
υ� (ζ ⊕0) ∈ L iff υ�ζ ∈ L iff υ ∈ ζ/L by Proposition 2.1(1). Hence ΓΓΓ/L is an MV*-
algebra.

Definition 2.3. [1] Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 and ΛΛΛ = 〈Λ;⊕,−,0,1〉 be QMV*-algebras. A
function φ : Γ→ Λ is called a QMV*-homomorphism, if for any ζ ,υ ∈ Γ, we have: (1)
φ(0) = 0; (2) φ(1) = 1; (3) φ(ζ ⊕υ) = φ(ζ )⊕φ(υ); (4) φ(−ζ ) =−φ(ζ ).

Proposition 2.9. [1] Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 and ΛΛΛ = 〈Λ;⊕,−,0,1〉 be QMV*-algebras
and φ : Γ→ Λ be a homomorphism. For any ζ ,υ ∈ Γ, then

(1) φ(ζ �υ) = φ(ζ )�φ(υ), (5) φ(ζ 
υ) = φ(ζ )
φ(υ),
(2) φ(ζ+⊕0) = (φ(ζ ))+⊕0, (6) φ(|ζ |) = |φ(ζ )|,
(3) φ(ζ−⊕0) = (φ(ζ ))−⊕0, (7) If ζ ≤ υ , then φ(ζ )≤ φ(υ).
(4) φ(ζ 	υ) = φ(ζ )	φ(υ),

Lemma 2.2. [1] Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 and ΛΛΛ = 〈Λ;⊕,−,0,1〉 be QMV*-algebras and
φ : Γ→ Λ be a homomorphism. If φ(ζ ) = φ(υ), then ζ �υ ∈ ker(φ) = {κ ∈ Γ|φ(κ) =
0}. Conversely, if ζ �υ ∈ ker(φ), then φ(ζ )⊕0 = φ(υ)⊕0.

Proposition 2.10. [1] Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 and ΛΛΛ = 〈Λ;⊕,−,0,1〉 be QMV*-algebras
and φ : Γ→ Λ be a homomorphism. If L is an ideal of ΛΛΛ, then φ−1(L) is an ideal of ΓΓΓ.

Suppose that L is an ideal of a QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉. We define a func-
tion φL : Γ→ Γ/L by φL(ζ ) = ζ/L for any ζ ∈ Γ. Then φL is the epimorphism, we call
it natural homomorphism. Moreover, we have the following results.

Lemma 2.3. Let L be an ideal of a QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉. If φL : Γ→ Γ/L
is the natural homomorphism and υ ∈ ζ/L for any ζ ∈ Γ, then υ/L = ζ/L.
Proof. For any κ ∈ υ/L, then κ �υ ∈ L. Since υ ∈ ζ/L, we have υ � ζ ∈ L, it turns
out that κ�ζ ∈ L by Proposition 2.3(7), so κ ∈ ζ/L which means that υ/L⊆ ζ/L. For
any κ ∈ ζ/L, then κ � ζ ∈ L. Since υ ∈ ζ/L, we have υ � ζ ∈ L and then ζ �υ ∈ L
by Proposition 2.3(2), it turns out κ�υ ∈ L, so κ ∈ υ/L which means that ζ/L⊆ υ/L.
Hence υ/L = ζ/L.

Proposition 2.11. Let L be an ideal of a QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉 and φL : Γ→
Γ/L be the natural homomorphism. Then φL(L) = {0/L} and L = ker(φL).
Proof. It is evident that {0/L} is an ideal of ΓΓΓ/L. Now we verify that φL(L) = {0/L}. For
any υ/L ∈ φL(L), there exists ζ ∈ L with υ/L = φL(ζ ) = ζ/L. Since υ ∈ υ/L = ζ/L,
we have υ � ζ ∈ L and then υ ∈ L by Proposition 2.3(6), it turns out that υ � 0 ∈ L, so
υ ∈ 0/L and then υ/L= 0/L by Lemma 2.3. Hence φL(L)⊆{0/L}. Conversely, since φL
is a natural homomorphism and 0 ∈ L, we have 0/L = φL(0) ∈ φL(L), so {0/L} ⊆ φL(L).
Hence φL(L) = {0/L}. For any υ ∈ ker(φL), then φL(υ) = 0/L, we have υ �0 ∈ L and
then υ ∈ L, so ker(φL)⊆ L. Note that L⊆ ker(φL), we have L = ker(φL).

Proposition 2.12. Let L be an ideal of a QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉. Then the
mapping T �→ φL(T ) is a bijection correspondence between the set of ideals of ΓΓΓ con-
taining L and the set of ideals of the quotient algebra ΓΓΓ/L.
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Proof. Suppose that T is an ideal of ΓΓΓ with L ⊆ T . For any ζ/L,υ/L ∈ φL(T ), then
there are κ,τ ∈ T such that ζ/L = φL(κ) and υ/L = φL(τ), we have (ζ/L)� (υ/L) =
φL(κ)� φL(τ) = φL(κ � τ) ∈ φL(T ). Moreover, because (ζ/L)+ = (ζ/L)+⊕ 0/L and
κ+ ∈ T , we get (ζ/L)+ = (φL(κ))+⊕0/L = φL(κ+⊕0) ∈ φL(T ). For any ζ/L,λ/L ∈
φL(T ) and υ/L ∈ Γ/L with ζ/L ≤ υ/L ≤ λ/L, then there exist κ,ω ∈ T and τ ∈ Γ
such that ζ/L = φL(κ), υ/L = φL(τ) and λ/L = φL(ω). Since φL(κ)≤ φL(τ)≤ φL(ω),
we have φL(κ) = φL(κ)
 φL(τ) = φL(κ 
 τ) and φL(ω) = φL(τ)	 φL(ω) = φL(τ 	ω)
by Proposition 2.9(4),(5), it turns out (κ 
 τ)� κ ∈ ker(φL) = L and (τ 	ω)�ω ∈
ker(φL) = L using Proposition 2.11. Notice that κ,ω ∈ T and L⊆ T , we have κ 
 τ ∈ T
and τ 	ω ∈ T by Proposition 2.3(6). Since κ 
 τ ≤ τ ≤ τ 	ω by Proposition 2.1(14)
and T is an ideal of ΓΓΓ, we have τ ∈ T and then υ/L = φL(τ) ∈ φL(T ). Hence φL(T ) is
an ideal of ΓΓΓ/L. For any ζ ∈ T , we have ζ ∈ φL

−1(φL(ζ )) ⊆ φL
−1(φL(T )). Then T ⊆

φL
−1(φL(T )). Conversely, for any ζ ∈ φL

−1(φL(T )), we have φL(ζ ) ∈ φL(T ), then there
is υ ∈ T such that ζ/L = φL(υ) = υ/L, it follows that ζ �υ ∈ L⊆ T . Note that υ ∈ T ,
we have ζ ∈ T by Proposition 2.3(6), so φL

−1(φL(T )) ⊆ T . Hence T = φL
−1(φL(T )).

Now, for any ideal T ′ of ΓΓΓ/L, we have φL
−1(T ′) is an ideal of ΓΓΓ by Proposition 2.10.

Meanwhile, since L = ker(φL) = φL
−1(0/L) ⊆ φL

−1(T ′), we have L ⊆ φL
−1(T ′). For

any υ ∈ φL(φL
−1(T ′)), then there exists ζ ∈ φL

−1(T ′) such that υ = φL(ζ ) ∈ T ′, so
φL(φL

−1(T ′))⊆ T ′. Conversely, for any υ ∈ T ′ ⊆ Γ/L, since φL is surjective, there exists
ζ ∈ Γ such that υ = φL(ζ ), we have ζ ∈ φL

−1(T ′) and then υ = φL(ζ ) ∈ φL(φL
−1(T ′)),

so T ′ ⊆ φL(φL
−1(T ′)). Hence φL(φL

−1(T ′)) = T ′.

3. Prime ideals and maximal ideals of QMV*-algebras

In this section, we introduce prime ideals and maximal ideals of a QMV*-algebra and
investigate their related properties.

In any QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉, an ideal L of ΓΓΓ is prime if L is proper (i.e.,
L �= Γ) and for any ζ ∈ Γ, either ζ+ ∈ L or ζ− ∈ L.

Proposition 3.1. Let L be a proper ideal of a QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉. Then L
is prime iff the quotient algebra ΓΓΓ/L is totally ordered.
Proof. Suppose that L is a prime ideal of ΓΓΓ. For any ζ ,υ ∈ Γ, then we have (ζ �υ)+ ∈ L
or (ζ �υ)− ∈ L. If (ζ �υ)− ∈ L, then (υ�ζ )+ =−(ζ �υ)− ∈ L by Proposition 2.1(8)
and Proposition 2.3(2). Since (ζ 	υ)�υ = (ζ �υ)	(υ�υ) = (ζ �υ)	0 = (ζ �υ)+
and (ζ 	υ)�ζ = (ζ�ζ )	(υ�ζ ) = 0	(υ�ζ ) = (υ�ζ )+ by Proposition 2.1(4),(10),
we have (ζ 	υ)�υ ∈ L or (ζ 	υ)�ζ ∈ L, it follows that ((ζ/L)	 (υ/L))� (υ/L) =
((ζ 	 υ)� υ)/L = 0/L or ((ζ/L)	 (υ/L))� (ζ/L) = ((ζ 	 υ)� ζ )/L = 0/L. Note
that ΓΓΓ/L is an MV*-algebra, we have (ζ/L)	 (υ/L) = υ/L or (ζ/L)	 (υ/L) = ζ/L
by Proposition 2.1(19), so ζ/L ≤ υ/L or υ/L ≤ ζ/L. Hence ΓΓΓ/L is totally ordered.
Conversely, if the algebra ΓΓΓ/L is totally ordered, then we have ζ/L ≤ υ/L or υ/L ≤
ζ/L for any ζ/L,υ/L ∈ Γ/L, it follows that (ζ 	 υ)/L = υ/L or (ζ 	 υ)/L = ζ/L,
so ((ζ 	υ)�υ)/L = 0/L or ((ζ 	υ)� ζ )/L = 0/L by Proposition 2.1(19) and then
(ζ 	υ)�υ ∈ L or (ζ 	υ)�ζ ∈ L by Proposition 2.11. Since (ζ�υ)+ = (ζ 	υ)�υ and
(υ�ζ )+ = (ζ 	υ)�ζ , we have (ζ�υ)+ ∈ L or (υ�ζ )+ ∈ L. Hence for any ζ ∈ Γ, we
have ζ+⊕0 = (ζ �0)+ ∈ L or ζ−⊕0 =−(0�ζ )+ ∈ L. Since ζ+⊕0≤ ζ+ ≤ ζ+⊕0
and ζ− ⊕ 0 ≤ ζ− ≤ ζ− ⊕ 0 by Proposition 2.1(13), we have ζ+ ∈ L or ζ− ∈ L. So the
ideal L of ΓΓΓ is prime.
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Proposition 3.2. Let V be a prime ideal of a QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉. Then
the set of all ideals of ΓΓΓ/V with respect to the inclusion is totally ordered.
Proof. It is easy to get that the set of all ideals of ΓΓΓ/V with respect to the inclu-
sion is partial order. If it is not totally ordered, we may suppose that L,T are ide-
als of ΓΓΓ/V such that L � T and T � L. So there exist ζ/V,υ/V ∈ Γ/V such that
ζ/V ∈ T\L and υ/V ∈ L\T . Since ΓΓΓ/V is totally ordered by Proposition 3.1, we have
ζ/V ≤ υ/V or υ/V ≤ ζ/V , it turns out that |ζ/V | ≤ |υ/V | or |υ/V | ≤ |ζ/V |. In-
deed, if 0/V ≤ ζ/V ≤ υ/V , then −(ζ/V ) ≤ 0/V ≤ ζ/V and −(υ/V ) ≤ 0/V ≤ υ/V ,
we have |ζ/V | = (ζ/V )	 (−(ζ/V )) = (ζ/V )⊕ (0/V ) = ζ/V and |υ/V | = (υ/V )	
(−(υ/V ))= υ/V , so |ζ/V | ≤ |υ/V |. If ζ/V ≤ υ/V ≤ 0/V , then ζ/V ≤ 0/V ≤−(ζ/V ),
υ/V ≤ 0/V ≤ −(υ/V ) and 0/V ≤ −(υ/V ) ≤ −(ζ/V ), we have |ζ/V | = (ζ/V ) 	
(−(ζ/V )) = (−(ζ/V ))⊕(0/V ) =−(ζ/V ) and |υ/V |= (υ/V )	(−(υ/V )) =−(υ/V ),
so |υ/V | ≤ |ζ/V |. If ζ/V ≤ 0/V ≤ υ/V , then we have −(υ/V ) ≤ 0/V ≤ −(ζ/V ), so
|ζ/V | = (ζ/V )	 (−(ζ/V )) = −(ζ/V ) and |υ/V | = (υ/V )	 (−(υ/V )) = υ/V . Since
ΓΓΓ/V is totally ordered and −(ζ/V ),υ/V ∈ Γ/V , we have 0/V ≤ −(ζ/V ) ≤ υ/V or
0/V ≤ υ/V ≤ −(ζ/V ), so |ζ/V | ≤ |υ/V | or |υ/V | ≤ |ζ/V |. The case of υ/V ≤ ζ/V
can be proved similarly. If |ζ/V | ≤ |υ/V |, since υ/V ∈ L, we have |υ/V | ∈ L by Propo-
sition 2.3(5) and then ζ/V ∈ L by Proposition 2.4. Likewise, if |υ/V | ≤ |ζ/V |, since
ζ/V ∈ T , we have |ζ/V | ∈ T and then υ/V ∈ T . This is a contradiction with ζ/V /∈ L
and υ/V /∈ T . Hence the set of all ideals of ΓΓΓ/V with respect to the inclusion is totally
ordered.

Proposition 3.3. Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. Then we have:
(1) Any proper ideal of ΓΓΓ containing a prime ideal is prime.
(2) The set of all ideals of ΓΓΓ containing a prime ideal is totally ordered by the

inclusion.
Proof. (1) Suppose that L is a proper ideal of ΓΓΓ and a prime ideal V of ΓΓΓ with V ⊆ L. For
any ζ ∈ Γ, we have ζ+ ∈V or ζ− ∈V , it follows that ζ+ ∈ L or ζ− ∈ L. So L is prime.

(2) Suppose that V is a prime ideal of ΓΓΓ. Then the set of all ideals of ΓΓΓ/V with
respect to the inclusion is totally ordered from Proposition 3.2. Hence we get that the set
of all ideals containing V is totally ordered by Proposition 2.12.

Lemma 3.1. Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. Then for any ζ ∈ Γ and some
integers n,m≥ 1, we have (n ·ζ+)
 (m · (−ζ )+) = 0.
Proof. First, we prove ζ+
(−ζ )+ = 0 for any ζ ∈Γ. Since 0≤ ζ+
(−ζ )+, we have 0

(ζ+
 (−ζ )+) = 0⊕0 = 0. Based on Proposition 2.1(20),(4),(8),(9),(10), we have ζ+

(−ζ )+ ≤ ((ζ+
 (−ζ )+)� (−ζ )+)⊕ (−ζ )+ = ((ζ+� (−ζ )+)
0)⊕ (−ζ )+ = ((ζ+⊕
ζ−)
0)⊕(−ζ )+ = (ζ 
0)⊕(−ζ )+ = ζ−⊕(−(ζ−))= 0, so (ζ+
(−ζ )+)
0=(ζ+

(−ζ )+)⊕0 = ζ+
 (−ζ )+, then ζ+
 (−ζ )+ = 0. Assume ((n−1) ·ζ+)
 (−ζ )+ = 0
for any ζ ∈ Γ and some integer n≥ 2. Then ζ+⊕0 = (((n−1) ·ζ+)
 (−ζ )+)⊕ζ+ =
(n ·ζ+)
 ((−ζ )+⊕ζ+) by Proposition 2.1(4), so ζ+
 (−ζ )+ = ((n ·ζ+)
 ((−ζ )+⊕
ζ+))
 (−ζ )+ = (n · ζ+)
 (((−ζ )+⊕ ζ+)
 (−ζ )+) = (n · ζ+)
 ((−ζ )+⊕ 0) = (n ·
ζ+)
 (−ζ )+, it turns out that (n ·ζ+)
 (−ζ )+ = 0. Moreover, just like the previous, we
verify that (n · ζ+)
 (m · (−ζ )+) = 0 for any ζ ∈ Γ and some integers n,m ≥ 1. Since
(n ·ζ+)
(−ζ )+ = 0, we suppose that (n ·ζ+)
((m−1) ·(−ζ )+) = 0 for any ζ ∈ Γ and
some integer m≥ 2, then we can conclude that (n ·ζ+)
 (m · (−ζ )+) = 0 by induction.
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Proposition 3.4. Let L be a proper ideal of a QMV*-algebra ΓΓΓ= 〈Γ;⊕,−,0,1〉. If λ /∈ L,
then there is a prime ideal V satisfying L⊆V and λ /∈V .
Proof. By Zorn’s Lemma we know that there is an ideal V satisfying L ⊆V and is max-
imal with the property λ /∈ V . If V is not a prime ideal of ΓΓΓ, then assume ζ+ /∈ V and
ζ− /∈ V for any ζ ∈ Γ. Define V1 = 〈V ∪{ζ+}〉 and V2 = 〈V ∪{ζ−}〉. Since V � V1,
V �V2 and V is maximal with the property λ /∈V , we have λ ∈V1∩V2, then there exist
υ ,κ ∈V and some integers n,m≥ 1 with |λ | ≤ |υ |⊕(n · |ζ+|) and |λ | ≤ |κ|⊕(m · |ζ−|),
so |λ | ≤ |υ | ⊕ (n · ζ+) and |λ | ≤ |κ| ⊕ (m · (−ζ )+) by Proposition 2.1(8). Denote
τ = |υ | 	 |κ|. Then τ ∈ V and we have |λ | ≤ τ ⊕ (n · ζ+) and |λ | ≤ τ ⊕ (m · (−ζ )+),
it follows that |λ | ≤ (τ ⊕ (n · ζ+))
 (τ ⊕ (m · (−ζ )+)) by Proposition 2.1(16), thus we
have |λ | ≤ τ⊕ ((n ·ζ+)
 (m · (−ζ )+)) = τ⊕0 by Lemma 3.1, so |λ | ≤ τ . Because V is
an ideal of ΓΓΓ and τ ∈ V , we have λ ∈ V by Proposition 2.4, this is a contradiction with
λ /∈V . Hence ζ+ ∈V or ζ− ∈V and then V is prime.

Corollary 3.1. Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. Then any proper ideal of ΓΓΓ
is an intersection of prime ideals.
Proof. Suppose that T is a proper ideal of ΓΓΓ. Denote Φ =

⋂
i∈I{Vi |Vi is any prime ideal

of ΓΓΓ and T ⊆ Vi}. Then we have T ⊆ Φ. Below we verify that Φ ⊆ T . If not, then there
exists ζ ∈ Φ \ T . Since ζ /∈ T , there exists a prime ideal V with T ⊆ V and ζ /∈ V by
Proposition 3.4, so ζ /∈Φ, this is a contradiction with ζ ∈Φ.

In any QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉, an ideal T of ΓΓΓ is maximal if it is proper
and for any ideal L of ΓΓΓ with T � L, then L = Γ.

Proposition 3.5. Let T be a proper ideal of a QMV*-algebra ΓΓΓ = 〈Γ;⊕,−,0,1〉. Then
the following conditions are equivalent:

(1) T is a maximal ideal of ΓΓΓ,
(2) For any ζ ∈ Γ, ζ /∈ T iff 1� (n · |ζ |) ∈ T for some integer n≥ 1.

Proof. (1) ⇒ (2) Suppose that T is a maximal ideal of ΓΓΓ. Then for any ζ /∈ T , we have
T � 〈T ∪{ζ}〉. Because T is maximal, we get 〈T ∪{ζ}〉 = Γ and then |υ |⊕n · |ζ | = 1
for some υ ∈ T and n ≥ 1. Since 0 ≤ n · |ζ | ≤ 1, we have n · |ζ | = (n · |ζ |)+ and then
|1� (n · |ζ |)|= 1� (n · |ζ |) = (|υ |⊕n · |ζ |)� (n · |ζ |)≤ |υ | by Proposition 2.1(17),(20).
Because υ ∈ T , we have |υ | ∈ T and then 1�(n · |ζ |)∈ T by Proposition 2.4. Conversely,
let 1� (n · |ζ |) ∈ T for some integer n≥ 1. If ζ ∈ T , then |ζ | ∈ T and then n · |ζ | ∈ T by
Proposition 2.3(5),(3), so 1 = (1� (n · |ζ |))⊕ (n · |ζ |) ∈ T which is a contradiction with
T is proper.

(2)⇒ (1) Suppose that L is an ideal of ΓΓΓ and T � L. Then for any ζ ∈ L\T , we have
1� (n · |ζ |) ∈ T for some integer n≥ 1. Since ζ ∈ L, we have |ζ | ∈ L and then n · |ζ | ∈ L,
so 1 = (1� (n · |ζ |))⊕ (n · |ζ |) ∈ L which means that L = Γ. Hence T is maximal.

Proposition 3.6. Let ΓΓΓ = 〈Γ;⊕,−,0,1〉 be a QMV*-algebra. Then any proper ideal of
ΓΓΓ is contained in a maximal ideal.
Proof. Denote I (Γ) the ordered set of all proper ideals in ΓΓΓ. Since the union of any chain
of proper ideals is a proper ideal, we conclude that any chain of elements in I (Γ) has
an upper bound in I (Γ). Hence for any proper ideal T ∈I (Γ), there exists a maximal
element L ∈I (Γ) by Zorn’s Lemma, i.e., L is a maximal ideal of ΓΓΓ such that T ⊆ L.

Proposition 3.7. Let ΓΓΓ= 〈Γ;⊕,−,0,1〉 be a QMV*-algebra and T be any maximal ideal
of ΓΓΓ. Then T is also a prime ideal.
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Proof. Assume that T is a maximal ideal of ΓΓΓ which is not a prime ideal of ΓΓΓ. Then there
is ζ ∈ Γ such that ζ+ /∈ T and ζ− /∈ T , so we have a prime ideal V such that T ⊆V and
ζ+ /∈ V by Proposition 3.4. However, because V is a prime ideal of ΓΓΓ and ζ+ /∈ V , we
obtain ζ− ∈ V , which means that T � V , this is a contradiction with the maximality of
T . Thus T is a prime ideal of ΓΓΓ.

4. Conclusion

In the present paper, the ideals of QMV*-algebras are investigated. We mainly study the
properties of prime ideals and maximal ideals. It is known that filters are dual notions
of ideals in MV-algebras. However, the correspondence between filters and ideals in
QMV*-algebras is different from the case in MV-algebras. Hence we will focus on the
filters of QMV*-algebras and characterize the prime filters in the future.
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A Novel Method for Mining Fuzzy Co-

Jinyu GUO and Lizhen WANG1  

School of Information Science and Engineering, Yunnan University, Yunnan, China 

Abstract. As an important branch of the spatial data mining, spatial co-location 
pattern mining refers to discovering a subset of the set of features whose instances 
are often neighbor in space. In many practical scenes, the instances of spatial 
features include not only location information, but also attribute information. Some 
scholars use the type-1 fuzzy membership function to mine fuzzy co-location 
patterns from spatial instances with attribute information. However, the type-1 
membership function itself is uncertain. Therefore, there is some deviation in 
describing the membership degree of attributes of spatial instances by using a type-
1 membership function. To solve this problem, we propose a fuzzy co-location 
pattern mining method based on type-2 fuzzy membership function. Firstly, we 
collected interval evaluation values of interval data of attribute information from 
1000 experts, and formed granular data. Then, on the basis of the original type-1 
membership function, a type-2 fuzzy membership function based on elliptic curve 
is expanded, and the parameters of the type-2 fuzzy membership function are 
adjusted by using a gradual method, so that the footprint of uncertainty (FOU) in the 
function meets the connectivity and the threshold given by the user. After that, we 
design a fuzzy co-location pattern mining algorithm incorporating type-2 fuzzy 
membership function into the traditional Join-based algorithm. In which, we define 
the concepts of fuzzy feature, fuzzy co-location pattern, upper bound participation 
index, lower bound participation index. In order to improve the efficiency of our 
method, we also put forward a pruning strategy. We have done a lot of experiments 
on synthetic and real data sets, which proves the effectiveness and efficiency of our 
proposed algorithm. 
 

Key words: Spatial data mining; Fuzzy co-location pattern; Type-2 fuzzy set; Pruning 
 

1. Introduction 

Spatial co-location pattern mining is a very important branch in the field of spatial data 
mining. A spatial co-location pattern is a set of spatial features, and the instances of these 
features are often neighbor in space. For example, {convenience store, pharmacy} may 
be a prevalent co-location pattern, because convenience stores and pharmacies are often 
neighbor to each other in a city central. Spatial co-location pattern mining has a wide 
range of applications, such as geographic information science, symbiotic plant 
distribution, urban facility distribution, and so on. 

We find that spatial data often contains attribute information besides spatial location 
information, such as the content of heavy metals in topsoil at a certain spatial location, 
which is usually expressed by specific numerical values. However, people are usually 
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less sensitive to a specific value of attribute information, but when the attribute value 
changes fundamentally, that is, when it changes from a certain range to a new range, 
people are sensitive and attach importance to the result. In this paper, a method of mining 
fuzzy spatial co-location pattern based on type-2 fuzzy membership function and Join-
based algorithm is proposed, which is used to mine fuzzy co-location pattern from spatial 
data sets with attribute information.              

In recent years, spatial co-location pattern mining methods can be roughly divided 
into two categories, one is Apriori-like method [1,2], which first generates candidate co-
location patterns, and then generate row-instances of candidate patterns and check their 
prevalence. The second method is to generate maximal cliques from spatial data to find 
prevalent co-location patterns [3,4]. However, these two kinds of mining methods almost 
only emphasize the spatial location information of spatial data, while ignoring their 
attribute information. In the traditional methods of mining co-location patterns, we can 
only find the spatial association of different functional areas, but not the spatial 
association of functional areas with attribute information. For example, whether there is 
a correlation between the content of heavy metals in industrial area and the content of 
heavy metals in residential area, etc. Therefore, we mine fuzzy co-location pattern based 
on the type-2 fuzzy membership function, which not only reduces the deviation caused 
by the uncertainty of the type-1 fuzzy membership function, but also accurately mines 
fuzzy co-location pattern. 

In this paper, the heavy metal content in a surface soil is taken as an example to 
illustrate the application of the proposed method. Through questionnaire survey, 1000 
geological researchers were counted to evaluate the membership of two heavy metals 
(Cu and Zn) in topsoil, that is, the evaluation data of particle type [5]. Aiming at mining 
more reasonable fuzzy co-location patterns from spatial data sets with attribute 
information, this paper makes the following contributions to the field of spatial co-
location pattern mining: 

(1).  In the fuzzy processing of corresponding attribute information, on the basis of the 
original type-1 membership function, a type-2 membership function based on 
elliptic curve is expanded from the evaluation data of particle type. Among them, 
we use a gradual method to adjust the parameters of the function, so that the 
footprint of uncertainty (FOU) in the type-2 membership function not only 
satisfies the connectivity [6], but also makes its confidence reach the given 
threshold (the default is 80%). 

(2).  According to the constructed type-2 membership function, this paper defines the 
concepts of upper bound participation ratio and lower bound participation ratio of 
fuzzy features, and upper bound participation index and lower bound participation 
index of fuzzy co-location patterns. Furthermore, because our fuzzy co-location 
patterns haves both upper and lower membership degrees, according to the given 
prevalence threshold, we divide the fuzzy co-location pattern into three kinds of 
patterns: absolute non-prevalent fuzzy co-location patterns, fuzzy co-location 
patterns with prevalent tendency degree and absolute prevalent fuzzy co-location 
patterns. 

(3). We propose a method based on type-2 fuzzy membership function and traditional 
Join-based algorithm of mining prevalent co-locations, which is used to mine 
spatial fuzzy co-location patterns. The fuzzy co-location pattern composed of 
fuzzy features between different fuzzy sets of the same attribute in the same 
functional area has no practical significance. Therefore, we propose a bucket-
based candidate fuzzy co-location  generation  method,  which puts fuzzy features 
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of the same attribute in the same bucket, and then selects fuzzy features from 
different buckets to form candidate fuzzy co-location patterns. Then, prevalent 
fuzzy co-location patterns are generated by filtering. In order to improve the 
efficiency of our algorithm, we propose a pruning strategy. 

2. Related work 

In recent years, there are some researches that apply fuzzy sets to attribute data mining 
[7,8]. We introduce the related work of fuzzy co-location pattern mining method based 
on type-2 membership function from two parts: constructing type-2 fuzzy membership 
function and discovering spatial co-location patterns. 

 2.1. Constructing type-2 fuzzy membership function 

Type-2 membership functions are usually characterized by the shape of the footprint of 
uncertainty (FOU). Therefore, many type-2 fuzzy membership functions have been 
proposed, for example, ladder type, triangle type, Gaussian type [9,10], π type [11], etc. 
We find that these functions have a common shortcoming: there are many parameters 
that determine the confidence and uncertainty width, which makes it very difficult to 
select the appropriate parameter values. However, the parameters of the type-2 
membership function based on elliptic curve are relatively simple [12] (there is only one 
parameter). Therefore, we symmetrically expand from the original type-1 membership 
function [13] to generate type-2 membership function based on elliptic curve. 

2.2. Spatial co-location pattern mining algorithm 

Spatial co-location pattern mining algorithms are mainly divided into two categories: one 
is Apriori-like algorithm, for example, Join-based algorithm [2], Join-less algorithm [1], 
etc., and another is prefix tree-based algorithm, for example, CPI-Tree algorithm [14], 
ordered clique-based algorithm [15], etc. As the fuzzy co-location pattern mining based 
on type-2 membership function is still in the preliminary exploration stage, we improve 
the Join-based algorithm and propose a fuzzy co-location pattern mining method based 
on type-2 fuzzy membership function and Join-based.  

3. Related definitions and lemmas 

We take the contents of heavy metals copper and zinc in the topsoil of an area as an 
example. We divided the area into agricultural area (The number of the functional area 
is A), residential area(The number of the functional area is B), industrial area(The 
number of the functional area is C), and then sampled the topsoil of each functional areas, 
and measured the heavy metal content at each sampling point. The attribute information 
of sampling points is shown in Table 1.  

Table 1. Attribute information of sampling points 
The number of the 
functional area            

The number of 
sampling points     

The content of 
copper                

The content of 
zinc                

A              1            62             226            

A              2            31             105            

A              3            46             136            
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B              4            86             183            

B              5            29             112            

C              6            63             210            

C              7            51             155            

 
Traditional co-location pattern mining algorithm can mine patterns like {A, B, C}, 

which means that the instances of functional areas A B and C are often neighbor. This 
pattern can reflect the spatial relevance of instances, but ignores the influence of attribute 
information in instances on mining results. For example, the relationship of heavy metal 
content among functional areas (for example, what is the relationship between the copper 
content in functional area B and the zinc content in functional area C). Obviously, the 
traditional co-location pattern mining method cannot directly solve this kind of problem. 
Therefore, we give the following definitions. 

Definition 1 (Data fuzzification) The most important step in fuzzifying attribute 
data is to determine the membership function. Assuming that the fuzzy set on the domain 
is F, the membership function is expressed as , we use the membership function  
to describe the fuzzy set F, that is : x → [0,1]. 

Suppose there is any x X, when (x)=0, x does not belong to fuzzy set F at all; 
when  (x)=0.4, 40% of the tendency of x belongs to fuzzy set F; when  (x)=1, x 
completely belongs to fuzzy set F. 

In previous studies, there were the following problems in obtaining type-1 
membership function by expert experience: Different experts' evaluation of membership 
degree of specific value is likely not completely consistent; Experts may give specific 
membership degrees to specific values, which may cause some deviations (for example, 
The experts gave the evaluation of low Cu content with membership degree of 0.3 for 
the Cu content of 25ug/g, which may have some deviations). Therefore, we use the upper 
and lower bounds of the footprint of uncertainty (FOU) to deal with the problem in this 
paper, that is, we introduce two membership functions (one is called the upper bound 
membership function  (x), which is used to represent the upper bound of the 
membership degree of an instance's attribute; the another is called lower bound 
membership function  F(x), which is used to represent the lower bound of the 
membership degree of an instance's attribute).  

Definition 2 (Granular evaluation data) We divide the attribute of heavy metal 
content into three fuzzy sets: low middle and high. The divided attributes are called 
fuzzy attributes, such as Zn(L) Zn(M) and Zn(H). Then, in the form of questionnaire, 
we invited 1000 geologists to evaluate the interval membership of the interval content of 
heavy metals copper and zinc in surface soil, to form granular evaluation data. For 
example, for the interval value of Cu content [15, 20], 21 people think that the degree of 
middle membership is [0, 0.1], and 573 people think that the degree of middle 
membership is [0.1, 0.2], 391 people thought that the degree of low membership was 
[0.2, 0.3], and 15 people thought that the degree of low membership was [0.3, 0.4]. 

Definition 3 (Fuzzy feature) Fuzzy features refer to different type of things with 
fuzzy attributes. A set of fuzzy feature is represented as Fuz_Fea 
={Fuz_ ,Fuz_ …,Fuz_ }, a fuzzy feature is represented as Fuz_ (1 i n).  

For example, the fuzzy feature B.Zn(L) represents the functional area B with low 
zinc content. The instance of fuzzy feature refers to the sampling point with the fuzzy 
feature property in the space. 
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Definition 4 (Neighborhood Relationship) For any two instances s1 and s2 in space, 
if the Euclidean distance between the two instances is less than the given threshold 
min_dist, that is the distance(s1, s2)≤ min_dist, it indicates that the two instances are 
neighbor each other, denoted by R(s1, s2). 

Definition 5 (Fuzzy co-location pattern) The fuzzy co-location pattern Fuz_c is a 
set of fuzzy features, and the size of the fuzzy co-location pattern is the number of fuzzy 
features contained in the fuzzy pattern, denoted by Fuz_c . For example, The size of 
fuzzy co-location pattern {A.Zn(M), B.Zn(M), C.Cu(M), E.Cu(H)} is 4. 

Definition 6 (Row-instance and Table-instance) Suppose there is a set of spatial 
instances S={s1,s2,…,sn}, where any two instances are neighbor, if S contains all fuzzy 
features of a fuzzy co-location pattern, and any subset of S cannot contain all the fuzzy 
features of Fuz_c, then S is called a row-instance of Fuz_c. All row-instances of Fuz_c 
constitute the table-instance of Fuz_c. 

Definition 7 (upper bound participation ratio and lower bound participation 
ratio) For a fuzzy pattern Fuz_c ={Fuz_  , Fuz_  ,…, Fuz_  }, The lower bound 
participation ratio of the fuzzy feature Fuz_ (1 i n) in this fuzzy pattern is expressed 
as PR(Fuz_c, Fuz_  ), defined as ratio of the sum of the lower bound membership 
degrees of the non-repeated instances of fuzzy feature Fuz_  in the table-instance of 
fuzzy co-location pattern Fuz_c to the sum of the lower bound membership degrees of 
all the instances of Fuz_  . The upper bound participation ratio of the fuzzy feature 
Fuz_ (1 i n) is expressed as (Fuz_c Fuz_ ), defined as the ratio of the sum of 
the upper bound membership degrees of the non-repeated instances of fuzzy feature 
Fuz_  in the table-instance of fuzzy co-location pattern Fuz_c to the sum of the upper 
bound membership degrees of all the instances in Fuz_ . 

Definition 8 (upper bound participation index and lower bound participation 
index) The upper bound participation index of fuzzy co-location pattern Fuz_c is 
expressed as  (Fuz_c), which is defined as the minimum of the upper bound 
participation ratio of all fuzzy features Fuzz_  in Fuz_c. the lower bound participation 
index of fuzzy co-location pattern Fuz_c is expressed as PI(Fuz_c), which is defined as 
the minimum of the lower bound participation ratio of all fuzzy features Fuzz_   in 
Fuz_c.  

Definition 9 (Prevalent fuzzy co-location patterns) According to Definition 8, a 
fuzzy co-location pattern Fuz_c has upper bound participation index and lower bound 
participation index. When the user gives a threshold min_prev, when the upper bound 
participation index  (Fuz_c) <min_prev, Fuz_c is called an absolute non-prevalent 
fuzzy pattern; when the lower bound participation index PI(Fuz_c) ≥min_prev, Fuz_c is 
called an absolute prevalent fuzzy pattern; when the lower bound participation index 
PI(Fuz_c) <min_prev  upper bound participation index  (Fuz_c), Fuz_c is called a 
pattern with prevalent tendency degree, and the prevalent tendency degree of the pattern 
is: 

           = ( (Fuz_c) – min_prev)/( (Fuz_c) - PI(Fuz_c)) 
We call absolute prevalent fuzzy co-location patterns and fuzzy co-location patterns 

with prevalent tendency degree as prevalent fuzzy co-location patterns. 
Lemma 1 In a candidate fuzzy co-location pattern Fuz_c, if the upper bound 

participation index of its any fuzzy sub-patterns is less than the prevalence threshold 
min_prev, the Fuz_c is absolute non-prevalent.   

Proof: For a n size pattern Fuz_c , and a n+1 size pattern contain it is Fuz_c’, 
according to the downward closure, (Fuz_c’)≤ (Fuz_c), if the n size pattern Fuz_c 
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is absolute non-prevalent, then  (Fuz_c) < min_prev. 
Therefore,  (Fuz_c’)≤  (Fuz_c)< min_prev then n+1 size pattern Fuz_c’ is also 
absolute non-prevalent.  

This lemma can be used as our pruning strategy. 

4. A fuzzy Co-location mining algorithm based on type-2 fuzzy membership 
function and Join-based  

4.1. Construct type-2 fuzzy membership function 

Based on the original type-1 membership function, we adopt the equal expansion method 
to generate the type-2 membership function based on elliptic curve, and use a gradual 
method to adjust the parameters of the function, so as to ensure that the footprint of 
uncertainty (FOU) in the type-2 membership function meets the connectivity and given 
threshold. We take the interval membership degree of fuzzy set Cu(M) as an example 
when the copper content is 10 to 50 (we choose the length of interval content as 5 and 
the length of interval membership degree as 0.1). This example is used to illustrate the 
steps of constructing type-2 fuzzy membership function. 

We have counted the data of 1000 geologists who evaluated the interval value of 
copper content under the fuzzy set Cu.(M). The darker the color is, the more people are 
evaluated in this interval. Figure 1 shows the number of evaluators for the interval 
membership of the interval data. 

According to the construction method of type-1 fuzzy membership function of the 
content of heavy metal copper in [7], we get the type-1 fuzzy membership function of 
heavy metal copper. We draw the type-1 membership function, which is expressed as 

y=  = As shown in Figure 2. Among them, a is the lowest value that experts 

believe the heavy metal content tends to belong to middle content, and b is the value that 
experts believe the copper content must belong to middle content. 

Figure 1. the number of evaluators for the interval                      Figure 2. type-1 fuzzy membership function 
membership of the interval data                       

We construct a type-2 membership function based on the original type-1 
membership function. The type-2 membership function we proposed is represented by 
the upper bound membership function and the lower bound membership function. When 
the original type-1 membership function is a decreasing function, the formula is 
expressed as:  

Upper bound function  =   
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Lower bound function  = 1-          (a x b) 

When the original type-1 membership function is an increasing function, the formula 
is expressed as: 

Upper bound function  =   

Lower bound function  = 1-          (a x b)  

Where, a is the lowest value that experts start to believe it has a tendency to belong 
to the fuzzy set, and b is the value that experts believe it must belong to the fuzzy set.          

The area covered by the upper bound function and the lower bound function is 
expressed as the footprint of uncertainty (FOU). Among them,  determines the degree 
of expansion and contraction of the elliptic curve. The larger the , the larger the FOU; 
the smaller the  , the smaller the FOU. For example, when  =1.1, our type-2 
membership function is shown in Figure 3. 

Figure 3. Type-2 membership function when =1.1        Figure 4. Type-2 membership function when =1.283 

The granular data indicates that for any specific value in the interval data, the 
possibility of taking any specific membership value in the interval membership is the 
same. Therefore, for an interval data, the confidence of the type-2 membership function 
= * The number x of evaluators in this particle
Among them, m is the number of particles in each interval data. Within a range, the 
average of the confidence of all interval data is the confidence of the type-2 membership 
function in this range. 

We use the gradual method to determine the unique parameter . First, we set an 
increment α= 0.1, when =1+ α ( =1,2,…,n), Observe whether the FOU is continuous. 
If there is  ( 1,2,…,n}) when =1+ α FOU is continuous, when =1+( +1)α, 
FOU is not continuous, then set the gradual value to one-tenth of the original (i.e. β = 
0.1α) =1+ α+ β ( {1,2,…,10}), and so on, until the accuracy reaches the user's 
requirement and the FOU is connected. This process is shown in Table 2. 
 

Table 2. connectivity of FOU with different values 
η  1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 

Is it connected? Yes Yes No No No No No No No No 
η 1.21 1.22 1.23 1.24 1.25 1.26 1.27 1.28 1.29 1.3 

Is it connected? Yes Yes Yes Yes Yes Yes Yes Yes No No 
η 1.281 1.282 1.283 1.284 1.285 1.286 1.287 1.288 1.289 1.29 

Is it connected? Yes Yes Yes No No No No No No No 
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When =1.283, the FOU of the type-2 membership function is connected. At this 
time, the data in the FOU accounts for 85.13% of the total evaluation data, that is, the 
confidence of FOU is 0.8513, which reaches the default threshold of 0.8. As shown in 
Figure 4.  

The type-2 fuzzy membership function we get is shown in Figure 5 and Figure 6.   

(a) Low content               (b) Middle content          (c) Middle content          (d) High content 
Figure 5. type-2 membership function of Cu 

 

 
(a) Low content               (b) Middle content          (c) Middle content         (d) High content 

Figure 6. type-2 membership function of Zn 
As shown in Figure 5 and Figure 6, the red lines represent the upper bound 

membership function and the lower bound membership function of the type-2 
membership function. The parameters of Cu's type-2 membership function are =1.296, 

=1.283, =1.272, =1.272; the parameters of Zn's type-2 membership function are 
 =1.28,  =1.284,  = 1.284,  =1.272. The confidence of the type-2 membership 

function of Cu are 0.8502, 0.8513, 0.8172, 0.8953, and the confidence of the type-2 
membership function of Zn are 0.8605, 0.8904, 0.8910, and 0.9022, respectively. 

4.2. Prevalent fuzzy Co-location pattern mining method based on Join-based 

In this section, we propose a fuzzy co-location pattern mining method based on type-2 fuzzy 
membership function and Join-based. 

 A. Fuzzy co-location pattern mining algorithm 
         Input: (1) Fuzzy feature set Fuz_Fea ={Fuz_ , Fuz_ ,…, Fuz_ } 
                    (2) Instance set of Fuzzy features S = {s1, s2, … , sn} 
                   (3) Minimum distance threshold min_dist 
                   (4) Minimum prevalence threshold min_prev 

 Output: prevalent fuzzy co-location pattern set Fre_P 
 Variable  
               : n-size candidate fuzzy co-location patterns 
               : Table instance of   
               : Prevalent n-size fuzzy co-location patterns 

Step:                                                                          
1.  n = 1; Fre_P = ;  = Fuzz_Fea,  = Fuzz_Fea;                                 
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2.  while(   ){                                                               
3.                = Gen_Candidate( ,n);                                          
4.                = Gen_table_instance( , ,min_dist);                          
5.                = select_prev_pattern( , ,min_prev);                       
6.               Fre_P = Fre_P   ;                                          
7.               n = n + 1;}                                                          
8.              Return Fre_P   
 
Step 1 initializes size-1 candidate fuzzy pattern and size-1 prevalent fuzzy pattern(all 

fuzzy features are considered as the first size prevalent pattern). Then, the following steps 
are carried out: In step 3, Apriori-like method is used to generate n+1 size candidate 
fuzzy patterns from n size prevalent fuzzy patterns; Step 4 generates the table-instance 
of n+1 size candidate fuzzy pattern from the table-instance of n size prevalent fuzzy 
pattern by connecting; In Step 5, we calculate the upper bound participation index and 
the lower bound participation index of n+1 size candidate fuzzy patterns according to the 
table-instances of n+1 size candidate fuzzy patterns. By comparing the prevalence 
threshold given by the user, we filter out n+1 size prevalent fuzzy patterns. 
B. Generate candidate fuzzy patterns 

                     When generating candidate fuzzy patterns, some of them have no practical 
significance, such as {A.Cu(L), A.Cu(M), A.Cu(H)}, that is, the fuzzy co-location 
pattern composed of fuzzy features of the same functional area between different fuzzy 
sets of the same attribute has no practical significance. In order to avoid producing such 
meaningless candidate fuzzy patterns, we propose a bucket-based candidate fuzzy 
pattern generation algorithm, which puts the fuzzy features of the same attribute in the 
same functional area into the same bucket, and then selects the fuzzy features from 
different buckets to form the candidate fuzzy patterns. The steps of this algorithm are as 
follows: 
    Input: (1) Fuzzy feature set Fuzz_Fea ={Fuz_ , Fuz_ ,…,Fuz_ } 
               (2) Fuzzy feature instances’ set of S = {s1,s2,…,sn} 
               (3) Minimum distance threshold min_dist 
               (4) Minimum prevalence threshold min_prev 
    Output: : n+1 size candidate fuzzy co-location patterns 
    Step: 

 if(n == 1)                                                            
    for each Fuz_f in Fuz_Fea do                                     
        Initialize_bucket(Fuz_f)                                     
        SetId(Fuz_f)                                                 
 else if(n == 2)                                                       
      for each Fuz_  in bucket                                      
          for each Fuz_  in other bucket                              
          Generate a candidate pattern from Fuz_  and Fuz_           
 else                                                                
     for(i=1; i<bucket_count; i++)                                     
       for each fuzzy pattern Fuz_  in bucket[i]                         
         for each fuzzy pattern Fuz_  in bucket[i]                        
            Generate a pattern Fuz_                                     
            if(check(n-1, , bucket))                           

 is a new candidate pattern                      
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Steps 2 to 4 first initialize each bucket, and then number all fuzzy features in the 
bucket. Among them, for any two fuzzy features in the same bucket, there are 
Id(Fuz_ )%bucket_count == Id(Fuz_ )%bucket_count, that is, put all fuzzy features 
with the same features and the same attributes into the same bucket. 

In Step 6 to Step 8, we select two fuzzy features from different buckets in order, to 
form a size-2 fuzzy pattern. Step 10 to 15 generate n+1 size candidates from n size 
prevalent fuzzy patterns: first, for any two prevalent fuzzy patterns, check whether the 
fuzzy features of the first n-1 of the two fuzzy patterns are same, if they are same, then 
connect them to generate a n+1 size candidate. At the same time, check whether all its n 
size subsets are prevalent.        
C. Generate table-instance 

                           As we know, for a fuzzy co-location pattern, all of its row-instances constitute its 
table-instance. The process of obtaining the row-instances of fuzzy co-location 
candidates can be divided into the following 4 steps: 

(1) First, we materialize the neighborhood relationship between instances, and then 
we can get all row-instances of size-2 co-location patterns. 

(2) For a candidate fuzzy pattern, we find the co-location pattern consisting of all the 
non-recurring features in the fuzzy candidate pattern. Then, we find the row-
instances that have all the fuzzy features of the fuzzy candidate pattern from the 
table-instance of the co-location pattern, these row-instances are the row-
instances of the candidate fuzzy pattern. For example, for the fuzzy pattern 
{C.Cu(L), C.Zn(L), D.Cu(M)}, the row-instances whose attributes satisfy 
C.Cu(L), C.Zn(L) and D.Cu(M) are found in all row-instances of pattern {C, D} 
as row-instances of candidate fuzzy pattern. 

(3) If there is only one feature in the size-2 candidate fuzzy pattern, in this feature, 
the instances that satisfy all the fuzzy features in the candidate fuzzy pattern are 
found as the row-instances of the candidate fuzzy pattern. For example, for the 
fuzzy pattern {B.Cu(M), B.Zn(H)}, in the instances of feature B, find the 
instances that satisfy both Cu(L) and Zn(M) simultaneously as the row-instances 
of the fuzzy pattern {B.Cu(M), B.Zn(H)}. 

4.3. Time performance analysis 

The time cost of our proposed method is mainly divided into three parts: generating 
candidate fuzzy co-location patterns, generating all row-instances through connection 
and finding table-instances of the candidates. The computational complexity of 
generating candidate patterns is O(C), where C is the number of candidates generated by 
our method; The computational complexity of generating table-instances of candidates 
is O(R), where R is the number of row-instances generated by connection operations; 
The computational complexity of finding the table-instance of the candidates is O(T), T 
is the number of all row-instances found for all candidates. 
 

5. Experimental Evaluation  

In  this  section,  in  order  to  verify  the effectiveness  and  efficiency  of  our  proposed 
algorithm, a wide range of experiments have been done. We used a method similar to [6] 
to generate synthetic data sets. We also used the real data set of heavy metal content of 
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topsoil samples in Quanzhou to evaluate our method. 
All our experiments are carried out on C#, The Intel PC we use has windows 10 

operating system and Intel Core i5-4258@ 2.40GHz and 8GB memory. 

5.1. Results on synthetic data sets 

First of all, we set the size of the instance distribution area to D*D, We divide the entire 
region into grids of size min_dist*min_dist, where, min_dist is the distance threshold of 
instance proximity. After determining the number of features and instances, we 
determine the number of instances of each feature according to Poisson distribution. 
(1) The effect of distance threshold on results 

We change the distance threshold to find the effect of different distance threshold on 
the execution time and the pruning rate. As shown in Figure 7, we find that with the 
increase of distance thresholds, the execution time of our method will continue to 
increase, because with the increase of distance thresholds, the number of neighbor 
instances will increase, so the time consumption will also increase.  
(2) The effect of the prevalence threshold on the results 

We change the prevalence threshold to find the effect of different prevalence 
threshold on the execution time and the pruning rate. As shown in Figure 8, we find that 
the execution time of our methods decreases with the increase of the prevalence threshold. 
In the case of higher prevalence thresholds, our method can prune a lot of candidate fuzzy 
co-location patterns, so when the prevalence threshold increases, the time consumption 
of our method will reduce rapidly. 
(3) The effect of the number of fuzzy features on the results 

We change the number of fuzzy features to find the effect of different number of 
fuzzy features on execution time and the pruning rate. As shown in Figure 9, we find that 
the execution time of our method first increases and then decreases. This is because when 
the number of fuzzy features increases from 18 to 36, the number of candidate fuzzy co-
location patterns increases rapidly, and the generation of row-instances of candidate 
patterns also increases. When the number of fuzzy features continues to grow (when the 
number of fuzzy features increases from 36 to 90), the average number of row-instances 
of candidate patterns will be greatly reduced. Our proposed method has downward 
closure, so it can quickly prune the absolute non-prevalent candidate patterns. The 
number of fuzzy features is equal to the number of features multiply the number of fuzzy 
attributes multiply the number of fuzzy sets. In this experiment, the number of fuzzy 
attributes is 2, the number of fuzzy sets is 3, and the number of features selected are 
3,6,9,12,15 respectively. 
(4) The effect of the number of instances on the results 

We change the number of instances to find the effect of different instance number 
on execution time and the pruning rate. As shown in Figure 10, we find that with the 
increase of the number of instances, the execution time of our method continues to 
increase. This is because in a region, with the increase of the number of instances, the 
number of neighbor instances will also increase, that is, the number of row-instances of 
candidate patterns will increase, and the time consumption will also increase greatly.  
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Figure 7. Execution time and the pruning rate varies with the distance threshold

 
Figure 8. Execution time and the pruning rate varies with the prevalence threshold

Figure 9. Execution time and the pruning rate varies with the number of instances

Figure 10. Execution time and the pruning rate varies with the number of fuzzy features 

J. Guo and L. Wang / A Novel Method for Mining Fuzzy Co-Location Patterns 325



5.2. Results on real data sets 

In this section, we use the spatial distribution data set of heavy metals in the topsoil of 
Jiayuguan City as the real data set to test the effectiveness of our method. As shown in 
Figure 11, it is divided into four functional areas: industrial area, agricultural area, living 
area and Gobi area. According to the proportion of the length of the area, we project these 
data on the space of 850 * 670.  

      
Figure 11. data set of heavy metals in the topsoil of Jiayuguan City 

 
                 Table 3. Mining results of the real data set 

          
Prevalent fuzzy co-location 

pattern 
Prevalence 
tendency 

degree 

Lower participation 
index and Upper 

participation index 

Participation 
index in 

traditional 
method 

{A.Cu(L), C.Cu(L)} 0.6125 0.0709,0.6621 0.2312 
{A.Cu(L), D.Cu(L)} 0.2328 0.036,0.3801 0.1169 

{A.Cu(M), C.Cu(M)} 0.2636 0.1567,0.3513 0.2384 
{D.Cu(M), D.Zn(H)} 1 0.4781,0.9135 0.6599 
{D.Cu(L), D.Zn(M)} 0.9096 0.2414,0.8896 0.6681 
{A.Zn(L), A.Cu(M), 

C.Zn(L)} 
0.2636 0.1567,0.3513 0.2384 

{A.Zn(L), C.Zn(L), 
D.Cu(M)} 

0.2167 0.1749,0.3346 0.2492 

{B.Cu(L), B.Zn(L), 
C.Zn(L)} 

0.8586 0.2597,0.5448 0.4342 

{B.Cu(M),B.Zn(L),C.Cu(M)
,C.Zn(M)} 

0.7039 0.1804,0.5844 0.3358 

{B.Cu(M),B.Zn(L),C.Cu(M)
,C.Zn(L)} 

1 0.3933,0.738 0.5726 

 
In the real data set, we set the distance threshold to 50 and the prevalence threshold to 
0.3, 112 prevalent fuzzy co-location patterns (26 absolutely prevalent fuzzy co-location 
patterns and 86 fuzzy co-location patterns with prevalence tendency degree) were mined 
according to our measurement method, some of which are shown in Table 3, and 63 
prevalent fuzzy co-location patterns were mined according to the traditional 
measurement method. The sampling points of functional area A are represented by blue 
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dots, the sampling points of functional area B are represented by green dots, the sampling 
points of functional area C are represented by brown dots, the sampling points of 
functional area D are represented by yellow dots. A, B, C and D represent industrial area, 
agricultural area, residential area and Gobi area respectively in this data set. For example, 
the fuzzy pattern {A.Cu(M), C.Cu(M)} indicates that the industrial area with middle 
copper content and the residential area with middle copper content are prevalently 
located together, and the prevalence tendency degree of this pattern is 0.2636. {B.Cu(M), 
B.Zn(L), C.Cu(M), C.Zn(M)} indicate agricultural areas with low zinc content and 
middle copper content, residential areas with middle zinc content and middle copper 
content tend to be often located together, and the degree of this tendency is 0.7039. 

When the fuzzy membership function is uncertain, our method can find the fuzzy 
co-location pattern that is always prevalent, which is helpful for us to find the stable 
prevalent fuzzy co-location pattern. Our method can also find the fuzzy co-location 
pattern that has a certain tendency to be prevalent, which is helpful for us to find the 
potential fuzzy co-location pattern and predict the occurrence of some prevalent fuzzy 
co-location patterns. However, the method of mining fuzzy co-location pattern based on 
type-1 fuzzy membership function can only divide the fuzzy patterns into prevalent fuzzy 
patterns and non-prevalent fuzzy patterns according to the participation index and 
prevalence threshold. When there is uncertainty in the fuzzy membership function, this 
method cannot judge which fuzzy patterns are stable prevalent, which fuzzy patterns 
have certain tendency are prevalent. 

 

6. Conclusion 

Traditional spatial co-location pattern mining methods can not directly mine fuzzy co-
location patterns. Therefore, in this paper, we propose a fuzzy co-location pattern mining 
algorithm based on type-2 fuzzy sets and join-based algorithm to mine prevalent fuzzy 
co-location patterns from spatial instances with attribute information. Since the fuzzy 
attributes of spatial data are uncertain, we propose the concepts of upper and lower bound 
participation ratios of fuzzy features, upper and lower bound participation indexes of 
fuzzy co-location patterns, to measure the prevalence degree of fuzzy patterns. We also 
propose a pruning strategy, which effectively prunes the absolute non-prevalent fuzzy 
co-location patterns in the process of mining prevalent fuzzy co-location patterns. 

The method of mining fuzzy co-location pattern based on type-2 fuzzy membership 
function has great practical significance. For example, it can help us find out whether the 
industrial areas will cause heavy metal pollution to the surrounding residential areas, and 
then find out whether the pollutants in the industrial area are related to the epidemic of 
the surrounding residents; In the distribution of urban facilities, we can see whether the 
per capita consumption level of the commercial areas is related to the housing prices of 
the surrounding residential areas, and so on. Our method also has some limitations: 
generating table-instances of candidate fuzzy patterns require a lot of connection 
operations, so the efficiency is not high; It does not consider how to mine fuzzy co-
location patterns when different features have different attributes. 

In the future work, we consider that there are several directions for further researches:  
(1) Propose new fuzzy co-location pattern mining algorithms to improve the 
efficiency of the fuzzy co-location pattern mining method. 
(2) Use more real data sets to verify the effectiveness of our proposed methods, for 
example, a data set of tumor diseases in a certain area and pollutant emissions from 
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surrounding factories. 
 
References  
[1] J.S. Yoo, S. Shekhar, M. Celik. A join-Less approach for co-location pattern mining: a summary of results, 

in: Proc. IEEE ICDM, 2005, pp. 813-816. 
[2] Y. Huang, S. Shekhar, H. Xiong. Discovering colocation patterns from spatial datasets: a general approach, 

IEEE Trans. Knowl. Data Eng. 2004, 16 (12): 1472-1485. 
[3] X. Bao and L. Wang. A clique-based approach for co-location pattern mining. 2019, 490 (2019): 244-264. 
[4] A. Berry, R. Pogorelcnik. A simple algorithm to generate the minimal separators and the maximal cliques 

of a chordal graph, Inf. Process. Lett. 2011, 111 (11): 508-511. 
[5] Cenk Ulu, Müjde Güzelkaya, Ibrahim Eksin. Granular type-2 membership functions: A new approach to 

formation of footprint of uncertainty in type-2 fuzzy sets. 2013, 13(8): 3713-3728. 
[6] F. Wang, H. Mo. Some basic questions about type-2 fuzzy sets. Acta Automatica Sinica,2017, 43(07): 1114-

1141. 
[7] Z. Wang, Kwong-Sak Leung, George J. Klir. Applying fuzzy measures and nonlinear integrals in data 

mining. Fuzzy Sets and Systems, 2005, 156(3): 371-380. 
[8] F. E. Petry, L. Zhao. Data mining by attribute generalization with fuzzy hierarchies in fuzzy databases. 

Fuzzy Sets and Systems, 2009, 160(15): 2206-2223. 
[9] C. Lee, H. Pan. Performance enhancement for neural fuzzy systems using asymmetric membership 

functions. Fuzzy Sets and Systems 2009, 160 (7): 949-971. 
[10] J. M. Mendel and H. Wu. "Type-2 Fuzzistics for Symmetric Interval Type-2 Fuzzy Sets: Part 1, Forward 

Problems," IEEE Transactions on Fuzzy Systems, 2006, 14(6): 781-792. 
[11] T.W. Liao. A Procedure for the Generation of Interval Type-2 Membership Functions from Data, Applied 

Soft Computing Journal http://dx.doi.org/10.1016/j.asoc.2016.09.034. 
[12] E. Kayacan, A. Sarabakha, S. Coupland, et al. Type-2 fuzzy elliptic membership functions for modeling 

uncertainty[J]. Engineering Applications of Artificial Intelligence, 2018, 70:170-183. 
[13] P. Wu, L. Wang, Y. Zhou. Research on mining spatial co-location patterns with fuzzy attributes. Computer 

Science and Exploration, 2013, 7(04): 348-358. 
[14] L. Wang, Y. Bao, J. Lu. et al. A new join-less approach for co-location pattern mining. In Proc. of the IEEE 

8th International Conference on Computer and Information Technology (CIT2008), Piscat-away, NJ: the 
IEEE Computer Society Press, 2008: 197-202. 

[15] L. Wang, L. Zhou, J. Lu. et al. An Order-clique-based Approach for Mining Maximal Co-locations 
Information Sciences, 2009, 179 (19): 3370-3382 

J. Guo and L. Wang / A Novel Method for Mining Fuzzy Co-Location Patterns328

http://dx.doi.org/10.1016/j.asoc.2016.09.034
http://dx.doi.org/10.1016/j.asoc.2016.09.034


An Optimization of Several Distance 
Function on Fuzzy Subtractive Clustering  

Sugiyarto SURONOa,1 and Annisa Eka HARYATIb, Joko ELIYANTO  
b 

a
 Department of Mathematics, FAST Ahmad Dahlan University Yogyakarta, Indonesia 

bMagister Math. Education Ahmad Dahlan University Yogyakarta, Indonesia 

Abstract. Fuzzy Subtractive Clustering (FSC) is a technique of fuzzy clustering 
where the cluster to be formed is unknown. The distance function in the FSC method 
has an important role in determining the number of points that have the most 
neighbors. Therefore, this study uses several distance functions. The results obtained 
indicate that the DBI results indicate that the Euclidean distance has a good cluster 
evaluation result in the number of clusters 4. Meanwhile, for the PC value the 
combination of the Minkowski Chebysev distance produces a good PC value in the 
number of clusters 2. 

Keywords. Fuzzy subtractive clustering, partition coefficient, avies ouldin index 

1. Introduction 

The classification method by applying the similarities between data in certain dataset 
is called clustering technique. The intention of this process is to determine certain pattern 
in the dataset by separating data into few number of clusters [1]. Clustering has basic 
concept where data in the same cluster will have high level of similarities and low level 
of similarities towards data in different cluster [2]. 

Clustering method which based on the classification with the application of fuzzy 
set membership degree is known as fuzzy clustering. The probability of the data to be 
included in one cluster is not absolute, which means data can be included as the member 
of one or more clusters [3]. 

Fuzzy subtractive clustering is one of the fuzzy clustering method where the cluster 
created through this method is still unidentified [4]. This method does not apply the 
membership matrix which initialized randomly [5]. The basic concept of this method is 
determining the cluster centroid through searching the data coordinate which have the 
most density and number of neighboring coordinates. The density of the coordinates 
which already selected as the cluster centroid will be reduced so that this coordinate will 
be ineligible to become the next cluster centroid. Then, algorithm will run again to 
measure the density and the number of neighboring coordinate in each data to be selected 
as the next cluster centroid. This iteration will be applied until all of the data in the dataset 
is tested [6]. 

There are already many research which studied FSC as its main topics. One previous 
research which worked by [7] applied FSC to classify Wavelet adaptive nerves to 
improve low-cost and high speed INS/GPS navigation system. Then, FSC was also used 
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by [8] to do grouping and is used by [9] to perform fuzzy-based classification. 
Furthermore, FSC also applied by [10] to do a classification of ad hoc mobile network 
based on the akaike information criteria and used by [11] to make predictions on the 
stock market. 

Fuzzy subtractive clustering method requires the distance similarity measurement to 
determine the number of coordinates which have the most neighboring dots. The most 
common applied distance parameter to determine the similarity measurement is 
Euclidean distance. Aside from Euclidean distance, Minkowski distance also had been 
applied by [12] to do an optimization. Furthermore, Hamming distance also had been 
applied by [13] to detect malware in android. In addition to that, Minkowski-Chebysev 
combination distance also had been worked on by [14] to do a classification with KNN, 
by [15] to do clustering with FCM on categorical data, and by [16] to do clustering with 
FCM by applying dimension reduction through PCA. Based on these statement, we 
decided to apply fuzzy subtractive clustering method with the application of few distance 
function parameter. Then, the results of the cluster evaluation are used to determine 
which cluster has good quality. 

2. Method 

The method applied in this research is Fuzzy Subtractive Clustering with the application 
of few distance functions, such as Euclidean distance, Minkowski distance, Hamming 
distance, and Minkowski-Chebysev combination distance. Data simulation applied in 
this research is worked through Phyton programming language. 

2.1.  Fuzzy Subtractive Clustering (FSC) 

Fuzzy Subtractive Clustering in literature [17] defined as one of the clustering method 
where the applied algorithm is considered as supervised algorithm. The number of cluster 
which will be created is initially unidentified, so it is necessary to do a radius simulation 
for acquiring the expected clusters. There are two comparison factors applied in FSC, 
which are accept ratio and reject ratio valued between 0 to 1. Accept ratio is the lower 
limit where certain data coordinates considered as cluster centroid candidate is allowed 
to be defined as cluster centroid. In the other hand, reject ratio is the upper limit where 
certain data coordinates considered as cluster centroid candidate is prohibited to be 
defined as cluster centroid. 

There are 3 criteria which can occur in FSC method, there are: 
� If ratio > accept ratio, then the data coordinate is accepted as new cluster 

centroid. 
� If reject ratio < ratio, then the data coordinate will be accepted as new cluster 

centroid only if this new data coordinate is located far enough with the other 
cluster centroid. This minimum distance requirement can be measured through 
the addition between the ratio and the closest distance of this data coordinate to 
other existing cluster centroid. If the result of the addition between the ratio and 
the closest distance of the data coordinate to other existing cluster centroid is < 
1, then this analyzed data coordinate will not be accepted as the new cluster 
centroid. This data coordinate also won’t be reconsidered to become the new 
cluster centroid (the potential value of this data will be set to 0). 
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� If ratio ≤ reject ratio, then there will be no another data coordinate which will 
be considered as the new cluster centroid. This means that the iteration process 
will be terminated. 

2.2. Fuzzy Subtractive Clustering Algorithm 

� Determining the parameter value which will be applied, such as radius (r), 
squash factor (q), accept ratio (ar), and reject ratio (rr). 

� Transforming data into fuzzy number through this following equation [18]: 

 (1) 

Where a and b are the lowest and highest value from the data. 

� Determining the potential value of each coordinate  through 
this following equation: 

 (2) 

Where  is potential data i. 
� Measuring the maximum value on each iteration and the Ratio number (R) with 

this following equation: 
 

 (3) 

� Testing the appropriateness of the cluster centroid candidate with 3 criteria 
which already mentioned before. Specifically for condition 2, to determine 
whether the data coordinate is fit to be considered as cluster centroid or not, this 
following equation needs to be applied. 

 (4) 

  
With  and = the number of clusters.  is the distance between 
the coordinate of the cluster centroid candidate and the previous cluster centroid. 

 and are the cluster centroid candidate and the cluster centroid of k in 
variable of j. If  or , then . 

 
Where  is the closest distance between the cluster centroid candidate and 
other existing cluster centroid. If  , then the cluster centroid 
candidate is accepted as the new cluster centroid. While if jika 

, then the cluster centroid candidate is not allowed to be defined as 
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the new cluster centroid and will not be reconsidered to be the new cluster 
centroid (the potential value of this data will be set to 0) 

� When the new cluster centroid is acquired, the subtraction of the potential value 
of the data around the previous cluster centroid will be initiated through this 
following equation [17]: 

 
(5) 

  
 Data potential of -i in iteration of-t. 
 Data potential of -i in iteration of-(t-1). 
 Data potential of -k in iteration of-i. 
 Cluster centroid of -k in variable of –j. 
 Data -i in variable -j. 
 Radius. 
 Squash factor. 

� Measuring the value of sigma cluster on each variables by applying an equation as 
follows [17]: 

 (6) 

 Sigma in variable of-j. 

 The maximum value in variable -j. 

 The minimum value in variable -j. 
 

� Measuring the membership degree by applying equation (9) as follows: 

 (7) 

Where  is the membership value of cluster k on data i and  is data of i on 
variable of j. 

2.3. Distance Function 

There are few distance function applied in this research which are:  

� Euclidean distance 
Euclidean distance is the most common and used distance. This distance is 
defined for x and y coordinate as [19]: 
 

 

 

(8) 
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Where xk and yk are the value of x and y on dimension n. This distance 
considered as the standard distance applied for fuzzy C-means clustering 
method. 

� Minkowski distance 
MInkowski distance is defined as [20]: 
 

 

 

(9) 

 
With p is the minkowski parameter. In Euclidean distance, . As for in 
Manhattan distance and Chebysev distance,  and ∞  respectively. 
The metric condition of this function is fulfilled as long as . 
 

� Hamming distance 

Hamming distance in [18] is defined as: 
 

 (10) 

With  and  are the value for dan  in  number of data.  
� Minkowski-Chebysev combination distance 

Minkowski-Chebysev combination distance is defined by [14], [16] as: 
 

 (11) 

With   and  are the weight, and  and  are the value of  and  in 
number of data. 

2.4. Cluster Evaluation 

Evaluation cluster is applied to measure how good the quality of the formed cluster 
centroid. The cluster evaluation methods applied in this research are described as: 

� Partition Coefficient (PC) 
This cluster evaluation is invented by [21] to evaluate the data membership 
value on each cluster. The higher the value of PC (close to 1) indicate that the 
quality of the formed cluster is better. The partition coefficient for this research 
is conducted through this following equation: 

 (12) 
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Where N is the number of research objects, K is the number of clusters, and  
is the membership degree in i with the cluster centroid j. 

 
� Davies Bouldin Index (DBI) 

Davies Bouldin Index (DBI) is one of the method to measure the cluster validity 
in clustering method. The objective of this method is to maximize the distance 
between clusters and minimize the distance between data in the same cluster. 
The formed cluster will have good quality of cluster if the DBI value is 
minimum or close to 0 [16]. The equation of this cluster evaluation method is 
defined as follows: 

 (13) 

 
 
With  

 (14) 

 

 (15) 

 
 (16) 

where: 
  the amount of data in the i-th cluster 

 center of cluster i 
 j cluster 

 data distance with cluster center 
 

3. Result and Discussion 

The data applied for the simulation in this research is a hypertension data taken from one 
of the health center in Yogyakarta. There are total of 100 data with 5 main variables, 
which are X1 (age), X2 (gender), X3 (systolic pressure), X4 (diastolic pressure), and X5 
(body weight). Clustering process with FSC will resulting in an output of few different 
formed clusters. The distance function applied in this research are Euclidean distance, 
Minkowski distance, Hamming distance, and Minkowski-Chebysev combination 
distance. The result of the dataset which transformed into fuzzy number is illustrated as 
follows: 
 
Table 1. Fuzzy number result 

     
0 0 0.4609 0.1289 0.4018 

0.3913 1 0.5516 0.4785 0.1468 

S. Surono et al. / An Optimization of Several Distance Function334



    
0.5734 0 0.3775 0.2862 0.6813 

 
Next, the data in table 1 will be processed by FSC method. In this research, radius 
simulation is needed to determine how many clusters are able to be acquired. The 
simulation result from few number of radius is illustrated in table 2 below. 
 
Table 2. The cluster resulf for each distance function 

Distance Radius Number of formed 
cluster 

Time 

   1.07 2 0.47 
Euclidean 0.83 3 0.57 

 0.67 4 
 

0.71 

 1.55 2 0.42 
Minkowski 1.25 3 0.63 

 1.02 4 
 

0.90 

 0.97 2 0.39 
Hamming 0.79 3 0.62 

 0.72 4 
 

0.85 

 1.6 2 0.43 
Minkowski-chebysev 1.31 3 0.66 

 1.12 4 0.78 

 
The application of Euclidean distance resulting in the creation of 2 clusters with radius 
1.07, 3 clusters with radius 0.83, and 4 clusters with radius 0.63. In Minkowski distance, 
there are 2 clusters, 3 clusters, and 4 clusters formed with the radius 1.55, 1.25, and 1.02 
respectively. As for Hamming distance, there are 2 clusters, 3 clusters, and 4 clusters 
formed with the radius 0.97, 0.79, and 0.72 respectively. Lastly, the application of 
Minkowski-Chebysev combination distance resulting in the formation of 2 clusters, 3 
clusters, and 4 clusters with the radius 1.6, 1.31, and 1.12 respectively. 

Running time for each distance has a different time. Based on Table 2, in general the 
Euclidean distance has less running time than the other distances. This can be seen in the 
number of clusters 3 and 4 at the Euclidean distance each takes 0.57 and 0.71. 

Furthermore, all of the cluster which already formed through the distance function are 
evaluated through the application of Partition Coefficient (PC) and Davies Boulding 
Index (DBI). This evaluation process is necessary to observe which cluster can be 
considered as high quality cluster. The output value of PC and DBI evaluation process 
can be observed in Figure 1 to Figure 3. 
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Figure 1. PC and DBI value comparison for 2 formed clusters. 

Figure 1 illustrate the comparison between the PC and DBI value for 2 formed clusters 
in each distance function. Based on the figure 1 above, the PC value for Euclidean 
distance, Minkowski distance, Hamming distance, and Minkowski-Chebysev distance 
are 0.5987, 0.5804, 0.5369, and 0.6135 respectively. While the DBI value for each 
distance function are 0.0193, 0.9786, 0.0804, and 0.9621 respectively. 

 

 
Figure 2. PC and DBI value comparison for 3 formed clusters. 

Comparison of the PC and DBI value for 3 formed clusters in each of the distance 
function is depicted in figure 3. The PC value in the application of Euclidean distance, 
Minkowski distance, Hamming distance, and Minkowski-Chebysev distance are 0.5008, 
0.4778, 0.4801, and 0.5319. As for the DBI value in these four distance function are 
0.0024, 0.9786, 0.9524, and 0.5234 respectively. 
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Figure 3. PC and DBI value comparison for 4 formed clusters. 

Figure 3 shows the comparison of PC and DBI value for 4 formed cluster in each of the 
distance function. The PC value in the application of Euclidean distance is 0.5351, 
Minkowski distance is 0.3182, Hamming distance is 0.5473, and Minkowski-Chebysv 
distance is 0.4867. Furthermore, the DBI value for Euclidean distance, Minkowski 
distance, Hamming distance, and Minkowski-Chebysev distance are 0.0014, 0.5472, 
0.8006, and 0.5086 respectively. 

In this study, the proposed method will produce clusters with different radius for each 
distance used. The radius values must be simulated one by one to get the desired number 
of clusters. 

4. Conclusions 

This research provides the study on the application of Fuzzy Subtractive Clustering 
which implemented on 4 different distance function, Euclidean distance, Minkowski 
distance, Hamming distance, and Minkowski-Chebysev distance. The acquired clusters 
then evaluated through the application of Partition Coefficient (PC) method and Davies 
Bouldin Index (DBI) method. In this research, the DBI result in the application of 
Euclidean distance provides good cluster evaluation value for the 4 formed clusters with 
DBI 0.0014. This conclusion is suitable with the criteria in DBI where the lower the DBI 
value (close to 0), the better the quality of the formed cluster. From the PC cluster 
evaluation, the best quality cluster created in the application of Minkowski-Chebysev 
distance for the two formed clusters with 0.06135 PC value. This conclusion also based 
on the criteria where the higher the PC value (close to 1), the better the quality of the 
formed cluster. In future research, it can be done by simulating at another distance with 
several data sets. 
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Abstract. Unmanned aerial vehicle (UAV) delivery has the advantages of small 
size, high speed, and low cost. A new drone delivery path optimization model 
with loading and unloading integration is proposed in this study to make full use 
of UAV(drone) delivery by improving its efficiency. The model considers drone 
range constraints and loading capacity limitations, analyzes the start and end 
points of multiple orders, assigns orders to drones from the optimal distribution 
centers, calculating the order and time to visit all sets and delivery points, and 
pursuing the least transportation mileage. The ant colony optimization (ACO) 
algorithm is adopted to solve the problem in two stages. In the first stage, 
construction rules and pheromones of the solution are defined, and the orders to 
the UAVs are assigned. In the second stage, by adding constraints to the ACO 
algorithm, the sequence order of the UAVs visiting the set and delivery points is 
determined to obtain the optimal path. Finally, a GIS-based delivery platform is 
developed using Java Development Kit, which is used to produce the optimal 
scheduling scheme for an example case. A sensitivity analysis of the model 
parameters is conducted t, which proves the proposed model effectiveness. 

Keywords. UAV distribution path, Integrated loading and unloading, Ant colony 
algorithm, Scheduling platform development 

1. Introduction 

Unmanned aerial vehicle (UAV) or drone delivery is a new industry that has 

developed rapidly in recent years. In the context of the global epidemic outbreak in 

2020, drone delivery has gained even more attention. Making full use of drone 

delivery to deliver items to customers efficiently and safely has become a major 

problem. Compared with conventional vehicle (truck) delivery, drone delivery is not 

restricted by the road network traffic operation situation of space and time, which can 

solve the 'last mile' delivery efficiency, cost, safety, and other issues. There are 

differences between truck and drone delivery models. Thus, despite some 

commonalities between traditional vehicle and UAV delivery path theories, the 

available findings and approaches concerning the former (truck delivery) cannot be 
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directly applied to the UAV delivery problem. Therefore, the UAV delivery path 

optimization problem has attracted extensive attention from scholars worldwide. 

In 2015, Murray and Chu [1] proposed the flying sidekick traveling salesman 

problem (FSTSP) as a new variant of the TSP problem for solving the path planning of 

cooperative truck-and-drone transportation. Due to the problem complexity, they 

considered only one truck and one drone, and the drone carried only a single package 

for delivery. Then, Agatz [2] formulated the traveling salesman problem with drone 

(TSP-D) problem and solved it using dynamic programming methods. Like the FSTSP 

problem, TSPD considered the use of a single truck and a single drone. Ha et al. [3] 

proposed two heuristics for TSPD to optimize the operation cost. Marinelli et al. [4] 

studied the TSP-D where the drone take-off and return locations could be different and 

designed a so-called greedy algorithm. Wang et al. [5] reported that the time of the 

joint truck-and-drone delivery was less than that of truck delivery, even in the worst 

case. Ferrandez et al. [6] assumed that all goods/parcels were delivered by drones only, 

while trucks were used as movable delivery points carrying drones, packages, and 

charging devices. The K-means clustering algorithm was used to determine the truck 

delivery points, and then a genetic algorithm was applied to optimize the truck. Chang 

and Lee [7] used the K-means clustering to optimize the truck delivery path by 

minimizing the delivery time after classifying the customers. 

In all the above studies, it was assumed that the UAV could only carry one 

package at a time for a single-point delivery. However, single-point delivery will 

increase the flight distance between UAVs' supply and demand points, causing a waste 

of UAV flight resources. While relevant studies have shown that full operation of 

multiple UAVs could effectively improve distribution efficiency [8,9], some 

researchers [10,11,12] have considered that UAVs could carry multiple parcels at a 

time. Still, these studies did not consider the simultaneous UAV pick-up and delivery, 

which would envision that upon completing the delivery task, each UAV could go to 

another location to pick up the parcels to be delivered before completing the 

subsequent task. In the UAV multipoint delivery operation, route planning is a key 

factor that directly affects the efficiency of delivery. Kitjacharoenchai et al. [13] 

proposed a mixed integer planning method for UAV multipoint delivery route search 

to reduce truck-and-UAV delivery operation time. Salama et al. [14] used an 

unsupervised machine-learning heuristic algorithm to study UAV's warehouse's 

location' points and UAV multipoint delivery routes. 

The existing approaches have the following two main shortcomings: (1) they 

involve separated loading and unloading and separated analyses of the UAV collection 

and delivery paths; (2) they ignore the presence of no-fly zones in the UAV delivery 

paths.  

To mitigate the above shortcomings, this paper formulates the integrated loading 

and unloading UAV delivery path optimization problem with the account of no-fly 

zones, as well as applies the ant colony optimization (ACO) algorithm to solve this 

problem. When several customers place orders involving the start and end points and 

the number of parcels, the orders are assigned to drones. Such constraints as no-fly 

zones and drone performance parameters are considered to determine from which 

distribution center the drones should depart. The order and time to visit all sets and 

delivery points are calculated to pursue the least distribution cost. Finally, a GIS-based 

distribution platform developed in Java script is applied to a simple delivery task 

example to yield the optimal scheduling scheme. Finally, the parameter sensitivity 

analysis of the model is performed to verify its effectiveness and feasibility. 
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2. Problem Formulation 

The global problem studied in this paper has several constraints and separate subtasks. 

There are one or more distribution centers and several customer orders, each with 

information on the origin and destination (collection and delivery points) and the 

number of parcels to be delivered (cargo). If there is a no-fly zone between any set and 

delivery points, no direct UAV flight is allowed. Realistic constraints such as no-fly 

zone, maximum mileage, and maximum load weight of the UAV are considered. 

Using the drone delivery platform, one has to collect customer order information, 

assign orders to drones, determine any drone from the best distribution center, 

calculate the order and time to visit all sets and delivery points and pursue the least 

distance of drone delivery [10]. When a drone visits the delivery point of a customer 

order, it must ensure that there is a sufficient number of parcels on the drone to be 

unloaded, i.e., the drone needs to visit the collection point of that customer order in 

advance and pick up a sufficient number of parcels. For the spatio-temporal 

distribution of customer order demands, it is urgent to reveal the intrinsic relationship 

between the number of drones in the distribution center, the delivery path, and the 

transportation cost to optimize the resource allocation and pursue the highest system 

efficiency. Without loss of generality, the following assumptions can be used to make 

the model more realistic:  

(1) Through the online website or mobile client, collect the starting and ending 

points of all customer orders and the number of goods, distribute the goods (parcels) 

according to the unified time window, and ignore the impact of the customer's 

personalized time window on the distribution plan. 

(2) Considering the no-fly zone effect on the flight distance between any 

collection and delivery points, the actual distance can be obtained through available 

digital maps (e.g., Baidu maps in China or Google maps elsewhere), ignoring the take-

off or landing distance. 

(3) The effect of the waiting time of UAV in the collection and delivery points on 

the distribution plan can be ignored. 

To illustrate the mechanism of this problem’s solution, two alternative scheduling 

schemes, namely LBU (loading before unloading) and ILU (integrated loading and 

unloading), are applied to a simple case. The case comprises one distribution center 

(D) and four customer orders with collection and delivery points of (S1, E1), (S2, E2), 

(S3, E3), and (S4, E4), with respective parcel (cargo) weights of 2, 3, 2, and 1 kg. The 

delivery routes of two available drones, UAV1 and UAV 2, are D-S1-S2-E2-E1-D and 

D-S3-S4-E4-E3-D for the ILU mode versus D-S1-E1-S2-E2-D and D-S3-E3-S4-E4-D 

for LBU mode. Combined with the air traffic network travel distance, the objective 

function can be calculated accordingly. 

The definitions and symbols of all parameters and variables used in this study are 

explained as follow. 

In terms of Index, i and j represent Pick-up or delivery index, k represents UAV 

index,o represents Order index,D represents Set of distribution centers, N represents 

Set of pick-up or delivery points, K represents Set of UAV. In terms of Parameter, w�
� 

represents Weight of the UAV k at pick-up or delivery point i, d��  represents Flight 

distance between pick-up or delivery points i and j, q� represents Number of parcels at 

the order o, u�
� represents The pick-up point i of order o, v�

� represents The delivery 

point j of order o, Q represents Maximum cargo load, L represents Maximum mileage, 
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M  represents Fixed large constant. In terms of  Decision variable, z�
�  represents 

Whether the UAV k visits the pick-up or delivery point i, x��
� represents Whether the 

UAV k sequentially visits the pick-up or delivery points i and j, y�
� represents Whether 

the customer order o is assigned to the UAV k, s�� represents Whether there is a no-fly 

zone between pick-up or delivery points i and j. 
The mathematical model of the problem solution, using the relevant variables and 

symbols, can be described as follows.  

In the proposed model, the objective function of the problem, which seeks to minimize 

the total travel distance, is derived via equation (1): 

min f = ∑ ∑ d��. x��
�

∀�,�∈�∪�∀�∈�                                                          (1) 

The problem’s constraints are formulated via equations (2)-(11) as follows.  

Equation (2) implies that each customer order is uniquely assigned to a drone:  ∑ y�
� = 1∀�∈�               ∀o ∈ O                                             (2)     

Equations (3) and (4) indicate that the origin and destination of each order are 

ensured to be visited by a drone:  

u�
� + �1 − y�

��. M ≤ z�
�∀o ∈ O, ∀i ∈ N, ∀k ∈ K                                (3) 

v�
� + �1 − y�

��. M ≤ z�
�∀o ∈ O, ∀j ∈ N, ∀k ∈ K                                (4) 

Equation (5) indicates that the set, delivery point visited by a drone is in the path: 

2x��
� ≤ z�

� + z�
�   ∀i, j ∈ N, ∀k ∈ K                                          (5)     

Equation (6) indicates that each drone departs from the distribution center after 

completing the task and finally returns to the distribution center: ∑ x��
� = ∑ x��

� = z�
�

∀�∈�∪�∀�∈�∪� ∀i ∈ N, ∀k ∈ K                                 (6) 

Equations (7) and (8) indicate the load variation relationship between the UAV's 

adjacent collection and delivery points:  

w�
� + ∑ y�

�. u�
�. q�∀�∈	 − ∑ y�

�. v�
�. q�∀�∈	 + �1 − x��

��. M ≤ w�  
�∀i, j ∈ N, ∀k ∈ K(7) 

w�
� + ∑ y�

�. u�
�. q�∀�∈	 − ∑ y�

�. v�
�. q�∀�∈	 + �1 − x��

��. M ≥ w�  
�∀i, j ∈ N, ∀k ∈ K  (8) 

Equation (9) indicates that the UAV visits the delivery points to ensure that the 

cargo is unloaded, while the maximum cargo weight is not exceeded at the collection 

point: 

0 ≤ w�
� ≤ Q  ∀i ∈ N, ∀k ∈ K                                               (9)  

Equation (10) provides that the UAV's travel mileage does not exceed its upper 

limit:   ∑ d��. x��
�

∀�,�∈�∪� ≤ L   ∀k ∈ K                                                                               (10)  

Equation (11) implies that no UAV is allowed to pass through the no-fly zone: 

s�� ≤ x��
�                                                                                                                (11) 

3. The Ant Colony Optimization Heuristic Algorithm 

In 1991, Dorigo and Stützle introduced the ant colony optimization (ACO) 

algorithm[15,16]. It has been widely used in the field of vehicle routing problems. 

According to the relevant problem characteristics, the three decision variables �
�, �
�� , 

and ��  are involved, where �� determines �
�  and  �
�� . However, the problem 

formulated in this study is an NP-hard problem, i.e., its large-scale case cannot be 

solved by an exact algorithm, while a non-deterministic Turing machine can solve it in 
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polynomial time. Given this, we designed an ACO-based heuristic algorithm for 

minimizing the delivery distance. It should assign orders to UAVs in the first stage and 

determine the set of orders, and the order of delivery points to be visited by UAVs by 

making constraints on the “ant pheromone-based” pathfinding’ in the second stage. 

The latter constraints require that there should be a sufficient number of parcels 

available to be unloaded when UAVs visit the delivery points. The original ACO 

algorithm is refined by defining the corresponding solution construction rules, 

pheromones, heuristic data, and selection probabilities. The specific algorithm solution 

process is further described and discussed in detail. 

3.1.  Deconstruction rules 

Within the ACO approach framework, each UAV (drone) is simulated by a 

pheromone-producing ant. In the initial stage, any ant starts from a certain distribution 

center. When the particular ant is located at the collection point �(	

) of a certain 

order 
 (∀
 ∈ �), it will find the feasible UAV sets �
���  that it is allowed to 

access. It selects a UAV k to execute the order 
(��) with a certain probability and 

adds its delivery point �(��) to the alternative path set of the UAV. If �
��� ≠ ∅, it 

sends a new UAV to execute the order to establish the feasible solution continuously. 

Therefore, the two stages of the deconstruction process are as follows:  

Stage 1:  Order matching with UAV 

Step 1: Randomly select an order ∀o ∈ O. 

Step 2: When the ant is located in the collection point of an order o(∀o ∈ O), it 

finds the accessible, feasible UAV set allowed according to the constraints described 

by equations (9) and (10). 

Step 3: To get y�
� means to select a UAV k from allowed to execute order o with 

a certain probability. 

Step 4: When O = O − {o} , if O ≠ ∅ , go to Step 1. Otherwise, the Stage 1 

algorithm is terminated, and the  

Stage 2:  Path Planning of UAV 

Step 1: When the ant is located at the delivery point j of an order o (∀o ∈ O), if 

the order has been allocated, it will be transferred to Step 2. Otherwise (if no order has 

been allocated), it will be transferred to Step 3. 

Step 2: Check the execution UAV k of the order o, determine the last visited set 

and the delivery point i(z�
�), and add them to the path x��

�, that is, go to Step 4. 

Step 3: Remove the delivery point j of the current order o(∀o ∈ O) from the 

current path of the ant. 

Step 4: The ant randomly accesses the collection point i or delivery point j of a 

new order o� (∀o� ∈ O) again. 

3.2.  The algorithm flow 

Step 1: Initialize the parameters such as the maximum number of iterations nc���, 

pheromoneαand heuristic information β. Set the UAV performance and order data to t 

= 0. 

Step 2: Let M ants be randomly located in the distribution center, and let m = 1. 
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Step 3: Each ant selects the next vertex j according to the corresponding p��
� in 

different stages via equation (12) and puts j in the current solution set until all the 

order sets and delivery points are traversed. 

p��
� = �τ��

�(t)η��

� ∑ τ��
�(t)η��

�
�∈���� , others

argmax
�∈���

�τ��η��

�� , if rand ≤ g�

                                    (12) 

To accelerate the convergence of the initial algorithm, ant m tends to select the 

edge calculated according to argmax
�∈���

�τ��η��

�� with a certain probability g�. In equation 

(12), the heuristic data η�� = 1/d�� represent the cost of UAV's sequential access set, 

delivery points i and j; the pheromone τ�� is the expectation of UAV's sequential access 

set, delivery points i and j; while all correspond to the delivery points that have not 

visited the order or the collection points that have visited the order. 

Step 4:  Calculate the objective function of the solution constructed by the ant, 

perform a local update of the pheromone via equation (13) and record the local 

optimal solution m = m + 1, if m ≤ M, then go to Step 3. 

τ���t + 1� = (1 − ε �τ���t�� τ���t� + ε �τ���t�� . Q/ f��                  (13) 

Step 5: Perform a global update of pheromone via equation (14): 

τ���t + 1� = (1 − γ �τ���t�� τ���t� + γ �τ���t�� . Q/f��                    (14) 

In equations (13) and (14), parameters ε �τ���t�� , and γ �τ���t��  are positive 

proportional functions located at (0,1) with τ���t� as the independent variable; f�� and 

f��  are the optimal solutions searched by the nearest neighbor method and ACO 

algorithm at present, while Q is a constant. 

Step 6: When t = t + 1, if t ≤ nc���, go to Step 2. 

4. Example Analysis 

4.1.  Test environment and example introduction 

To verify the model feasibility and effectiveness, a GIS-based distribution platform 

was elaborated in the Java Development Kit (JDK 1.8), with the main functions, 

including order management, traffic network management, UAV management, 

parameter setting, path optimization, and visualization. 

Taking the epidemic emergency supply distribution as an example, three 

distribution centers (D1-D3), five collection points (S1-S5), 29 delivery points (E1-

E29), and 30 customer order data were added to this platform. A certain type of UAV 

with a maximum mileage of 50km and a maximum cargo weight of 10kg was selected. 

The ACO algorithm basic parameters were taken from [15], including the maximum 

number of iterations of 500, the number of ants of 100, the pheromone importance 

factor α= 1, and the heuristic function importance factor β=4.  

4.2.  Analysis of experimental results 

Comparing the optimal dispatching plans of the ILU and LBU modes listed in Table 1, 

it was found that four UAVs in total were needed to complete 30 orders.  
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(1) The total delivery mileage in the ILU mode was 34.1km, and two UAVs were 

needed in D3, one UAV in D1, and one UAV in D2.  

(2) The total delivery mileage in the LBU mode was 36.3km, and two UAVs were 

needed in D3, one UAV in D1 and one UAV in D2.  

The experimental results show that the ILU mode implied less mileage than the 

LBU one (34.1 vs 36.3 km) with the same number of drones (4) under the constraint of 

the maximum operating mileage (50 km) and the maximum cargo weight (10kg) of 

each drone. 
Table 1.  The delivery plan optimization in the ILU and LBU modes 

UAV 

No.  

Integrated loading and unloading (ILU) Loading before unloading (LBU) 

Path 

Number 

of 

orders

Mileage 

(km) 
Path 

Number 

of 

orders 

Mileage 

(km) 

1 

D2(0)-S3(4)-S6(10)-E9(8)-E5(6)-

E2(5)-E3(3)-E3(2)-E11(1)-E4(1)-

D2(0) 

7 4.4 

D2(0)-S3(1)-S6(4)-S5(10)-

E25(9)-E26(8)-E24(6)-

E23(5)-E10(4)-E6(3)-E4(2)-

E9(0)-D2(0)

8 10.6 

2 

D3(0)-S1(5)-E14(4)-E13(3)-E12(1)-

E8(0)-S2(5)-E7(3)-E19(2)-E22(0)-

D3(0) 

7 6.2 

D3(0)-S2(3)-S6(5)-S3(101)-

E5(8)-E3(7)-E2(6)-E2(5)-

E3(3)-E11(2)-E7(0)-D3(0)

7 7.2 

3 

D3(0)-S2(3)-E2(2)-E15(0)-S3(1)-

E6(0)-S5(6)-E25(5)-E26(4)-E24(2)-

E23(1)-E10(1)-D3(0) 

8 13.3 

D3(0)-S1(3)-S2(4)-S4(10)-

E29(9)-E28(8)-E19(7)-

E22(5)-E18(4)-E21(3)-

E17(2)-E14(1)-E13(0)-D3(0)

9 10.1 

4 

D1(0)-S4(8)-E29(7)-E1(6)-S2(7)-

E18(6)-S1(7)-E17(6)-E21(5)-E28(4)-

E27(1)-E16(0)-D1(0) 

8 10.2 

D1(0)-S4(5)-S2(7)-S1(10)-

E12(8)-E15(6)-E8(5)-E1(4)-

E16(3)-E27(0)-D1(0)

6 8.4 

 

4.3.  Parameter sensitivity analysis 

The effect of the number of distribution centers on the mileage distribution via the ILU 

and LBU modes was also analyzed in detail. According to the data in Table 2, the 

following conclusions were made. 

(1) The total distributed mileage gradually increased as the number of distribution 

centers decreased, because the UAVs could not depart from the nearest distribution 

center, which increased the mileage. 

(2) The total distributed mileage of the ILU was less than that of LBU, because 

the latter mode implied visiting the collection point first and then the delivery point, 

discarding a part of the return path to the distribution center. 
Table 2.  The effect of the number of dispatch centers on scheduling results 

Number of 

dispatch 

centers  

Integrated loading and unloading 

(ILU) 
Loading before unloading (LBU) 

Number 

of UAVs 

Dispatch 

centers 

Total 

mileage 

(km) 

Number 

of UAVs 

Dispatch 

centers 

Total mileage 

(km) 

1 5 D2 37.1 4 D2 41.1 
2 4 D2, D3 35.0 4 D2, D3 37.0 
3 4 D1, D2,D3 34.1 4 D1, D2, D3 36.3 
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The effect of applying several UAVs types with varying maximum mileages and 

cargo weights via the ILU and LBU modes on the delivery efficiency was also 

analyzed. The results are summarized in Table 3.  
Table 3.  The effect of different drone types on scheduling results 

UAV types 
Integrated loading and unloading 

(ILU) 
Loading before unloading (LBU) 

Weight 

(kg) 

Mileage 

(km) 

Number 

of 

UAVs 

Dispatch 

center 

Total 

mileage 

(km) 

Number 

of 

UAVs 

Dispatch 

center 

Total 

mileage 

(km) 

10 50 4 D1, D2, D3 34.1 4 D1, D2, D3 36.3 

10 20 5 D1, D2, D3 34.3 5 D1, D3 37.1 

20 20 2 D2, D3 29.6 2 D1,D3 32.1 

It can be concluded from results in Table 3 that: 

(1) for the UAVs with the same cargo weight limit, when their maximum mileage 

decreases, more UAVs are needed to fulfill the same number of orders, and the total 

delivery mileage grows because the return to the distribution center increases the 

invalid mileage 

(2) for the UAVs with the same maximum mileage limit, when their maximum 

load decreases, more UAVs are also needed to fulfill the same number of orders. 

Besides, the differences between the ILU and LBU scheduling schemes are consistent 

with the above analysis. 

In addition, the impact of different order sizes on the computation time was 

analyzed, as shown in Table 4. 
Table 4.  The effect of different order sizes on computation time 

Number of orders 

 

Integrated loading and unloading 

(ILU) 
Loading before unloading (LBU) 

Computation time(s) Computation time(s) 

30 195.459 221.921 

60 251.237 394.518
120 719.255 1099.798 

As seen in Table 4, the computation time increased gradually with the problem 

scale. However, it was within the acceptable time range, thus proving the proposed 

model and algorithm effectiveness. Besides, the ILU total computation time was less 

than the LBU one, since the latter implied the increased attribute discrimination 

operation time of some nodes by traversing the loading and unloading separately. The 

computation results are in line with the intuitive analysis. 

5. Conclusions 

In this study, the ant colony optimization (ACO) algorithm was used to solve the UAV 

distribution path optimization model with an integrated loading and unloading (ILU), 

taking into account the no-fly zone that increased the flight mileage and UAVs' 

performance origin and destination of customer orders, and other realistic constraints. 

Comparing the ILU and LBU (loading before unloading) distribution modes, the 

relationships between the number of UAVs in distribution centers, distribution routes, 

and transportation costs were identified. The results show that the ILU mode can 

effectively reduce transportation mileage, make full use of UAVs for pick-up and 

delivery services, and improve the efficiency of UAVs. Finally, the GIS-based 

distribution platform using Java Development Kit was elaborated and tested. The 

following conclusions were drawn: 
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(1) The proposed model could effectively integrate the collection and delivery 

tasks and calculate the best scheduling plans for the ILU and LBU modes. The 

parameter sensitivity analysis for the multipoint pick-up and delivery by UAV was 

performed. The total transportation mileage of the ILU mode was systematically less 

than that of LBU, which is considered instrumental in drone delivery optimization 

practice. 

(2) The heuristic algorithm designed in this paper successfully found feasible 

solutions to the large-scale problem in an acceptable time. 

However, this paper addressed the logistics distribution problem for a single type 

of UAVs and cargo. In reality, the types of UAVs and the diversity of items in the 

distribution demand greatly impact the distribution scheme. The interrelations among 

the above factors are vital in finding the best resource allocation, which will be our 

future research direction. 
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Abstract. Droughts have appeared in many different regions that increase the 

chances of wildfires and other health risks like heat strokes. With satellite imaging 

and more collections on the Google Earth Engine (GEE) library, more information 
is available to discover trends. This study analyzes different causes and signs of 

historical drought data in the San Francisco Bay Area then uses several machine 

learning tools to model the drought. 

Keywords. Google Earth Engine, Drought, Climate Change, Cloud Computing, 

Large-Scale Data Mining. 

1. Introduction 

The research in the paper was done on Google Earth Engine (GEE) [1] because of its big 

data parallel computing power. GEE combines multi-petabyte satellite imagery and 

geospatial datasets with planetary-scale analysis capability [1] making it a good platform 

to research global and regional climate change. Several GEE datasets were used to 

analyze the drought in California San Francisco Bay Area with hopes of providing insight 

on certain climate change indicators. The results might affect this technology innovation 

center and provide the fundamentals for policy makers on future droughts. 

2. Related Works 

There are a lot of researches to analyze and predict droughts in different regions and 

using different methods including machine learning. Peiyu Lai et al. [2] analyzed 

seasonal indicators related to droughts in Southwest China. Their work performed 

comprehensive survey on changes of variety of variables including surface water area, 

vegetation, meteorological factors and human activities, and whether these changes 

match the start and end of drought period on record without providing a mathematical 

modeling for predicting drought. Researches [3] have been made with Internet of Things 

(IoT) sensors that transfer meteorological information to a fog layer. Theses sensors 

include temperature, humidity, precipitation, and water levels. This fog layer would 

compress the data and then transfer it to the cloud for computations. This work’s main 

focus is on building infrastructure for real-time data collection and computing. Another 
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study [4] uses the Canadian Earth System Model (CanESM2) produced by ClimEx 

project by Ouranos with the Canadian Regional Climate Model (CRCM5) as well as 

CanESM2-LE’s monthly sea level pressures, to create accurate drought predictions when 

combined with artificial neural networks. Data captured with satellites have also been 

used. Their major contribution is applying an Artificial Neural Network drought model 

to two European domains, Munich and Lisbon. Sumin et al. in their research [5], the 

Scaled Drought Condition Index (SDCI), Standard Precipitation Index (SPI), and 

topographic characteristics were used in convolutional long short-term memory 

(convLSTM) and random forest models to generate predictions. Their area of study 

focused on East Asia.  

The study in this paper focuses in San Francisco Bay Area, one of the most populated 

and important high-tech economic regions, the water shortage has become more frequent 

in recent years impacting both daily life and economic activities. This area is not studied 

in related researches. The method proposed uses readily available massive satellite and 

geo-sensing data to extract information including permanent water area (PWA), seasonal 

water area (SWA), temperature, precipitation, and drought area and index. The study of 

this research tries to use these publicly available, valuable datasets to do the data mining, 

avoiding the need for extra sensor installation or data collection which were performed 

by some related researches [3].  The extracted data is analyzed against the drought 

historic records. This data is also feed into the proposed model using a linear regression 

to train and predict drought patterns. The result is evaluated with correlation coefficient 

and shows competitive or better performance compared to some earlier researches as in 

[5] for example.  

3. Proposed Methodology 

3.1. Datasets Used 

In this study, we choose to use the satellite imagery and geospatial datasets readily 

available in Google Earth Engine (GEE) database. The datasets contain massive global 

data and we utilize GEE parallel computing capability to extract the data specifically for 

our region of interest (RoI) – San Francisco Bay Area, and use the powerful GEE API to 

reduce the multi-dimensional imagery and geospatial data to several easy-to-process 

indicators such as surface water area, temperature and precipitation. We call this step 

data extraction stage with GEE. The program is written in JavaScript using GEE Code 

Editor platform seen in Table 1. 
Table 1. Experiment Details 

 Tools/Library Language Platform/Framework 
Data Extraction 
Stage 

Gee Code Editor JavaScript Google Earth Engine 

Data Condition Stage Pandas, Numpy, 

Jupyter 

Python None 

Training Stage Keras, XGBRegressor Python XGBoost/Tensorflow 

The datasets include JRC Yearly Water Classification History v1.2 [6], TIGER: US 

Census Counties 2018 [7], GRIDMET DROUGHT: CONUS drought indices [8], and 

ERA5 Monthly aggregates – Latest climate reanalysis produced by ECMWF / 

Copernicus Climate Change Service [9]. Most of the data are from satellite remote 

sensing images and contain huge amount of information. A single step of data processing 

usually takes hours even with power of GEE parallel computing. Once the data is 
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processed and extracted, a model using decision-tree ensemble model is constructed with 

XGBoost to compute predictions, the linear regression and squared error objective were 

used to train the model. 

The JRC Yearly Water dataset [6] contains occurrence of permanent surface water 

(PSW), seasonal surface water (SSW) and No-Water. The GEE satellite image of 

geographic region map is split into small tiles, and each tile is labeled with the occurrence 

of either PSW, SSW or No-Water. The tiles marked with PSW are integrated into total 

Permanent Water Area (PWA) in the region of interest (RoI). The integration is 

calculated by GEE Reducer function parallel computing engine. Similarly, SSW labels 

are used to compute SWA, and No-Water for No-Water Area. In order to focus our 

analysis on SF bay area, only the areas within the 6 counties of the SF Bay area were 

included as RoI: Almeda, Contra Costa, Marin, Napa, San Francisco, and Santa Clara. 

The outlines of these counties were extracted from the TIGER: US Census Counties 2018 

dataset [7] as a polygon into GEE and used as a region of interest (RoI) for the data 

reducer. Figure 1 shows graphs of the areas of No-Water Area, SWA, and PWA which 

are blue, orange, and gray respectively. The areas are in kilometers squared for each year 

from 1985 to 2018. 

 
Figure 1. Yearly PWA, SWA and No-Water Area in SF bay area. 

ERA5 monthly aggregates dataset [9] contains several global climate parameters, 

among which the 2-meter (2m) air temperature and total precipitation data were used to 

analyze the climate change. The monthly air temperature in Santa Clara County were 

extracted, integrated, averaged and shown in Figure 2. Similarly, monthly precipitation 

in Santa Clara County change were shown in Figure 3. 

To find the drought period and area, the GRIDMET DROUGHT: CONUS drought 

indices dataset [8] was used. It contains the Evaporative Drought Demand Index (EDDI) 

around every 5 days from 1985 to 2020. Using the monthly 30-day average, the EDDI 

drought index from 1985 to 2020 was calculated. Index less than -1.3 is considered a 

moderate drought, -1.99 to -1.6 is a severe drought, and -2.0 or below is an extreme 

drought. EDDI was used to mark drought locations [7] in Santa Clara County, and the 

locations were then integrated to compute the monthly drought area in Figure 4. The 

drought period could then be identified and compared to PWA and SWA change in 

Figure 1. A drought is expected to be an increase in drought area, the No-Water Area, 

and monthly temperature, and drop in precipitation, PWA and SWA. However, many 

factors lead to the result of a drought and some droughts with changes in one factor are 

less noticeable than ones with large differences. 
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Figure 2. Monthly Temperature (blue curve) and 12-month moving average (orange curve) in Santa Clara 

County 

 

 
Figure 3. Monthly Precipitation (blue curve) and 12-month moving average (orange curve) in Santa Clara 

County 

 
Figure 4. Monthly Drought Area in Santa Clara County 

3.2. Proposed Model 

This paper’s interest is to find the correlation between the drought occurrence time and 

pattern with respect to the geo-sensing and climate data such as surface water area, 

temperature and precipitation. A model was made with decision-tree ensemble in 

XGBoost’s library, and uses the collected data to train itself. XGBoost is highly effective 

and widely used machine learning method [10]. The training process is fast and easy to 

fit variety of target data. The tree ensemble structure is also stable and fast to train and 

fine-tune whenever new data are added or revised. Since this research is an on-going 

work, the XGBoost method is chosen so that more data could be easily added and 

evaluated. The XGBoost is not like Convolutional Neural Network (CNN) or Recurrent 

Neural Network (RNN) which is hard to interpret, the trained model can actually provide 

many insights into the mechanism under study, for example the most important or 

influential input factors to the result. At the end of this section, the experiment of another 

popular RNN model is also provided. 

The input data includes time series (1985-2018) of temperature, precipitation, PWA, 

SWA and No-Water Area. Month as numbers (1-12) is also added as input to include the 
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impact of seasonal change. The target ground truth is the calculated drought area as in 

Figure 4. Temperature and precipitation data is pre-processed using 12-month moving 

average to remove intrinsic fluctuation noises. Since all this data has different unit and 

range, they are normalized to facilitate the model training. The normalized data is 

converted to pandas DataFrame format before fed into the model. Normalized example 

data is shown in Table 2. This step is the data conditioning stage. The code is written in 

Python and uses libraries listed in Table 1. 
Table 2. Normalized input data and drought ground truth. 

MONTH TEMP RAINX100 PWA SWA NOWATER DROUGHT 
1 6.7224 2.2597 50.8733 18.2422 11.2207 0.0 

2 9.6151 4.3679 50.8732 18.2422 11.2207 0.0 
3 8.9493 11.7706 50.8732 18.2422 11.2207 0.0 

4 14.438 0.9999 50.8732 18.2422 11.2207 0.0 

5 13.951 0.1271 50.8732 18.2422 11.2207 0.0 

The model is constructed in XGBoost and trained with objective of squared error to 

the ground truth. The model parameter colsample_bytree is set to 0.6 such that 60% of 

the data is used for training to avoid overfitting. Maximum tree depth, regulation weight 

alpha, number of estimators are adjusted to find the optimal model setting. The model is 

constructed with XGBRegressor() function and trained with fit() procedure. In order to 

evaluate the accuracy of the model prediction, correlation coefficient (r) is used as 

statistical metric.  

 

n is the number of the samples, y and  are the values of reference and predicted 

drought area. The modeling and training program is written in Python using XGBoost 

library package as listed in Table 1. We call this step modeling and training stage. 

We also evaluated a RNN model which is widely used for analyzing time series 

sequential data. The model is constructed using 3 layers of Long Short-Term Memory 

(LSTM) with 20 units each and a Dense fully-connected layer at the end to output the 

predicated drought area value. The input data is re-arranged with 5 features (PWA, SWA, 

No-Water Area, Temperature, Precipitation) and 10 time-steps as a 2-dimensional array 

before fed into the model. “Adam” was used as the optimizer for training with learning 

rate set at 0.001. To facilitate the training, we added dropout after each layer to avoid 

overfitting. LSTM models are hard to train and are prone to weight explosions, so we 

used gradient clipping with a value of 0.2 and normalized the input data by scaling it to 

±0.25 range. Different LSTM cell units, learning rates, dropout rates and clipping values 

are experimented with. However, the training of this model was not stable and was hard 

to converge within a reasonable number of epochs. Based on evaluations above, as well 

as other advantages of XGBoost described at the beginning of this section, XGBoost is 

chosen in this research. 

4. Analysis and Experiment 

4.1. Analysis 

There is no obvious visual trending correlation between the extracted data and the 

drought record. Any single input data does not show strong correlation to start or end of 
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the two drought periods: May 2008 – June 2010, May 2013 – April 2014 shown in Figure 

4.  

For example, PWA shows the permanent water levels had actually risen slightly 

during drought period of May 2008 – June 2010 which is counter-intuitive, while drought 

period of May 2013 – April 2014 could be seen from a peak in No-Water Area or drop 

in PWA. No-Water Area shows some peaks before the drought period, while the time 

interval length from the peak to the actual drought start varies. On the other hand, some 

data correlation could be observed. The average data of No-Water Area was 11.056  

with PWA being 53.629 , during the drought No-Water Area increased to 14.923 

 with the PWA dropping to 50.180 . 

Looking at the temperature data itself in Figure 2, it is hard to identify the drought 

period. Even though the drought period of May 2013 - April 2014 can be seen from the 

slight increase of temperature in the winter from 8.099�C to 8.913�C and increase in 

summer from 20.253�C to 21.202�C, the drought of May 2008 - June 2010 could not be 

identified, which means that there is not a strong relationship between droughts and the 

temperatures data alone during them. We see similar characteristics in precipitation data. 

The monthly temperature (as in Figure 2), monthly precipitation (as in Figure 3), 

PWA, SWA and No-Water Area (as in Figure 1), and the drought levels were all gathered 

into a dataset and put into a model. Because the temperatures were constantly changing 

through the different seasons in the year the model produced with the data would not be 

have seen a pattern of sudden spikes of temperature. The solution was to take the moving 

average in intervals of 12 months to smooth the data points and make it easier to spot 

periods of drought. The same method of taking the moving average was used on the 

monthly precipitation for the model. Figures 2 and 3 shows the actual data as blue lines 

and the calculated average as the orange line. Month as number (1-12) is also used as 

input to take the seasonal change into account. 

4.2. Experiment and Results 

Three model parameters were adjusted in order to find the model with the most accuracy, 

which was tested by comparing the correlation coefficient of the model. These three were 

the max depth of the model (max_depth), L1 regularization (alpha), and number of 

estimators (n estimators). The max_depth controls how many levels there are in the 

model, because the XGBoost model uses decision-trees, the larger the max depth, the 

more complex the model is. The alpha value controls L1 regularization on the weights 

so weights would not have too much of an influence on a result to avoid overfitting and 

to make the model more conservative. The n_estimator value is the number of decision 

trees that the model uses together to make a prediction. Larger n_estimator results in 

more complex model. We choose [3,8] for max_depth, [10-30] for alpha and [5-30] for 

n_estimator as data range in this experiment. After testing different values, increasing 

the max_depth of the model increased the correlation coefficient (r) up to 0.99478 with 

a max depth of 8, however this could be the cause of overfitting. Changing the alpha 

values had little effect as the correlation coefficient did not change much. The last 

parameter changed was the n_estimators. Like the max_depth, increasing this value 

would also improve correlation coefficient because there are more decision trees together. 

While the parameters changed, the feature importance were also captured, this would 

give what the model deemed the biggest contributor to its prediction. All correlation 

values above 0.96 had temperature as their most important feature, with high f scores as 

shown in Figure 5. As the final result, we choose the model with less complexity while 
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correlation coefficient (r) is above 0.96: max_depth=6, alpha=15, n_estimator=26, 
r=0.966. The calculated drought area output from this model vs. the ground true is shown 

in Figure 6. 

 

 

Figure 5. Feature Importance in XGBoost model. 

 

Figure 6. Drought Model vs Drought Ground Truth.  

In practical application, predicting future drought based on past and current climate 

data could enable policy maker to take action in advance. To meet this purpose, the target 

is shifted 2 years in time axis and similar model is trained. As shown in Figure 7, the 

model could predict the drought occurrence 2 years in advance. 

 

Figure 7. Drought 2-yr Early Prediction vs Drought Ground truth.  
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5. Conclusion and Future Work 

In this work, the author extracted several climate data from GEE satellite imagery and 

geospatial datasets, including surface water area, precipitation, temperature and drought 

area in SF bay area. The climate data vs. drought area/occurrence is modeled using 

decision tree ensemble with XGBoost, trained with linear regression and squared error 

objective. With time shift in target data, the model is also able to predict the drought 

occurrence in advance. The model prediction shows good results in terms of r (around 

0.96), competitive to other research results [5] (r is around 0.9). Since climate change 

has long term and complicated impact, more advanced models like RNN/LSTM would 

be explored to add the accumulation effect, and the prediction would be more robust and 

precise. More data would be incorporated in the future work, such as vegetation area, 

cloud area, and possibly the human activity data to explore the more complex drought 

occurrence mechanism. Due to the fact that the climate change is in larger geographic 

scale, the author also plans to expand the region of interest to include more surrounding 

counties’ impact and model more accurate models. 
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Social Media User Profiling Based on
Genre Extraction

Konstantin BELOUSOV and Ivan LABUTIN 1

Perm State University, Perm, Russia

Abstract. The task of automatic user profiling (in particular, determining their psy-
chological parameters from their texts) in Social Networking Services (SNS) is of
great practical importance in many fields (PR and marketing, advertising, politics,
social relations and recommendations, etc.). However, this problems’ solution is
often complicated by the need to process large amounts of data and the inability
to explain the results achieved. Our article presents a new extensible fuzzy classi-
fication method for social media user profiling based on preliminary expert analy-
sis of the linguistic behavior of such users. The proposed method is akin to topic
modelling, but is not computationally expensive (so it can be used for large-scale
data / web text analysis) and produces results that are relatively easy to interpret.
Comparison with the other methods presented in literature also testifies in favor of
the approach. The profiling accuracy reaches 65-70% on a relatively small dataset
for such kind of studies.

Keywords. Fuzzy Classification, Text Mining, Information Extraction, User
Profiling, Social Media, Behavioural Analysis

1. Introduction

Existing works on the user behavior profiling of social network services (SNS) are based
on the analysis of social, psychological and behavioral (social circle, likes, the amount
of time spent on the network, etc.) aspects (see [1,2]), while the linguistic component
of the communication process is not considered. We apply the approach of the unity
of behavior (including that determined by social and psychological characteristics) and
cognition that exists in the cognitive sciences [3,4]. With regard to our context, we can
talk about the relationship between the psychological characteristics of a person and the
parameters of his speech behavior in a social media. Confirmation of this hypothesis
would open up the possibility of auto-tagging content and profiling of Social Networking
Services users.

This formulation of the hypothesis poses the problem of analyzing text arrays con-
sisting of user-generated content from social media. The problem is solved by using
the information system of graphosemantic modeling “Semograph” [5] developed by the
team. The cornerstone of “Semograph” is a concept of semantic fields – sets of linguistic
units (words, phrases and even more compound constructions) with meanings that share
common semantic feature. Semantic fields can comprehensively describe textual and hy-
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pertextual content in terms of semantics, syntax, graphics (for example, the use of special
punctuation or emoticons), stylistics (for example, message genres 2), etc. This complex
description makes it possible to use the sets of semantic fields as the representations of
contexts that have been marked up with these fields.

In this work, our task was to implement methods for determining the psychological
parameters of a person based on the expert analysis 3 of their speech behavior in social
media performed in the IS “Semograph”. This article is a continuation of our research [6,
7] and presents the methods we used to solve this problem for users of Russian Social
Networking Services.

The theoretical significance of the study lies in determining the dependencies be-
tween non-speech and speech parameters of behavior on the one hand, and behavior and
cognition on the other, which, ultimately, can be used for automatic content tagging and
user profiling of social media services.

From the practical standpoint, the distinctive features of the proposed method are
low computational cost and the inherent explainability coming from its linguistic nature.

2. Related Work

A review of works on the problem of studying SNS indicates that several main method-
ological approaches to the study of the personality of social media users are formed
in linguo-personolology [8]. The following main groups of approaches can be distin-
guished:

• Building a set of user characteristics based on thematic and psycholinguistic dic-
tionaries (LIWC [9], MRC [10]) [11]. However, such kind of dictionaries in the
open access for the Russian language is almost non-existent – there is Russian
LIWC spin-off, but it is far from being as complete as the English one.

• Selecting behavioral characteristics as parameters for the profiling models, such
as “likes” under images of certain brands, friendship connections, geotags in pho-
tos [12]. But such data is usually quite difficult to extract from a social media
sources and it usually requires heavy preprocessing.

• Building the parameters of a user profiling model directly from texts using ma-
chine learning – for example, using neural networks together with Word2Vec vec-
tors [13]. Here, a serious drawback is the absence of an explanatory component –
it’s not possible to understand why the algorithm has made this or that particular
decision.

In this paper, we propose our own solution to the profiling problem based on the
study of the users’ speech behavior in social media. We hypothesize that the psychologi-
cal and social characteristics of a person are reflected in the vocabulary and semantics of
the texts produced by that person. Based on this hypothesis, we propose a method that is
similar in concept to the group of thematic modeling methods.

In order to reuse results of our previous work, we split the task into two closely
related parts:

2Here, we understand a genre as a type of text that is being distinguished on the basis of an intention
embedded in it. For example, gratitude, accusation, advice, request, etc.

3We rely on expert analysis here, but we’re already on our way to develop automated semantic field extrac-
tion methods. However, this topic is outside the scope of the paper.
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• Building a linguistic portrait of a user by identifying genres and semantic fields in
their unlabeled texts

• Determining psychological parameters of the user based on the identified linguis-
tic characteristics

This paper presents the methods used for the second part of the task.
In addition, we compared our method to the deep learning model proposed in [13]

as some kind of baseline in order to test the quality of the proposed approach against it.

3. Proposed Solution

3.1. Dataset

The dataset consists of approximately 18,000 comments of 298 Russian social media
users from the same SNS who were pre-surveyed to determine their psychological traits
according to the Big Five model. All the users gave an informed consent for their data
to be used in this research. The BFI characteristics were originally presented as floating
point numbers according to the test scale, but for the purpose of our work and due to the
relatively small sample size they were reduced to a binary (indicator) form using simple
threshold cutoff. This also enables us to facilitate comparison with other studies, as they
also tend to use binary form for the Big Five (BFI) traits levels.

The dataset structure is given in the Table 1.
“+” and “-” in the first column mean high and low BFI trait level respectively. Num-

bers represent the count of users with the specified level of the particular trait. The labels
“bfia”, “bfic”, “bfio”, “bfin” and “bfie” is a codification given for such traits as agree-
ableness, conscientiousness, openness to experience, neuroticism and extraversion and
represents BFI personality traits in the exact same order.

bfia bfic bfio bfin bfie

+ 153 129 165 149 133
- 145 169 133 149 165

Table 1. Dataset structure

Text data (user comments) was preprocessed with the state-of-the-art natural lan-
guage processing pipeline which included the TweeterTokenizer from the NLTK Python
package [14] and our own dictionary-based normalizer trained on OpenCorpora.org
dataset (https://opencorpora.org/).

3.2. Genres and Semantic Field Detection in User Texts

The detection of semantic fields and genres in user comments was performed by experts
manually in the “Semograph” system. In total, 40 different genres and about 60 semantic
fields (such as “question”, “aggression”, “jargon”, “poetism”, “common language”, “foul
language”, etc) were identified in user texts.
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3.3. BFI Detection based on Genres and Semantic Fields

At this step, we performed BFI detection for users based on their linguistic behavior.
We started with two matrices. The first one, which we call CF , represents the relation

between all comments of all users and their corresponding semantic fields. This matrix
was constructed from the data manually labeled by experts in the “Semograph” system.
Each element CFf c in it represents the number of occurrences of the specific semantic
field f taken from all the fields F in the specific comment c taken from all the comments
C. The second matrix, UB, represents each users’ BFI levels calculated according to BFI
test. It’s elements UBtu are real-valued numbers that show level of BFI trait t taken from
the list of all traits T of the user u from the list of all users U .

First, we converted our real-valued matrix UB into a matrix of indicators I based on
the mean value of each parameter:

Itu =UBtu > (UBtu)∀u∈U ,∀u ∈U,∀t ∈ T (1)

Thus, the matrix I element itu represents the indicator (0 or 1) for high level of BFI
trait t ∈ T for the user u ∈U .

Next, user semantic profile S was constructed based on comments-fields matrix CF
by averaging number of occurrences of semantic fields between comments of the same
user:

S f u = (CUf c)c∈Cu ,∀u ∈U,∀ f ∈ F (2)

where Cu denotes a list of the comments from the user u.
These values were normalized among the columns (per-user) to clamp the sum to 1,

thus semantic profile matrix S can be viewed as a probability matrix representing the
chance of encountering a specific semantic field f ∈ F in the users’ u ∈U comments.

At the last step, we combined S and I to get matrix B which effectively represents
the probability of a highly accented BFI trait based on semantic fields’ counts:

Bt f = ∑
∀u∈U

S f uItu,∀ f ∈ F,∀t ∈ T (3)

This matrix B was then used to calculate BFI levels on the test dataset. The process
for this follows the same math as above, but as a last step we multiply elements of users’
semantic profile matrix S′ by B to get an I′, the matrix that show the users’ BFI trait level:

I′tu = ∑
∀ f∈F

S′f uBt f ,∀u ∈U,∀t ∈ T (4)

We should note here that while an original I matrix built on the train set is a binary
indicator matrix, the resulting I′ for the test set is real-valued and, in effect, a probability
matrix. That makes our classifier fuzzy and allows us to make more flexible evaluation
of the results.

Initial testing revealed the need to reduce the number of semantic fields used to de-
termine the level of a specific BFI indicator, in particular to reduce computational costs.
For this purpose, the selection of the set of semantic fields F , showing the best results,
was carried out using a genetic algorithm. A minimum of the F1 metric among 3 exper-
iments on a random test sample was used as a fitness function. The genes in the chro-
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mosomes encoded the presence / absence of a specific semantic field. As a result, each
separate psychological trait was matched with its own set of 25-35 language parameters
that are relevant for the speech of each user.

Figure 1 displays the experiments’ pipeline in the IDEF0 notation.

Figure 1. BFI detection pipeline.

The results of this stage of the experiment are shown in the Table 2.

3.4. BFI Detection with Deep Learning

An interesting model based on convolutional neural networks was proposed in [13].
That model solves the problem of user comment-based profiling using word2vec, MRC
and LIWC. We decided to compare this model with the one we proposed. However,
we were unable to directly use the code provided in our environment, so we imple-
mented the model from scratch according to the described architecture using Keras [15],
NumPy [16], Gensim [17], Theano [18] and TensorFlow [19] libraries. The LIWC Rus-
sian dictionary was also used.

Figure 2 shows a model of the experiment, also in the IDEF0 notation.

Figure 2. Experiment to identify BFI using a neural network

The results of this experiment are summarised in the Table 2.

3.5. Results

Table 2 shows the results of computational experiments as a F1-scores for each exper-
iment (rows) and BFI traits (columns). CNN (E) – best original work results [13] for
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bfia bfic bfio bfin bfie

CNN (E) 0.56 0.57 0.62 0.59 0.58
CNN (R) 0.44 0.45 0.32 0.50 0.50

Our method 0.69 0.65 0.61 0.70 0.59

Table 2. Experiments’ results, F1-score

English are taken as a baseline. CNN (R) – our implementation on our Russian dataset.
Best results are highlighted.

We can see that in most cases our lingosemantic model scored even higher on Rus-
sian than original CNN on English, tailing close in the “bfio” case. Original CNN model
performs quite low on the Russian language; perhaps some adjustments and tweaks may
be of help here.

4. Conclusion

The detection of BFI parameters of social media users, as we have shown, can rely on
linguistic analysis of speech behavior. Usage of a genetic algorithm for the selection
of significant semantic fields for each psychological trait allowed to eliminate insignifi-
cant semantic fields for each psychological trait and significantly improved the profiling
model with the BFI detection accuracy reaching 70%. Thus we can say that the presented
approach to identifying the psychological parameters of social network users through a
preliminary determination of their language behavior gives good results compared to the
approaches proposed in the literature.

Overall, it can be concluded that the initial hypothesis about the influence of per-
sons’ psychological parameters on his linguistic behavior is proven to be correct, and
the method can be used to efficiently build digital representations of SNS users, mark
content and calculate optimal patterns of content movement in social media.

5. Future Work

The proposed method offers a wide scope for improvement. The next important step is
to move from expert analysis in the data preparation procedure to an automated semantic
field annotation methods. In the second stage of the algorithms, instead of using simple
probability matrix, it is quite possible to use some more advanced algorithms. It is also
possible to expand the list of the fields themselves, as well as apply boosting at the first
stage to increase the volume of the training set by the comments of users who did not ex-
plicitly pass the psychological survey but gave an informed consent about participation.

Acknowledgments

This study is supported by the Ministry of Science and Higher Education of the Russian
Federation, State Assignment No. FSNF-2020-0023 (Research Project of Perm State
University, 2020–2022).

The experiment with the CNN was carried out on the computing cluster of the Perm
State National Research University (https://wiki.hpc.psu.ru).

K. Belousov and I. Labutin / Social Media User Profiling Based on Genre Extraction 361

https://wiki.hpc.psu.ru
https://wiki.hpc.psu.ru


References

[1] Buffardi LE, Campbell WK. Narcissism and Social Networking Web Sites. Personality and Social
Psychology Bulletin. 2008;34(10):1303–1314. PMID: 18599659. Available from: https://doi.org/
10.1177/0146167208320061.

[2] Dunbar RIM, Arnaboldi V, Conti M, Passarella A. The structure of online social networks mir-
rors those in the offline world. Social Networks. 2015;43:39–47. Available from: https://www.
sciencedirect.com/science/article/pii/S0378873315000313.

[3] Behrens TEJ, Muller TH, Whittington JCR, Mark S, Baram AB, Stachenfeld KL, et al. What is a
cognitive map? Organising knowledge for flexible behaviour. bioRxiv. 2018. Available from: https:
//www.biorxiv.org/content/early/2018/07/10/365593.

[4] Wilmer HH, Sherman LE, Chein JM. Smartphones and Cognition: A Review of Research Exploring
the Links between Mobile Technology Habits and Cognitive Functioning. Frontiers in Psychology.
2017;8:605. Available from: https://www.frontiersin.org/article/10.3389/fpsyg.2017.
00605.

[5] Baranov D, Belousov K, Erofeeva E, Leshchenko Y. SEMOGRAPH Information System as a Platform
for Network-Based Linguistic Research: A Case Study of Verbal Behavior of Social Network Users. In:
Uskov VL, Howlett RJ, Jain LC, editors. Smart Education and e-Learning 2019. Singapore: Springer
Singapore; 2019. p. 313–324.

[6] Shchebetenko S. Reflexive characteristic adaptations explain sex differences in the Big Five: But not
in neuroticism. Personality and Individual Differences. 2017;111:153–156. Available from: https:
//www.sciencedirect.com/science/article/pii/S0191886917300806.

[7] Belousov K, Erofeeva E, Baranov D, Zelyanskaya N, Shchebetenko S. The Multi-Parameter Analysis of
Linguistic Data in the Information System Semograf (On the Example of the Study of Social Network
Users’ Speech). Vestnik Tomskogo gosudarstvennogo universiteta Filologiya. 2020 04:6–29.

[8] U VG, K S, Shenoy PD, R VK. An Overview on User Profiling in Online Social Networks. International
Journal of Applied Information Systems. 2017 Jan;11(8):25–42. Available from: http://www.ijais.
org/archives/volume11/number8/960-2017451639.

[9] Tausczik YR, Pennebaker JW. The psychological meaning of words: LIWC and computerized text
analysis methods. Journal of Language and Social Psychology. 2010:0261927–09351676.

[10] Wilson M, Division I. MRC Psycholinguistic Database: Machine Usable Dictionary, Version 2.00.
Behav Res Methods. 1997 06;20.

[11] Tandera T, H, Suhartono D, Wongso R, Lina Prasetio Y. Personality Prediction System from Facebook
Users. Procedia Computer Science. 2017 12;116:604–611.

[12] Kosinski M, Stillwell D, Graepel T. Private traits and attributes are predictable from digital records of
human behavior. Proceedings of the National Academy of Sciences. 2013;110(15):5802–5805. Avail-
able from: https://www.pnas.org/content/110/15/5802.

[13] Majumder N, Poria S, Gelbukh A, Cambria E. Deep Learning-Based Document Modeling for Person-
ality Detection from Text. IEEE Intelligent Systems. 2017 Mar;32(2):74–79.

[14] Loper E, Bird S. NLTK: The Natural Language Toolkit. In: In Proceedings of the ACL Workshop
on Effective Tools and Methodologies for Teaching Natural Language Processing and Computational
Linguistics. Philadelphia: Association for Computational Linguistics; 2002. .

[15] Chollet F, et al.. Keras; 2015. https://keras.io.
[16] Oliphant T. NumPy: A guide to NumPy; 2006.
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Ontology-Driven Data Mining Platform
for Fuzzy Classification of Mental Maps

Konstantin RYABININ 1, Konstantin BELOUSOV and Roman CHUMAKOV
Perm State University, Perm, Russia

Abstract. Mental maps are valuable material for Digital Humanities research since
they represent a summary of humans spatial experience reflected in their minds.
Contributing to this research, we developed a high-level Web-based software plat-
form that allows to collect drawings of mental maps and to perform corresponding
data mining and fuzzy classification. The novelty of the proposed platform is the
ontology-based integration of mental maps drawing engine and data mining engine,
wherein all the essential steps of data mining, including data acquisition, transfor-
mation, fuzzy classification, and visual analytics are driven by ontologies. The plat-
form consists of a high-level graphical editor to draw maps and a data flow diagram
editor to define the data mining pipeline. The operators available to construct this
pipeline are described by ontology, which ensures the platform’s extensibility on
the knowledge base level. Thereby, the platform created can be used not only for
Digital Humanities research but also for testing and evaluation of new data mining
and fuzzy classification methods. Currently, we have evaluated weighted fuzzy pat-
tern matching for mental maps fuzzy classification and confirmed the reasonable
performance of this method.

Keywords. Mental Map, Data Mining, Fuzzy Classification, Ontology Engineering,
Data Flow Diagrams

1. Introduction

Mental maps are a representation of spatial experience in the human mind [1]. They have
been a research object in different social sciences since the second half of the 20th cen-
tury, serving a tool able to reflect space perception, cognitive processes, and environ-
mental behavior of individuals [1,2]. Information technologies like data mining (DM)
and visual analytics bring new tools to leverage this research, raising the mental maps
processing to the next level of automation [3].

Mental maps of particular sites (cities, regions, countries, etc.) can be reconstructed
by so-called “sketch maps”. While some authors treat “sketch maps” and “mental maps”
as synonyms [4], in this work we denote “sketch map” a particular drawing made by an
informant, and “mental map” a meaningful model behind this drawing. Therefore, the
DM is performed on mental maps, taking sketch maps as raw input.

It turned out that informants when developing a mental map of their country are
highly influenced by their regional identity, reflecting the complex state of the corre-
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sponding region from the residents point of view [5]. This is why regional mental maps
are valuable material for Digital Humanities research.

One of the most important tasks of mental maps analysis is classification. It allows
discovering the informants attitude to the surrounding spatial environment, which, in
turn, helps to justify the public moods in a particular region or social group [2,5], as
well as to measure individual differences of informants [6]. Mental maps by their nature
contain a lot of variations and uncertainties, so classical methods (including classical
set theory) are inappropriate for their comparison/classification. In this regard, fuzzy set
theory can be used to tackle the mental maps classification problem.

When it comes to sketch maps, traditionally, informants draw them “by hand on a
blank sheet of paper, expressing a subjective reality of space using individual and social
memory” [4]. However, this approach hinders a straightforward digital analysis of such
maps, because the problem of pattern recognition should involve not only map analy-
sis itself, but also non-trivial preprocessing stage based on computer vision. Therefore,
special software sketch map editors are required to digitize the drawing process thus
improving the speed and efficiency of mental maps DM.

The goal of our work is to develop a software platform comprising both an
informant-friendly sketch map editor to collect the appropriate material and analyst-
friendly extensible tools to perform fuzzy classification for the purpose of mental map
DM to support Digital Humanities research.

The distinctive feature of the approach proposed is the use of ontology engineering
methods and means to unify all the essential steps of DM, including data acquisition,
appropriate transformation, fuzzy classification, and subsequent visual analytics within
a single Web-based ontology-driven platform. The easiness of extensibility ensured by
ontologies allows using this platform not only for DM itself but also for testing and
evaluation of new DM and fuzzy classification methods.

2. Related Work

Mental maps are extensively used in social sciences as a material to elicit and analyze
socio-spatial representations [4], as well as to study the human skills of understand-
ing the structure and functions of a surrounding space [7]. For example, C. Didelon-
Loiseau et al. utilized mental maps to identify the regional perception of the whole world
by respondents from different countries [1]. In contrast to this, S. Gül used mental maps
as a basis to study the urban perception of students at the city level [8]. K. Hátlová et al.
found out that mental maps are most of all influenced by biological, psychological, so-
ciocultural, environmental, and educational factors [6].

One of the algorithms suitable for mental maps classification is weighted fuzzy pat-
tern matching [9]. It is relatively old yet pretty reliable, so we decided to use this algo-
rithm for the first test of our approach. In the future, we plan to consider algorithms based
on machine learning in the way suggested by Y. Bodyanskiy et al. (which takes numerical
data as input) [10] and by H.-X. Li et al. (which works with linguistic rules) [11].

Regarding the software, F. Aram et al. introduced the system called AMMA that
enables quantitative evaluation of mental maps complexity and accuracy based on land-
marks and paths [3]. Although this system implements a lot of evaluation methods, it is
mainly restricted by urban-scale operation and does not provide tools for drawing men-
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tal maps. Instead, it allows comparing scanned hand-drawn mental maps with accurate
geographical maps.

The well-known popular software like KNIME, Weka, and RapidMiner [12] incor-
porate state-of-the-art DM methods, which makes them quite universal standalone desk-
top tools for analysts. However, when it comes to seamless integration with Web appli-
cations or evaluation/testing of new DM techniques, there arise certain limitations. In
this regard, high flexibility of customization is required. A promising way to achieve
flexibility is an ontology-driven software development approach [13].

According to the elaborate survey of D. Dou et al., ontologies enable so-called se-
mantic DM that bridges “semantic gaps between the data, applications, data mining al-
gorithms, and data mining results”, as well as provide “a formal way for represent-
ing the data mining flow” [14]. Y. Li et al. proposed an ontology-based framework for
self-service knowledge discovery, utilizing ontology to ensure user-centric DM model
management capabilities, including selection and reuse of appropriate models [15].
P. Yan et al. proposed an ontological “model to uncover semantic paths between concepts
[...] across documents incorporating Wikipedia knowledge” as a background [16]. This
model gains Map-Reduce approach to ensure parallelism and outperforms its analogs in
terms of semantic information retrieval and relation discovery [17]. K. Joshi et al. pro-
posed using ontology in a fuzzy classification process to improve semantic information
retrieval [18]. K. Okoye suggested to enrich fuzzy models with ontology-based semantic
annotations, which allow “to determine [...] the presence of different patterns within the
discovered models” [19].

Relying on this positive experience, we have adapted our previously created
ontology-driven visual analytics platform SciVi [20] to the tasks of fuzzy classification
within the DM process to ensure its configurability and integration capabilities.

3. Proposed Solution

3.1. Background

While working on our previous research, we have created two independent software sys-
tems: SciVi ontology-driven client-server platform focused on DM and visual analyt-
ics (https://scivi.tools/) [20], and Creative Maps Studio focused on creating and
editing sketch maps.

The functioning of the SciVi platform is governed by ontologies, which describe
available data extraction, transformation, load, and mining mechanisms, whereby form-
ing a SciVi knowledge base (KB). Correspondingly, there are two SciVi user categories:
knowledge engineers and analysts. A knowledge engineer acts as a KB administrator,
who adapts SciVi to solve the new DM tasks by extending underlying ontologies with
necessary functions description or modifying the existing functions descriptions to fine-
tune related data processing mechanisms. The ontologies are modified with ONTOLIS
visual editor [21] and stored in the lightweight JSON-based format called ONT. An an-
alyst acts as a SciVi end-user, who builds actual DM pipelines using data flow diagrams
(DFDs) and performs the data analysis. For this, SciVi provides a high-level graphical
DFD editor. DFDs proved their efficiency as a visual language for defining DM pipelines
in a variety of real-world case studies in different popular DM software, including KN-
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IME, Weka, and RapidMiner. What makes SciVi platform distinctive is that available
DFD operators are described by underlying ontologies, so to introduce new operators
knowledge engineer just needs to extend the SciVi KB without modifying its source
code. Thereby, knowledge engineer can prepare the appropriate operators palette for an-
alyst, without engaging SciVi developers. Technically, each operator is a micro-plugin
for the SciVi platform managed by a corresponding fragment of ontology. An ontology-
driven approach to managing plugins facilitates the incorporating both self-written and
third-party data processing libraries into SciVi platform and documenting them.

Creative Maps Studio (https://creativemaps.studio/) is a Web-based editor
designed for sketch map drawing. It is implemented using React as a frontend library,
FastAPI as a backend framework, and PostgreSQL as a database management system.
Unlike traditional maps drawn on paper, digital maps possess full power of automated
data processing, including DM, fuzzy set theory, and visual analytics. Moreover, the
digital form makes the data collection process much easier, enlarging the geographical
coverage of the experiments beyond the borders of particular cities up to nationwide
scale.

3.2. Integrating Creative Maps Studio with SciVi

To enable in-place mental map DM inside the Creative Maps Studio, we decided to
integrate the SciVi platform into it on the basis of loose coupling using ontology-driven
REST API.

We have developed a special account type in the Creative Maps Studio, enabling
analyst user category along with the regular end-user (informant). In this special account,
analyst can see all available sketch maps created by informants and select the arrays
of maps for DM. Selected maps can be exported to SciVi. To optimize export process
in terms of ergonomics and network traffic, we extended the SciVi server and client
with corresponding REST API that enables to request available operators and to order
instancing of specified operators with specified settings in the DFD.

Communication between Creative Maps Studio and SciVi platform is as follows.
When the analyst logs in to his/her account, Creative Maps Studio requests available data
source connectors from the SciVi server, specifying the name of corresponding SciVi
DM operators ontology. The SciVi server responds with an ONT-formatted ontology O
describing available data extraction operators. This ontology defines the available set-
tings and URI of each operator.

The export menu in the Creative Maps Studio is automatically filled up with avail-
able operators, enabling analyst to select maps of interest and give a command to load
them to SciVi using particular data extraction operator. Upon this command, the Creative
Maps Studio opens up the window with the SciVi client (providing the SciVi DFD ed-
itor) and instructs it via WebSocket to instantiate the chosen operator with appropriate
settings in DFD editor. WebSocket API call syntax is automatically inferred by Creative
Maps Studio from the ontology O. This action can be repeated multiple times when ana-
lyst needs to export different maps or map arrays for upcoming DM. After the export of
needed maps, analyst specifies the rest of the DM pipeline within the SciVi client DFD
editor by instantiating required operators and linking them to define a data flow.

Upon the explicit command of analyst, SciVi executes the created pipeline, wherein
the execution of particular operators is being distributed between the SciVi server and
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client according to the meta-information stored in the operators ontology. Data flow be-
tween server and client is seamless thanks to a direct WebSocket connection. Execution
of data extraction operators leads to the specific GET requests to the Creative Maps Stu-
dio server that responds with JSON-formatted maps or map arrays. Maps are prepro-
cessed by bringing all the numerical values of objects parameters to the single discrete
scale suitable for subsequent classification.

Being ontology-driven, the communication protocol of Creative Maps Studio and
SciVi is very flexible: should SciVi platform be extended with new data extraction mech-
anisms suitable for mental maps, these mechanisms will be automatically available in
Creative Maps Studio.

3.3. Fuzzy Classification of Mental Maps in SciVi

In our research, we applied a weighted fuzzy pattern matching algorithm [9] to measure
similarity between mental maps created by random informants and mental maps of peo-
ple living in particular regions. The DM pipeline declared as a DFD within the SciVi
platform environment is shown in Figure 1. Each DFD node represents a single operator
described in the SciVi ontology.

Figure 1. DM pipeline defined in the SciVi platform using DFD graphical notation.

“Map Array” nodes depict the data extraction operators, which are generated auto-
matically according to analyst’s choice as described in Section 3.2. The extracted data
are encoded as a key-value dictionary, where the key is the name of map array (“Perm”,
“Orenburg”, and “Test”, respectively; these names are assigned by analyst when per-
forming export operation), and the value is the actual array of corresponding maps. The
“Join Dicts” node represents the concatenation of dictionaries.

“WFPM” node stands for “Weighted Fuzzy Pattern Matching” operation, which re-
lies on the algorithm presented in [9]. Formally speaking, each map is a set of objects,
and each object is a set of properties like coordinates, size, color, etc. Currently, we take
into consideration only numerical properties of settlements.

Let us denote the fuzzy classification of maps as F . Then

F(P,T,W ) =

|T |⋃
j=1

|P|⋃
i=1

max
k=1,|Tj |

(
max

l=1,|W |

(
min

(
μk,l(Pi,Tj,k,l),Wl

)))
, (1)
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where P is a pattern set (array of maps of known regions; this array is depicted in Figure 1
as “Pattern Maps” slot), T is a test set (array of maps, for which to find fuzzy belonging
to the regions from the pattern set; this array is depicted in Figure 1 as “Test Maps” slot),
Pi is an individual pattern representing the i-th region, Tj is a j-th test map, Tj,k,l is an
l-th property of k-th settlement of j-th test map, Wl is a weight denoting the importance
of the l-th property, μk,l is a function of fuzzy belonging of a j-th test map to the i-th
pattern calculated for k-th settlement according to its l-th property. Denoting Tj,k,l as x,

μk,l(Pi,x) = Di,k,l (g(x))+
Di,k,l (h(x))−Di,k,l (g(x))

h(x)−g(x)
(x−g(x)) , (2)

where Di,k,l is a frequency distribution of {Pi,m,k,l | m = 1, |Pi|} set (m denotes particular
map in the i-th pattern), g(x) clamps x to the nearest element of Pi,k,l range, and h(x) picks
the element next to the one given by g(x). The μ function is extended by 0 wherever (2)
is undefined.

The ontology fragment describing the “WFPM” operator is shown in Figure 2. It
declares that “WFPM” is a “Fuzzy Classification” method with two inputs (“Pattern
Maps” and “Test Maps”) of the “MapArrayDict” type and one output (“Weights”) of
the “Grid” type. There are also multiple settings defining the weights of different map
objects properties used in fuzzy pattern matching (in Figure 2 only “X Weight”, “Y
Weight”, and “Size Weight” are shown, however in fact there are more weights; the en-
tire ontology of WFPM operator is available in the SciVi OpenSource repository under
https://github.com/scivi-tools/scivi.web). An important part of the descrip-
tion is “WFPM Worker” concept representing an actual client-side implementation of the
operator that contains a link to the JavaScript source code. The source code is automat-
ically appended to the SciVi Web client when the corresponding operator is requested.
This is how the SciVi plugin management works. This way of adding plugins appears to
be very fast, easy, and flexible, as we have proved earlier [20].

Figure 2. SciVi ontology fragment describing the fuzzy classification operator.

The last step of the DM pipeline is data visualization as a bar chart (“Bar Chart”
node), which makes the classification more illustrative. The visualization result is
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shown in Figure 3. The interactive visualization is available online at https://scivi.
semograph.com/mmaps?preset=fuzzyMentalMaps.json. The quantitative analysis
and significance test of results obtained is presented in Table 1. WFPM and Reference
columns indicate the obtained and ground-truth values in a format (Perm;Orenburg).
The ground-truth values are known to us since we used maps of the informants with
known residence to test the WFPM algorithm. Residual is calculated based on normal-
ized Euclidean distance from WFPM result to the Reference value. The average residual
is 0.33, so we consider WFPM as an acceptable fuzzy classification algorithm.

Figure 3. Visualization of mental maps fuzzy classification using a bar chart.

Map WFPM Reference Residual
1 (0.67; 0.25) (1; 0) 0.29
2 (0.33; 0.75) (0; 1) 0.29
3 (0.67; 0.75) (0; 1) 0.51
4 (0.67; 0.5) (1; 0) 0.42
5 (0.33; 0.25) (0; 0) 0.29
6 (0.5; 0.75) (0; 1) 0.4
7 (0.5; 0.25) (1; 0) 0.4
8 (0.67; 0.4) (1; 0) 0.37
9 (0; 0.5) (0; 1) 0.35
10 (0; 0) (0; 0) 0

Table 1. WFPM quantitative analysis and significance test.

4. Conclusion

We intensively use mental maps drawn by informants to study regional identity within
Digital Humanities research. This research requires flexible and extensible DM tools
leveraged by fuzzy maths. To suit this need, we integrated Creative Maps Studio map
drawing software with SciVi visual analytics system using ontology engineering methods
and means. Thereby, the entire research, from the data collecting up to the visualization
of the fuzzy classification results, can be conducted within a single software platform.
We tested this platform performing weighted fuzzy pattern matching of the mental maps
to determine the fuzzy regional identity of particular informants. An ontology-driven
approach ensures easy extending of this platform with new DM algorithms, which will
help us to evaluate other fuzzy classification methods in the future.
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Abstract. R-calculus is a belief revision operator satisfying AGM postulates, and
belief revision in ontology engineering is ontology revision, which based logic is
description logics. In Post three-valued description logic, a tableau proof system Tt

will be given such that Tt is sound and complete for t-satisfiability, and nonmono-
tonic, that is, a theory Δ is t-satisfiable if and only if Δ is deducible in Tt. Based on
the tableau proof system, an R-calculus Rt will be given such that a configuration
Δ|C(a) is reducible to C(a),Δ if and only if C(a) is t-satisfiable with Δ, if and only
if reduction Δ|C(a)⇒C(a),Δ is deducible in Rt.

Keywords. Post three-valued logic, Belief revision, Tableau proof system, R-
calculus, Concepts

1. Introduction

Belief revision is a topic of logic, computer science and philosophy. Given a knowledge
base Δ and a formula A in a logic, A is enumerated into Δ if and only if A is consistent with
Δ. AGM postulates [1] are a set of basic requirements a belief revision operator should
satisfy. Belief revision in ontology engineering is ontology revision, which based logic
is description logics. Traditional ontology revision is based on binary-valued description
logics. We consider the three-valued description logics.

In many-valued logic [2][3], it is important to give an explanation of the truth-values
other than the truth t and the falsity f. For example, in a three-valued logic [4], the
third value m is interpreted as unknown or indeterminate, and the semantic definition
of binary logical connectives are independent of m. Description logics [5] are different
from traditional logics, because a concept seems natural to have different counterparts.
For example, in three-valued description logics, an interpretation CI of a concept C is
decomposed into three parts: (�C)I , consisting of these elements taking truth-value t;
(∼C)I , these taking m, and (�C)I , these taking f.
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R-calculus [6][7] is a belief revision operator satisfying AGM postulates, and a
deduction system for enumerating a formula A into a consistent theory Δ to keep the
theory A′,Δ consistent (denoted by |=t Δ|A ⇒ A′,Δ, where Δ|A is called a configura-
tion; Δ|A⇒ A′,Δ is called a reduction, and A′ is A if A is t-satisfiable with Δ and oth-
erwise A′ = λ , the empty string). A condition that there is a sound and complete R-
calculus is that the based logic is decidable. Hence, there are sound and complete R-
calculi for propositional logic [8], propositional modal logic [9], etc., and there is no
such R-calculus for first-order logic.

Description logics are fragments of first-order logic, some of which are decidable
and some are not. We consider one of many-valued description logics: Post three-valued
description logics [10], where the logical language of Post logic contains a unary connec-
tive ∼, instead of ¬. For Post logic, there are sound and complete tableau proof systems,
Gentzen deduction systems and deduction systems for many-placed sequents [3].

¬
t f

m m

f t

∼
t f

m t

f m

For decidable description logics, a problem is to define the semantics of quantifier
concept constructors. In binary ones, an element a belongs to an interpretation of con-
cept (∀R.C) if for any element b with (a,b) ∈ RI ,b ∈CI ; and an element a belongs to an
interpretation of concept ¬(∀R.C) if for some element b with (a,b) ∈ RI ,b �∈CI . Corre-
spondingly, in Post three-valued description logic and an interpretation I, we define

• an element a belongs to the interpretation of concept (∀R.C) if for any element b
with (a,b) ∈ RI ,b ∈CI ;

• an element a belongs to the interpretation of concept ∼ (∀R.C) if a �∈ (∀R.C)I and
for any element b with (a,b) ∈ (�R∪ ∼ R)I ,b ∈ (�C∪ ∼C)I ;

• an element a belongs to the interpretation of concept �(∀R.C) if there is an ele-
ment b such that (a,b) ∈ (�R∪ ∼ R)I and b ∈ (�C)I .

A theory (a set of statements) Δ is t-satisfiable if there is an interpretation I such
that for any statement C(a) ∈ Δ,(C(a))I �= t. We will give a tableau proof system Tt for
t-satisfiability, which is sound, complete and nonmonotonic.

Based on the tableau proof system Tt, we construct an R-calculus Rt for Δ|A ⇒
A′,Δ. Rt is shown to be sound and complete, that is,

|=t Δ|A⇒ A,Δ iff Δ|A⇒ A,Δ is provable in Rt.

Because |=t Δ|A⇒ Δ iff �|=t Δ|A⇒ A,Δ, we have

|=t Δ|A⇒ Δ iff Rt �
 Δ|A⇒ Δ.

This paper is organized as follows: The next section defines the logical language
and the semantics of Post three-valued description logic; the third section gives a tableau
proof system for the description logic and shows soundness and completeness theorems;
the fourth section gives an R-calculus for t-satisfiability, and the last section concludes
the whole paper.
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2. Post three-valued description logic

Let L3 = ({t,m,f},�,∼,�,∩,∪) be an algebraical structure, where

� ∼ �

t t f m

m m t f

f f m t

∩ t m f

t t m f

m m m f

f f f f

∪ t m f

t t t t

m t m m

f t m f

The logical language of Post three-valued description logic contains the following
symbols:

• atomic concepts: A0,A1, ...;
• roles: R0,R1, ...;
• concept constructors: �,∼,�,�,,∀.
Concepts are defined inductively as follows:

C ::= A|�C| ∼C|�C|C1�C2|C1C2|∀R.C,

where A is an atomic concept, and R is a role.
Statements are defined as follows:

ϕ ::=C(a)|R(a,b)|�ϕ | ∼ ϕ |�ϕ.

A model M is a pair (U, I), where U is a non-empty set, and I is an interpretation
such that

◦ for any atomic concept A, I(A) : U → L3;
◦ for any role R, I(R) : U2 → L3.
Given an atomic concept A and a role R, we define concepts �A,∼ A,�A and roles

�R,∼ R,�R as follows: for any x ∈U,

A(x) �A(x) ∼ A(x) �A(x)
t t f m

m m t f

f f m t

R(x,y) �R(x,y) ∼ R(x,y) �R(x,y)
t t f m

m m t f

f f m t

The interpretation CI of a concept C is a function from U to L3 such that for any
x ∈U,

CI(x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

I(A)(x) if C = A
∗(CI)(x) if C = ∗C1
CI

1(x)∩CI
2(x) if C =C1�C2

CI
1(x)∪CI

2(x) if C =C1C2
min{max{I(∼ R)(x,y), I(�R)(x,y),CI

1(y)} : y ∈U} if C = ∀R.C1,

where ∗ ∈ {�,∼,�}.
Therefore, CI(x) = t3 if

3In syntax, we use ¬,∧,→,∀,∃ to denote the logical connectives and quantifiers; and in semantics we use
∼,&,⇒,A,E to denote the corresponding connectives and quantifiers.
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⎧⎪⎪⎨
⎪⎪⎩

Ay ∈U(I(�R)(x,y) = t⇒ CI
1(y) = t) if C(x) = (�∀R.C1)(x)

Ay ∈U(I(�R∪ ∼ R)(x,y) = t⇒ (�C1 ∼ C1)
I(y) = t)

&Ey ∈U(I(�R∪ ∼ R)(x,y) = t&(∼ C1)(y) = t) if C(x) = (∼ ∀R.C1)(x)
Ey ∈U(I(�R∪ ∼ R)(x,y) = t&(�C1)(y) = t) if C(x) = (�∀R.C1)(x).

A theory Δ is t-valid, denoted by |=t Δ, if for any interpretation I, there is a state-
ment ϕ ∈ Δ such that (ϕ)I = t; and Δ is t-satisfiable, denoted by |=t Δ, if there is an
interpretation I such that for each statement ϕ ∈ Δ, (ϕ)I �= t.

Proposition 2.1. For any concept C and interpretation I, and for any x ∈U, CI(x)∪
(∼C)I(x)∪ (�C)I(x) = t.

3. Nonmonotonic tableau proof system

Define

incon(Δ) iff Ep(p,∼ p,�p ∈ Δ)
con(Δ) iff ¬Ep(p,∼ p,�p ∈ Δ)

.
Proposition 3.1. Let Δ be a set of literals. Δ is t-satisfiable iff con(Δ).
Nonmonotonic tableau proof system Tt contains the following axioms and deduc-

tion rules: let a be a constant.
• Axioms:

con(Δ)
Δ

(At)

where Δ is a set of literals.
• Deduction rules for modalities:

f (∗1,∗2)C1(a),Δ
∗1 ∗2 C1(a),Δ

(∗1∗2)

where ∗1,∗2 ∈ {λ ,∼,�} and f (∗1,∗2) is defined as follows:

f (∗1,∗2) � ∼ �

� � ∼ �

∼ ∼ � �
� � � ∼

• Deduction rules for logical connectives:
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{�C1(a),Δ
�C2(a),Δ

�(C1 �C2)(a),Δ
(��)

[�C1(a),Δ
�C2(a),Δ
�(C1 C2)(a),Δ

(�)

⎡
⎣∼ R(a,d),Δ
�R(a,d),Δ
C1(d),Δ
�(∀R.C1)(a),Δ

(�∀)

⎡
⎢⎢⎢⎢⎢⎢⎣

{∼C1(a),Δ
∼C2(a),Δ{�C1(a),Δ
∼C2(a),Δ{∼C1(a),Δ
�C2(a),Δ

∼ (C1 �C2)(a),Δ

(∼ �)

⎡
⎢⎢⎢⎢⎢⎢⎣

{∼C1(a),Δ
∼C2(a),Δ{
�C1(a),Δ
∼C2(a),Δ{∼C1(a),Δ
�C2(a),Δ

∼ (C1 C2)(a),Δ

(∼ )

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎣�R(a,d),Δ
�C1(d),Δ
∼C1(d),Δ{
�R(a,c),Δ
∼C1(c),Δ

∼ (∀R.C1)(a),Δ

(∼ ∀)

[
�C1(a),Δ
�C2(a),Δ

�(C1 �C2)(a),Δ
(��)

{
�C1(a),Δ
�C2(a),Δ

�(C1 C2)(a),Δ
(�)

⎧⎨
⎩

[�R(a,c),Δ
∼ R(a,c),Δ

�C1(c),Δ
�(∀R.C1)(a),Δ

(�∀)

where d is a constant, c is a new constant, and

{
δ1
δ2

δ
means that δ1 implies δ and δ2

implies δ ; and

[
δ1
δ2

δ
means that δ1 and δ2 imply δ .

Definition 3.2. A theory Δ is provable in Tt, denoted by 
t Δ, if there is a sequence
{Δ1, ...,Δn} of theories such that Δn = Δ, and for each 1≤ i≤ n,Δi is either an axiom or
deduced from the previous theories by one of the deduction rules in Tt.

Theorem 3.3. For any theory Δ, |=t Δ iff 
t Δ.
Because |=t Δ if and only if �|=t Δ, we have the following
Corollary 3.4. For any theory Δ, |=t Δ iff �
t Δ.

4. R-calculus

Intuitively, a statement�(C1�C2)(a) is enumerable into Δ to preserve the t-satisfiability
of Δ, if either �C1(a) or �C2(a) is enumerable into Δ; and �(C1C2)(a) is enumerable
into Δ if �C1(a) is enumerable into Δ and �C2(a) is enumerable into Δ∪{�C1(a)}.

Statement ∼ (C1 �C2)(a) is enumerable into Δ, if (1) either ∼ C1(a) or ∼ C2(a)
is enumerable into Δ; (2) either �C1(a) or ∼ C2(a) is enumerable into Δ ∪ {(∼
C1� ∼ C2)(a)}, and (3) either ∼ C1(a) or �C2(a) is enumerable into Δ∪{(∼ C1� ∼
C2)(a),(�C1� ∼C2)(a)}; and statement ∼ (C1C2)(a) is enumerable into Δ, if (4) ei-
ther ∼ C1(a) or ∼ C2(a) is enumerable into Δ; (5) either �C1(a) or ∼ C2(a) is enu-
merable into Δ∪{(∼C1� ∼C2)(a)}, (6) either ∼C1(a) or �C2(a) is enumerable into
Δ∪{(∼C1� ∼C2)(a),(�C1� ∼C2)(a)}.

Statement �(C1�C2)(a) is enumerable into Δ if �C1(a) is enumerable into Δ, and
�C2(a) is enumerable into Δ∪ {�C1(a)}; and �(C1 C2)(a) is enumerable into Δ if
either �C1(a) or �C2(a) is enumerable into Δ.

A statement �(C1�C2)(a) is not enumerable into Δ, if �C1(a) and �C2(a) are not
enumerable into Δ; and �(C1 C2)(a) is not enumerable into Δ if either �C1(a) is not
enumerable into Δ, or �C2(a) is not enumerable into Δ∪{�C1(a)}.

Statement∼ (C1�C2)(a) is not enumerable into Δ if either (1)∼C1(a) and∼C2(a)
are not enumerable into Δ, or (2) �C1(a) and ∼C2(a) are not enumerable into Δ∪{(∼
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C1� ∼ C2)(a)}, or (3) ∼ C1(a) and �C2(a) are not enumerable into Δ∪ {(∼ C1� ∼
C2)(a),(�C1� ∼ C2)(a)}; and statement ∼ (C1 C2)(a) is not enumerable into Δ, if
either (4) ∼ C1(a) and ∼ C2(a) are not enumerable into Δ, or (5) �C1(a) and ∼ C2(a)
are not enumerable into Δ∪ {(∼ C1� ∼ C2)(a)}, or (6) ∼ C1(a) and �C2(a) are not
enumerable into Δ∪{(∼C1� ∼C2)(a),(�C1� ∼C2)(a)}.

Statement �(C1 �C2)(a) is not enumerable into Δ if either �C1(a) is not enumer-
able into Δ or �C2(a) is not enumerable into Δ∪{�C1(a)}; and �(C1 C2)(a) is not
enumerable into Δ if �C1(a) and �C2(a) is not enumerable into Δ.

Given a theory Δ and a statement ϕ, we use Δ to revise ϕ and obtain ϕ ′,Δ, denoted
by

Δ|ϕ ⇒ ϕ ′,Δ,

if

ϕ ′ =
{

ϕ if Δ is t-satisfiable with ϕ
λ otherwise.

R-calculus Rt consists of the following axioms and deduction rules:
• Axioms:


t Δ⇒
t l,Δ
Δ|l ⇒ l,Δ

(At)

• Deduction rules for modalities:

Δ| f (∗1,∗2)C1(a)⇒ f (∗1,∗2)C1(a),Δ
Δ| ∗1 ∗2C1(a)⇒∗1 ∗2 C1(a),Δ

(∗1∗2)

• Deduction rules for logical connectives:

{
Δ|�C1(a)⇒�C1(a),Δ
Δ|�C2(a)⇒�C2(a),Δ

Δ|� (C1 �C2)(a)⇒�(C1 �C2)(a),Δ
(��)

[
Δ|�C1(a)⇒�C1(a),Δ
Δ,�C1(a)|�C2(a)⇒�C1(a),�C2(a),Δ

Δ|� (C1 C2)(a)⇒�(C1 C2)(a),Δ
(�)

⎧⎨
⎩

Δ| ∼ R(a,c)⇒∼ R(a,c),Δ
Δ|�R(a,c)⇒�R(a,c),Δ
Δ|�C1(c)⇒�C1(c),Δ

Δ|� (∀R.C1)(a)⇒�(∀R.C1)(a),Δ

(�∀)

and
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⎡
⎢⎢⎢⎢⎢⎢⎣

{
Δ| ∼C1(a)⇒∼C1(a),Δ
Δ| ∼C2(a)⇒∼C2(a),Δ{
Δ,X |�C1(a)⇒�C1(a),X ,Δ
Δ,X | ∼C2(a)⇒∼C2(a),X ,Δ{
Δ,X ,Y | ∼C1(a)⇒∼C1(a),X ,Y,Δ
Δ,X ,Y |�C2(a)⇒�C2(a),X ,Y,Δ

Δ| ∼ (C1 �C2)(a)⇒∼ (C1 �C2)(a),Δ

(∼ �)

⎡
⎢⎢⎢⎢⎢⎢⎣

{
Δ| ∼C1(a)⇒∼C1(a),Δ
Δ| ∼C2(a)⇒∼C2(a),Δ{
Δ,X |�C1(a)⇒�C1(a),X ,Δ
Δ,X | ∼C2(a)⇒∼C2(a),X ,Δ{
Δ,X ,Z| ∼C1(a)⇒∼C1(a),X ,Z,Δ
Δ,X ,Z|�C2(a)⇒�C2(a),X ,Z,Δ

Δ| ∼ (C1 C2)⇒∼ (C1 C2)(a),Δ

(∼ )

⎧⎨
⎩

[
Δ|�R(a,c)⇒�R(a,c),Δ
Δ,�R(a,c)|�C1(c)⇒�R(a,c),�C1(c)Δ

Δ,�R(a,c),�C1(c)| ∼C1(c)⇒∼C1(c),�R(a,c),�C1(c)Δ⎧⎨
⎩

[
Δ|�R(a,d)⇒�R(a,d),Δ
Δ,�R(a,d)| ∼ R(a,d)⇒∼ R(a,d),�R(a,d),Δ

Δ| ∼C1(d)⇒∼C1(d),Δ
Δ| ∼ (∀R.C1)(a)⇒∼ (∀R.C1)(a),Δ

(∼ ∀)

where X = (∼C1� ∼C2)(a),Y = (�C1� ∼C2)(a),Z = (�C1� ∼C2)(a), and
[

Δ|�C1(a)⇒�C1(a),Δ
Δ,�C1(a)|�C2(a)⇒�C2(a),�C1(a),Δ

Δ|� (C1 �C2)(a)⇒�(C1 �C2)(a),Δ
(��)

{
Δ|�C1(a)⇒�C1(a),Δ
Δ|�C2(a)⇒�C2(a),Δ

Δ|� (C1 C2)(a)⇒�(C1 C2)(a),Δ
(�)

⎧⎨
⎩

[
Δ|�R(a,d)⇒�R(a,d),Δ
Δ,�R(a,d)| ∼ R(a,d)⇒∼ R(a,d),�R(a,d),Δ

Δ|�C1(d)⇒�C1(d),Δ
Δ|� (∀R.C1)(a)⇒�(∀R.C1)(a),Δ

(�∀)

where d is a constant and c is a new constant.
Definition 4.1. A reduction Δ|C(a) ⇒ C(a),Δ is provable in Rt, denoted by


t Δ|C(a)⇒ C(a),Δ, if there is a sequence {δ1, ...,δn} of reductions such that δn =
Δ|C(a)⇒ C(a),Δ, and for each 1 ≤ i ≤ n,δi is either an axiom or deduced from the
previous theories by one of the deduction rules in Rt.

Theorem 4.2. For any theory Δ and statement C(a), |=t Δ|C(a)⇒ C(a),Δ iff 
t
Δ|C(a)⇒C(a),Δ.

Because |=t Δ|C(a)⇒ Δ if and only if �|=t Δ|C(a)⇒C(a),Δ, we have the following
Corollary 4.3. For any theory Δ and statement C(a), |=t Δ|C(a) ⇒ Δ iff �
t

Δ|C(a)⇒C(a),Δ.

5. Conclusions

This paper gave an R-calculus Rt for t-satisfiability in Post three-valued description
logic, which is sound and complete. Similarly there are R-calculi Rm and Rf for m-
satisfiability and f-satisfiability, respectively, and there are transformations between
Rt,Rm and Rf, just as transformations between Tt,Tm and Tf.
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Creation of a Digital Passport for an 

Electronic Product and Generation of 

Design Solutions Based on It 

Julia V. Donetskaya1 

 ITMO University, Russia 

Abstract. The work presents the activity analysis of enterprises in the 
instrumentation industry. This result shown the content of the digital passport is 
described in the form of a set of models, which makes it possible to use it at the 
stages of the life cycle of a product for the generation of design solutions. The work 
lists the variants of design solutions, as well as the tasks of their generation based 
on the analysis of parameters set by fuzzy variables. The required solution contains 
the associated components of the digital passport that are a part of the set specified 
by the values of the variables. The results obtained can be used to create a digital 
passport on the enterprises in the instrument-making industry. 

Keywords. digital passport, generation of design solutions, variants of design 
solutions, tasks of generation design solutions. 

1. Introduction 

A modern electronic product is a complex hardware and software system, the 

development and delivery of which is performed on the basis of customer requests. Its 

content determines the lists and terms of work, as well as their performers from among 

the divisions of the enterprise and various organizations. This predesignates the task of 

organizing their operational interaction - the exchange of relevant data for making design 

decisions. Its solution is divided into two stages. 

At the first stage, enterprises put into operation and integrate such systems as 

Product Data Management (PDM), Enterprise Resource Planning (ERP), Manufacturing 

Execution System (MES) and / or Quality Management System (QMS), as well as 

electronic document management (EDMS), which makes it possible to increase the 

efficiency of interaction between departments [1,2]. As a result, at each stage of the life 

cycle, data about the product and the corresponding design and production procedures 

are formed, which form a digital passport of this product. At the second stage, the tasks 

of data exchange between different organizations are being solved. 

Traditionally, the exchange is associated with correspondence by e-mail or with the 

transfer of technical documentation in hard copy. This leads to the emergence of human 

factor problems that affect the efficiency of making design decisions. In order to 

eliminate them, digital passport technologies are used, which means the introduction and 
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synchronization of versions of the same systems, and models of stored data by all 

participants in the interaction, coordination of the formation rules and structure of a 

neutral data exchange format in the STEP language. 

The defects identified in this case are obvious and more significant in the vector of 

development of Industry 4.0 [3-7]. This indicates the need to generalize data about the 

product and design-production procedures at all stages of the life cycle in the instrument-

making industry, as well as the implementation of procedures for their analysis for 

making design decisions by enterprises. 

Thus, the creation of a digital passport for an electronic product and the generation 

of design solutions based on it is a priority task, the results of which are presented in this 

article. This contains: 

1. The activity analysis of enterprises in the instrument-making industry. 

2. The variants of design solutions generated on the basis of a digital passport. 

3. The tasks of generation of design solutions based on a digital passport. 

2. Activity analysis of enterprises in the instrument-making industry 

The activity of an instrument-making enterprise is performed at the stages of life cycle 

of an electronic product, each of which is characterized by different design and 

production procedures. However, for research, only those that make it possible to form 

and / or change data about an electronic product, which are represented by the 

corresponding information objects are determined with their substantive and requisite 

parts. 

The stage of concluding an agreement implies the implementation of such 

procedures as: consideration and approval of applications for the development or supply 

of an electronic products; preparation, registration and signing of an agreement with a 

customer; registration and signing of an agreement with a co-contractor. 

As a result, linked documents are created. These include, first of all, an application 

for the development or supply of products with a corresponding agreement with the 

customer, and when involving third-party organizations (there may be several of them) 

– agreements with co-executors. This allows to perform the following development 

phase procedures: 

1. Development, coordination and approval of the work schedules. 

2. Management of updating data on standard and other products (purchased 

component parts – PCP), materials. 

3. Development and modification of design data [2]. 

4. Coordination, approval and submission of documentation to the archive.  

Thus, a set of design data about the product is created in the form of the electronic 

structure of the product in the PDM-system (ESI-PDM), containing documentation, as 

well as 3D models of parts and assembly units [8]. The results obtained are used in the 

preparation of production: 

1. Development, coordination and approval of the production schedules. 

2. Development and modification of manufacturing data. 

3. Coordination, approval and submission of documentation to the archive. 

4. Recording comments and decisions. 

5. Preparation and registration of the agreement for the supply. 
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6. Recording and registration of the lot entry of supply products. 

7. Formation of a production plan for the manufacture of products. 

These procedures make it possible to create, on the basis of design data, a set of 

corresponding manufacturing data about a product, as well as to purchase PCP, materials 

and products of co-contractors. The information obtained is used at the production stage 

when performing the following procedures: 

1. Verification of purchased products and materials upon delivery from the 

warehouse. 

2. Assignment of identification numbers to parts and assembly units (PAU). 

3. Fixing the composition of manufactured assembly units. 

4. Fixing the execution of PAU manufacturing operations. 

5. Recording comments and decisions during the production of PAU products. 

As a result, the structure of a product sample (SPS) is formed, the elements of which 

are PAU copies, manufactured at the enterprise and purchased under agreements [9]. In 

the production process, for each of them, the values of quality parameters are monitored 

and the compliance of the PAU with the developed documentation is being checked. 

After the completion of the product production, cycles of its tests are performed, and 

their successful completion means the possibility of moving to the stages of operation 

and repair. This means performing the following procedures: registration of shipment of 

the finished products sample from the warehouse; registration of the complaint report 

and the result of the refusal study; registration and control of the service request. 

At the same time, for a given SPS element, a failure in operation and the result of its 

study is recorded, for an SPS, the product is shipped to the customer, as well as the serial 

number of the component parts of the product from the set of spare parts and accessories 

when processing a service request. 

Thus, the stages of the life cycle are set in accordance with design and production 

procedures 
1 2

P r ( , , ..., )
n

pr pr pr
, during the implementation of which data about an 

electronic product is created 
1 2

( , , ..., )
k

D d d d
in the form of information objects of 

ERP, PDM, MES, QMS systems or EDMS. 
The values of each of them allowed to describe the components of the digital passport 

 

1

2

11 12 1
1

21 22 2 2

1 2

...

...
( )

...... ... ...

...
k

n

n

ij

kk k kn

c c c C

c c c C
R C

c

Cc c c

   
   
       
   
    

, 

where , , 1, , 1, ;
ij i j k k
c d pr i k j n n n     – an element of a digital passport. 

Moreover 1
ij
c  , if the given object 

i
d D  formed as a result of a specific procedure 

Pr
j

pr   и 0
ij
c  otherwise. 

The results obtained also allowed the creation of many parameters of the components 

of the digital passport 
1 2

( , ,..., )
P

U u u u  which are used in a model for describing 
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components 

 

11 1 12 1 1 1 1 1

21 2 22 2 2 2 2 2

1 2
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k k k k kP k k k

g C g C g C G C

g C g C g C G C
G C

g C

g C g C g C G C

   
   
    
   
   
   

, (1) 

where each element ( ) ( ), 1, , 1,
ij i i i

g C G C i k j P    is described by 

parameters and formed at a specific stage of the life cycle. 

Components are linked 
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where 

 
0, ( ( )) ( ( ))

( , )
1, ( ( )) ( ( ))

i i j j

ij i j

i i j j

out G C in G C
X C C

out G C in G C


 


. (3) 

Then, on the basis of the above, it is logical to assert about the possibility of using 
the content of a digital passport for the generation of design solutions. 

3. Variants of design solutions generated on the basis of a digital passport 

So, when considering and approving an application for the development or supply of 

products, design solutions are formed in the form of lists of products and their component 

parts to be developed (including products of co-contractors and its suppliers) and lists of 

documentation for component parts of the product to be adjusted. 

The procedures for developing, reconciliation and approving the work schedules use 

design solutions in the form of lists of developed and changed component parts of the 

product and products of co-contractors and / or documentation developed or adjusted for 

component parts of the product, as well as the results of fulfilling the positions of the 

operational work schedule. 

To manage the update of PCP data, a design solution is required that contains a list 

of approved PCPs, products of co-contractors and materials. 

Development and modification of design data requires information to create tabular 

design documentation and ESI. Similar design solutions are required for the development 

and modification of software for the device and a set of operational documentation - data 

for creating tabular and operational documentation, as well as ESI. 
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When performing the procedure for the development, coordination and approval of 

the production schedule, information about the component parts of the product to be 

produced is used; information about PCPs, materials, products of co-contractors and their 

suppliers; including the results of fulfilling the positions of the application for the start 

of production. 

The development and modification of manufacturing data is performed according to 

the data for the creation of technological documentation for the manufacture of the 

product and the electronic structure of the product. 

To prepare and register an agreement for the supply, data on the PCP, materials, 

products of co-contractors and their suppliers are generated. 

The formation of a production plan for the manufacture of products requires data on 

the constituent parts of the product to be produced, the current production load and the 

results of the production operations. 

When registering a complaint act and the result of a failure study, the lists of 

documentation for the component parts of the product subject to correction, lists of PCPs, 

materials, products of co-contractors and their suppliers, as well as lists of data on the 

component parts of the product subject to production are taken into account. 

Registration and control of the service request requires the formation of data on the 

changeable component parts of the product and the corrected documentation, the 

component parts related to spare parts and the results of fulfilling the plan items for 

processing the service request. 

The listed options for design solutions can be grouped and get the following list of 

tasks: the task of searching for data about products and their components; the task of 

finding data about PCPs, materials, products of co-contractors and their suppliers; the 

task of finding data for the development and correction of documentation; the task of 

finding data on the documentation for the component parts of the product; the task of 

monitoring the fulfillment of the positions of the unified task; the task of managing 

production operations. 

4. Tasks of generation of design decisions based on digital passport 

The solution to any of these problems is a set of related components of a digital passport, 
which means the formation of matrix elements (2) that satisfy condition (3) in accordance 

with the values of the analyzed parameters PR . Moreover, the lists of parameters are 
defined for each task in the form of fuzzy variables: 

, , ( )P A P , 

where P  – the name of the parameter from the list below; A  – parameter value; 

( )P  – parameter membership function. 

For example, for the task of searching for data about a product and their constituent 

parts are defined: type of product and component, manufacturer of the product and 

component, sign of a component part of the product, the presence of comments on the 

documentation, a sign of products of inadequate quality. 
For the task of searching for data on documentation for component parts of a product 

are defined: type of product component; sign of a component part of the product; 
document sign; the presence of comments on the documentation. 
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For the task of relating to the control of the execution of the positions of the unified 
task are defined: type of work; monitored state. 

To solve the problem of managing production operations are defined: the presence 
of comments on the documentation; availability of products in stock; sign of the 
production process; sign of products of inadequate quality. 

Then, the generation of design solutions based on digital passport, it is necessary to 

solve a number of problems associated with the analysis and selection of descriptions of 

the components of a digital passport. The first task based on the calculation of the values 

of the membership functions of fuzzy variables and the second task based on the Takagi-

Sugeno-Kanga algorithm. 

This will allow developing a similarity criterion given by the least squares method 
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T
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 are calculated using the theory 

of pattern recognition and the theory of decision making; 

� 

1 2
( , , ,..., )

K
a b b b  – column vector; 

� X RP G  – deterministic matrix, dimension K P . 

Consequently, the search for design solutions that satisfy the similarity criterion 

means calculation the elements of the column vector, according to an expression of the 

form: 

    
1

T T
X X X G



    . 

The generated design solution is one of the lists in the form of the values of the digital 
passport components. For the task of searching for data about products and their 
components: designation of the component part of the product; name of the component 
part of the product; name of the manufacturer of the product component; sign of referring 
a component part of the product to spare parts; sign of a component part of the product. 

For the task of finding data for the development and correction of documentation: 
designation of the component parts of the product; designation of documentation; the 
name of the component parts of the product; title of the documentation; documentation 
format; version of the documentation; the number of component parts of the product 
included in the assembly unit. 

For the task of searching for data on documentation for component parts of the 
product: designation of documentation; title of the documentation; version of the 
documentation; the state of the version of the component parts of the product; state of 
the documentation version.  
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For the task of monitoring the fulfillment of the positions of the unified task: number 
of the unified task; position number of the unified task; name of the position of the 
unified task; result of execution of the task position and status of the result of the task 
position execution. 

For the task of managing production operations: the number of the production 
operation; name of the production operation; designation of the manufactured product 
copy and the result of the production operation. 

The set of conditions formed in this way determines the area, falling into which 

characterizes the desired design solution. 

5. Conclusion 

Thus, it is shown: the content of the digital passport is determined by the components; 

the set of components allows you to form the content of the digital passport and use it to 

generate different design solutions; the tasks of generation design solutions based on 

digital passport are formulated. 

The results obtained can be used to create a digital passport on the enterprises in the 

instrument-making industry. 
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Abstract. To find a way of the interpretability of deep learning, in this paper, a 
features back-tracking (FBT) approach based on a sparse deep learning architecture 
is proposed. Firstly, for a deep belief network (DBN), both the Kullback-Leibler 
divergence of the hidden neurons and the  norm penalty on the connection weights 
are introduced. Thus, the sparse response mechanism as well as the sparse 
connection of the brain neurons can be simulated directly. That means the DBN can 
learn a sparse framework and an effective sparse data representation. On this basis, 
the feature back-tracking technique is put forward. For both the single nucleotide 
polymorphisms (SNPs) data and MNIST data, FBT has quite well performance on 
searching for the risk loci on the genes as well as the important sites of the digit data. 
It reveals that the proposed FBT method can pick out the essential features by deep 
learning architecture with quite high classification accuracy and data storage ability. 
Utilizing the sparse layer-wise feature learning to achieve key features from the 
original data, is an effective attempt to explore the profound mechanism of human 
brain and interpretability of deep learning.  

Keywords. Features back-tracking, Deep belief networks, Sparse learning, Markers 
selection 

1. Introduction 

With the quickly growing demand for revealing the intrinsic nature of things under the 
complex surface phenomena, and with the development of technology methods, high-
dimensional data emerge magically every day. To fully explore valuable information 
contained in such kind of data, models with strong expression ability are needed. As an 
effective learning approach, deep learning can learn the layer-wise nonlinear expression 
or features by greedy layer-by-layer training, thus to find out the complex information 
of the data. In the recent decade, deep learning research has been getting a flourishing 
development, and setting off a significant booming on various artificial intelligence 
domains. Its applications have also been extended to more application fields, like audio 
recognition, social network, automatic control, bioinformatics, etc. 

However, for deep learning, there still exist many intrinsic theoretical issues worth 
to be further clarified. Currently, most of the deep learning methods are used for layer-
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wise feature extraction and for classification purpose, and one typical issue is the 
interpretability of the deep learning framework. For interpretability, one of the most 
commonly used method is feature selection, which can effectively select important 
features from the original data containing a large number of features and eliminate 
irrelevant features [1]. With feature selection, the mechanism of recognizing different 
things by human brains can be explored, and the essential features which help to 
distinguish different data can be identified. With the direct interpretability of data, feature 
selection methods are widely applied in text classification, data mining, bioinformatics, 
computer vision, information retrieval, time series prediction, and so on. 

It should be noticed that most of the existing feature selection methods are based on 
shallow models. They are only performed on the original data directly. Searching for an 
approach to obtain the essential features of the data from the deep expression with 
layered structure, will be great helpful to obtain the essential features of the original data 
in a global and layer-wised way, and what is the most important, to obtain the 
interpretability of the deep learning framework. 

On the other hand, studies of the brain’s nervous system have shown that such 
system employs a highly sparse response mechanism. For each neuron, it has a topology 
that only some of the other neurons are connected to this neuron. The sparseness of this 
connection is the sparse structure of the network or sparse topology. It has been shown 
that there exist connection sparseness properties in the brain’s organizational structure 
[2-4]. The connection sparseness guarantees the high promotion ability of the human 
neural network system. Sparse connections are more able to provide high-quality storage 
capabilities and makes the deep network to have better generalization capabilities [2]. 

How to better simulate the sparseness of the human neuron system and improve the 
performance of the deep learning algorithm is a hot topic. At present, there are three main 
approaches to get the topology sparseness of a network, a.k.a., constructive algorithm 
[5], destructive algorithm [6] and regularization algorithm. For regularization algorithm, 
it is to solve the problem of constrained optimization problem, remove unnecessary 
connections and hidden neurons in the training process, and then reduce the complexity 
of the model (including the structure as well as the parameters). There are two ways of 
constraining, i.e., constraints on the connection weights of the network, and constraints 
on the response of hidden neurons or constraints on the relationship between the response 
of hidden neurons and the target output. The method of weighting constraints includes 
Gaussian regularizer, Laplace regularizer, weight elimination and soft weight sharing. 
Among them, the most widely used is the Gaussian regularizer and the Laplace 
regularizer. They use the -norm or -norm of the connection weights as penalty 
functions, which are embedded in the original training process. These methods aim to 
achieve the sparse network topology by reducing the value of connective weights [7-9].  

Above methods only consider the sparsity of the connection. In this paper, we will 
consider both the architecture sparsity and the representation sparsity of the neurons in 
deep learning. This is an effective attempt to simulate the sparse topology structure of 
the brain networks. We will consider the Deep Belief Network (DBN) as the deep 
learning model, and introduce the penalty terms on neuronal sparse connections as well 
as on the response of neurons into the DBN training stage to improve the energy usage 
and generalization capabilities of the network. By introducing the -norm penalty on 
the connection weights and the Kullback-Leibler (KL) divergence of the hidden neurons 
into each layer of the stacked DBN, the sparse response of the hidden neurons and the 
sparse connections between different layers can be achieved together in the unsupervised 
training process. By such methods, the DBN can learn the fundamental weights and the 
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effective data representation in a sparse way. Above steps thus ensure the sparse 
architecture of the deep network, and thus improve the compression rate, generalization 
capacity and discriminative accuracy of the networks. 

Based on the sparse DBN network architecture, a novel feature selection method, 
i.e., the feature back-tracking approach based on sparse deep learning is proposed in this 
paper. Compared with the shallow feature selection methods, this method can understand 
the data in a global abstract perspective, thus find out the most crucial features of the 
data. Further, due to the sparsity and depth of network architecture, the important features 
of the data can be trace-back easily by the most discriminative abstract feature in the top 
layer, and an efficient implementation of the feature selection can be assured. 

By applying the proposed features back-tracking method based on sparse DBN to 
two datasets, we can get distinct understanding on them. Mutations in individual 
nucleotides at the genomic level can lead to DNA sequence diversity, which may lead to 
human genetic disease. We used the single nucleotide polymorphism data provided by 
American Mind Clinical Imaging Consortium (MCIC), which had a typical high 
dimension (12513 SNPs loci) small sample size data (208 samples, including 92 
schizophrenia patients and 116 healthy subjects), and there exists a large number of loci 
that are not associated with the disease. By applied the proposed features back-tracking 
method, 2973 pathogenic SNPs are selected from the raw SNPs data. Based on these risk 
loci, the diagnostic accuracy of the test data is . In addition, several of these risk 
loci and their corresponding genes have been shown of great correlation with the 
schizophrenia in biological explanations. On the other hand, when the method is applied 
to the MNIST dataset. Experimental results show that with high classification accuracy, 
the important pixels distinguishing different handwritten digits can be finally picked out. 
The results show that the features back-tracking approach can identify accurately the risk 
loci on the genes of the mental disease as well as the key pixels of the handwritten digits, 
and the proposed method can also deeply improve the storage capacity as well as the 
search speech. 

2. Unsupervised sparse learning of DBN 

A DBN is a generative graphical model, composed of multiple layers of hidden units. 
DBN is composed of several restricted Boltzmann machines (RBMs). An RBM contains 
two layers, namely, the visible input layer and the hidden layer.  

Let  be the visible units,  be the hidden 
units,  and  be the bias of the visible units 
and the hidden units respectively, and  with each  be the connection 
weight of  and .  is the joint configuration of the visible and hidden units. The 
energy of it is described in a compact form  

 

where . The joint probability distribution of state  is  

  (1) 
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in which  is the partition function. is the 

distribution of the observed data . The task of training an RBM is to maximizing , 
and thus to find a  

 

with . [10] proposed a faster learning using contrastive divergence 
(CD) to update the parameters: 

 

 

 

where  is the learning rate, and  is the operator of expectation with the corresponding 
distribution denoted by the subscript. 

To learn the structured network of each RBM, which helps to improve the 
interpretability of the network, sparse regularization can be utilized [7-9, 11-13]. Thus, 
some sparse regularization terms are introduced here obtain the sparsity of connections 
as well as the response of the neurons. The Kullback-Leibler (KL) divergence on the 
hidden neurons is used to achieve the response sparsity, and the -norm is used on the 
connection weights to obtain the connective sparsity. We also add the -norm on the 
connection weights to limit their increasing bounds. The improved objective function of 
the sparse RBM is given by 

                     (2) 

In which the KL divergence,  is the relative 

entropy between the two random variables with the mean  and the mean .  is a 

sparse parameter.  is the average activation probability 

of the -neuron in the hidden layer with  samples,  is the node numbers of the 
current visual layer,  is the parameter to control the bound of ,  and  denote the 
penalty coefficients of the KL divergence and -norm respectively.      
      The following is the deviation of the KL divergence. 
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here . 

Thus, the parameters of the unsupervised sparse RBM can be updated by 

 

                                               (3) 

                                                                               (4) 

   (5) 

According to the above updating formula and combined with the CD sampling 
process, a sparse RBM and a stacked sparse DBN can be obtained. 

3. Features back-tracking approach based on sparse DBN 

For deep networks, the connections between two layers are on duty to encode the 
memories. The larger connection strength can describe the stronger relationship of the 
corresponding two layers. At the same time, the larger the difference of the response 
values of neurons between the two kinds of different data, the higher the discriminant 
ability of the current neurons. The two facts can be combined with the obtained sparse 
DBN to search for the most contributed features of the data in a back-tracking way. 

The following process is the features back-tracking based on sparse DBN. Firstly, a 
stacked DBN with sparse architecture and sparse representation is trained by Eq. (3)-(5). 
Then, the learned DBN can be fine-tuned by back-propagation (BP) algorithm. 
Furthermore, the features back-tracking method is performed top-down to select key 
features by 

                                            (6) 

Where  is the connection between visible unit  and hidden unit  of the current RBM, 
 and  are given thresholds,  is the mean value of the -th class on the hidden unit 

, and  is the unit numbers of the hidden layer. Model (6) is on two aspects. One is the 
larger the absolute value of , the higher the influence of the -th visible unit on the -
th hidden unit. The other one is that the larger the difference of the response values 
between the two classes, the higher the discriminant ability of the current hidden unit. 
Finally, the very essential features of the data can be obtained in a back-tracking way. 
Each selected feature has a high probability to cause the output and make the prediction 
decision. The features back-tracking (FBT) approach on sparse DBN is described in 
Algorithm 1. 
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Algorithm 1. The FBT method on sparse DBN
Input: , , ,  
Ensure:  

For  
 

End For 
Return:  

where  is the layer numbers of the DBN,  is the connecting weight between the 
-th layer and the -th layer,  and  are thresholds and set  contains the 

selected positions of the -th layer. By back-tracking method, finally, achieved, 
which the essential features from the data which contribute most to the final prediction. 

4. Results on the SNPs data of Schizophrenia 

The rapid development of genomic techniques improves the study of the relationship 
between mental diseases (such as schizophrenia (SZ)) and genes. Single nucleotide 
polymorphism (SNP) data of SZ patients is a type of genomic data resulting from genome 
wide association study. Each SNP is a gene sequence variation occurring commonly 
within a population, in which a single nucleotide - A, T, C or G - in the genome differs 
between paired chromosomes. The SNPs data is one typical high-dimensional data. In 
addition, it is extremely complex, and simple linear models have not yielded the hoped-
for benefits. Many studies have investigated the crucial genes associated with SZ [14-
17]. In this section, we utilize the features back-tracking method with sparse DBN to find 
the distinct loci of the SNPs sequence, based on which the potential risk SNPs of SZ 
from healthy controls can be better sought out. 

The data collection was conducted by the Mind Clinical Imaging Consortium. The 
SNPs data contains 208 subjects including 92 schizophrenia patients and 116 healthy 
controls. Each SNP was represented by three numbers, 0 for  (no minor allele), 1 for 

 (one minor allele) and 2 for  (two minor alleles). The dimension for each 
sample is 12513. 

To deal with the SNP data which are coded by 0, 1 or 2, in each RBM, they are 
transformed into binary sequences first. Here, the visible units , and 

  is an -dim vector with each . For 

every sample, the SNP sequence is denoted as  with each   ( , 

) is defined as  

 

Then by using the unsupervised sparse learning method in Section 2, the DBN with 
sparse architecture and sparse representation can be achieved with training data. 
Additionally, based on the features back-tracking algorithm with sparse DBN, the risk 
SNPs loci of SZ can be selected. 

The sparse DBN used here contains 5 layers, including a visible layer, three hidden 
layers and a decision layer. The sample size of the training data is 168, and the sample 
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size of the testing data is 40. The number of three hidden layers we used for training the 
sparse DBN is 1000, 500, 200 respectively. The learning rate is 0.1 and the penalty rate 
is 0.0002.  

The training procedure of sparse DBN and the following features back-tracking 
process are randomly performed 50 times. Simultaneously, based on the feature back-
tracking method with sparse DBN, we use the training data to achieve the risk loci, and 
from the testing samples with the selected risk loci we get the average classification. The 
performs for the testing data before and after the feature back-tracking method are shown 
in Table 1. Where Dim refers to the dimension of the data, ACA is the average 
classification accuracy, and SCR is the space compression rate. 

Table 1. Results before and after back-tracking of SNPs data 
 Dim ACA SCR 
Raw Testing Data 12513*3 0.9867 1.0000 

Testing Data with Selected Risk Loci 2973 0.9856 0.0792 

From the selected 2973 risk loci, there exist several SNPs that have been shown with 
great correlations with schizophrenia. Table 2 lists 10 typical SNPs among them. 

Table 2. 10 typical selected risk loci by the feature back-tracking method 

 

 

 
 

 
By http://www.genecards.org/, we can find that some genes in Table 2. have strong 

correlation with schizophrenia, such as NRG1, GRIK4, GRID1, PIP4K2A. In addition, 
GRIN2B and CNTNAP2 are related with mental retardation and neuroscience, GRIN2B 
is related with epileptic encephalopathy and protein-protein interactions at synapses, 
HAAO is present in the central nervous system, and CACNB4 is related with epilepsy. 

Table 1 as well as Table 2 sustain the validation of the feature back-tracking method 
with sparse DBN when it is applied on the SNPs data. Firstly, the data with the selected 
loci nearly keep the same high classification accuracy as presented in [18]. Further, the 
selected risk loci can get a space saving rate about  with a classification accuracy 
around , that means, nearly all of the distinguishable loci of schizophrenia from the 
raw data have been chosen correctly. What is the most important, several selected loci 
have been shown owning strong correlation with schizophrenia by biological explanation. 

5. Results on MNIST data 

The MNIST data contains 60,000 examples as the training set, and 10,000 examples as 
the test set [19]. It has 10 types handwritten digits, i.e., from 0 to 9. Each one has 784 
pixels. We use the proposed FBT method to achieve key pixels of different digits.  

The DBN contains 5 layers. Let  be a threshold of key 

features/sites selection with layer  for digit , in which  is a coefficient and 

SNPs Genes SNPs Genes
rs10102965 NRG1 rs1110144 CNTNAP2 

rs11607732 GRIK4 rs6586002 GRID1 

rs11013103 PIP4K2A rs2765993 PIP4K2A 

rs2098469 GRIN2B rs220573 GRIN2B 

rs111888901 HAAO rs6433777 CACNB4 
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,  and 

.  and are the dimension of the original data and that of the 
selected pixels respectively. and  are the classification accuracy of the testing 
data and the selected key pixels of the testing data respectively. space saving 
rate, i.e., . AVG-  and AVG- denote the average classification 
accuracy of the testing data and the testing data with selected sites respectively. AVG-

 denotes the average number of the selected sites, and AVG-  is the average space 
saving rate. The performance of the proposed method on all two kinds, all three kinds, 
and all ten kinds of digits are shown in Table 3. 

Table 3. Average performance with FBT 
Types of digits AVG- AVG- AVG- AVG-SR 
2 0.9976 0.9893 61 0.92 

3 0.9975 0.9807 131 0.83 

10 0.9607 0.9563 289 0.63 

Table 3 shows that by the features back-tacking method combining with sparse DBN, 
the key pixels identifying different digits can be selected successfully. With only part of 
the pixels, high recognition accuracy rates can still be well kept. For some cases, the 
identification accuracy is even improved with the picked pixels. For example, the 
classification accuracy of digit 1 and digit 2 rises from  to  (see, Table 4 
and Figure 1), the classification accuracy of digits 0, 1 and 3 increases to  (see 
Table 5 and Figure 2). The results show that the method can recognize the key positions 
to distinguish the digits. 

Table 4. Results before and after pixel selection of digits 1 and 2 
DIGIT SR 
1 784 146 0.9974 0.9522 0.81 

2 784 31 0.9961 1 0.96 

 
Figure 1. Original images and distinguishable images of digits 1 and 2 

Table 5. Results before and after pixel selection of digits 0, 1 and 3 
DIGIT SR 
0 784 124 0.9990 0.9801 0.84 

1 784 126 0.9982 1 0.84 

3 784 122 1 0.9814 0.84 
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Figure 2. Original images and distinguishable images of digits 0, 1 and 3 

Table 3 reveals the average space saving rate for all two kinds of digits is , 
namely, the number of picked pixels over the data dimension is only 8 . Meanwhile, 
the average classification accuracy is nearly . The average compression ratio of all 
three types digits is about , with an average classification accuracy over . For 
all ten kinds of digits, it also keeps quite high accuracy and spatial storage capacity. 

We also tested the performance of one typical feature method, namely, Lasso on two 
kinds, three kinds, and all ten kinds of digits. Compared with the results obtained by 
Lasso, the proposed FBT method shows very good performance. For two kinds of digits, 
the AVG-  and AVG-  obtained by Lasso are 82 and 0.9142 respectively. While, 
those indexes obtained by FBT are 61 and 0.9893 respectively. For three kinds of digits, 
the AVG-  and AVG-  obtained by Lasso are 133 and 0.7620 respectively, and for 
FBT, the AVG-  and AVG-  are 131 and 0.9807. For all ten kinds of digits, the 
AVG-  and AVG-  obtained by Lasso are 213 and 0.6969 respectively, while the 
AVG-  and AVG-  obtained by FBT are 289 and 0.9563. Compared with FBT, we 
can find that although the AVG-  obtained by the two methods are similar, FBT can 
keep quite higher classification accuracy with the selected pixels.  

It usually considers MNIST data as a kind of data owning low dimensional structure. 
Recently, some dimensionality reduction techniques are applied to explore the lower 
dimensional subspace of it. While, there is no way to map high-dimensional data into 
low dimension and preserve all the structures of the raw data, so all the approaches try 
to make trade-offs, i.e., sacrificing one property to preserve another. It should be noticed 
that most of them are based on feature abstraction. For example, Principal Component 
Analysis was utilized in [20] to preserve its linear structure. In [21-24], multi-
dimensional scaling and t-Distributed Stochastic Neighbor Embedding were applied to 
preserve its global geometry or topology structure. Deep learning approach was applied 
to extract its latent features [11]. Genetic algorithm was carried out to find the feature 
subsets [25]. Compared with the above methods, the deep learning approach is not a 
shallow method to find the key features, and it is no longer only a feature abstraction 
approach. It can directly pick out the distinct pixels of the MNIST digits from a deep 
layer network with a good performance of the saving ability in storage space, and it 
improves the classification accuracy of those in [25,26].  

6. Conclusion 

The interpretability of deep learning framework is quite crucial for further understanding 
and applying of it. Feature back-tracking method based on sparse DBN architecture 
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provides a way for solving this issue. By simulating the sparse response of neurons for 
external stimulus and the sparse connection mechanism in brain system, the 
corresponding regularization items on the hidden neurons and the connection weights 
are introduced in the network learning process. Thereby, we can reduce the networks’ 
complexity and enhance the generalization ability. By exploring the correspondence of 
the connections and response differences of neurons of the sparse DBN, the features 
back-tracking method is proposed. This method has shown quite well performance of 
removing irrelevant features and reducing the difficulty and complexity of learning tasks, 
especially in searching for risk loci of schizophrenia and picking out the intrinsic pixels 
of different digits.  

Acknowledgements 

This research was supported by the National Natural Science Foundation of China (Grant 
No. 11471006, Grant No. 12090020 and No.12090021), the National Key Research and 
Development Program of China (No. 2020AAA0106302), the Science and Technology 
Innovation Plan of Xian (No. 2019421315KYPT004JC006) and was partly Supported 
by HPC Platform, Xi’an Jiaotong University. 

References 

[1] Colaco, S., Kumar, S., Tamang, A., Biju, V. G. “A review on feature selection algorithms.” In Shetty 
N.Patnaik L., Nagaraj H., Hamsavath P., Nalini N. (eds) Emerging Research in Computing, 
Information,Communication and Applications. Advances in Intelligent Systems and Computing. 906 
(2019) 133–153.  

[2] Morris G, Nevet A, Bergman H, “Anatomical funneling, sparse connectivity and redundancy reduction 
in the neural networks of the basal ganglia,” Journal of Physiology-Paris. 97 (2003) 581–589. 

[3] Barlow H B, “Single units and sensation,” Representations of Vision. 2010. 
[4] Olshausen B A, Field D J, “Sparse coding of sensory inputs,” Current Opinion in Neurobiology. 14 (2004) 

481–487. 
[5] Parekh R, Yang J, Honavar V, “Constructive neural-network learning algorithms for pattern 

classification,” IEEE Transactions on Neural Netw. 11 (2000) 436–451. 
[6] Reed R, “Pruning algorithms-a review,” IEEE Transactions on Neural Netw. 2 (1991) 47–55. 
[7] Chen Qiao, Lan Yang, Vince D. Calhoun, Zong-Ben Xu and Yu-Ping Wang. “Sparse deep dictionary 

learning identifies differences of time-varying functional connectivity in brain neuro-developmental 
study,” Neural Networks. 135 2021  91-104. 

[8] Chen Qiao, Yan Shi, Yu-Xian Diao, Vince D. Calhoun and Yu-Ping Wang. “Log-sum enhanced sparse 
deep neural network,” Neurocomputing. 2020, 407(24), 206-220. 

[9] Chen Qiao, Bin Gao, Yan Shi. “SRS-DNN: a deep neural network with strengthening response 
sparsity,” Neural Computing and Applications. 2020, 32(12), 8127-8142. 

[10] Hinton G, “training products of experts by minimizing contrastive divergence,” Neural Comput. 14 (2002) 
1771–1800. 

[11] Hinton G E, and Salakhutdinov R R, “Reducing the Dimensionality of Data with Neural Networks,” 
Science. 313 (2006) 504–507. 

[12] Hinton G E, “A Practical Guide to Training Restricted Boltzmann Machines,” Momentum. 9 (2010) 599–
619. 

[13] Fischer A, and Igel C, “Training restricted Boltzmann machines: An introduction,” Pattern Recognition. 
47 (2014) 25–39. 

[14] Ripke S, O’Dushlaine C, Chambert K, et al., “Genome-wide association analysis identifies 13 new risk 
loci for schizophrenia,” Nat Genet. 45 (2013) 1150–1159. 

[15] Luo X J, Mattheisen M, Li M, et al., “Systematic Integration of Brain eQTL and GWAS Identifies 
ZNF323 as a Novel Schizophrenia Risk Gene and Suggests Recent Positive Selection Based on 
Compensatory Advantage on Pulmonary Function,” Schizophrenia bulletin. 41 (2015) 1294–1308. 

C. Qiao et al. / Feature Back-Tracking with Sparse Deep Belief Networks 395



[16] Meier L, Geer S and B hlmann P, “The group lasso for logistic regression,” J. R. Stat. Soc. Ser. B. 70 
(2008) 53–71. 

[17] Onitsuka T, Shenton M E, Salisbury D F, et al., “Middle and inferior temporal gyrus gray matter volume 
abnormalities in chronic schizophrenia: an MRI study,” Am. J. Psychiatry. 161 (2004) 1603-1611. 

[18] Qiao C, Lin D D, Cao S L, et al., “The effective diagnosis of schizophrenia by using multi-layer RBMs 
deep networks,” IEEE International Conference on Bioinformatics and Biomedicine. 2015, 603–606. 

[19] LeCun, Y., Cortes, C, “MNIST handwritten digit database,” 2010. URL http:// 
yann.lecun.com/exdb/mnist. 

[20] Jiang B, Ding C, Luo B, et al, “Graph-Laplacian PCA: Closed-Form Solution and Robustness,” CVPR. 9 
(2013) 3492–3498. 

[21] Silva V D, Tenenbaum J B, “Sparse Multidimensional Scaling using Landmark Points,” Technical report. 
Stanford University, 2004. 

[22] Dzwinel W, Wcis o R, “Very Fast Interactive Visualization of Large Sets of High-dimensional Data,” 
Procedia Computer Science. 51 (2015) 572–581. 

[23] Maaten L, Hinton G, “Visualizing data using t-SNE,” Journal of Machine Learning Research. 9 (2008) 
2579–2605. 

[24] Lee J A, Verleysen M, “Shift-invariant similarities circumvent distance concentration in stochastic 
neighbor embedding and variants,” Procedia Computer Science. 4 (2011) 538–547. 

[25] Stefano C D, Fontanella F, Marrocco C, et al., “A GA-based feature selection approach with an 
application to handwritten character recognition,” Pattern Recognition Letters. 35 (2014) 130–141. 

[26] Wang J, Wonka P, Ye J, “Lasso screening rules via dual polytope projection,” Journal of Machine 
Learning Research. 16 (2015) 1063–1101. 

C. Qiao et al. / Feature Back-Tracking with Sparse Deep Belief Networks396



Multi-Step Low-Rank Decomposition
of Large PageRank Matrices

Zhao-Li SHEN a Bruno CARPENTIERI b,1

a College of Science,
Sichuan Agricultural University, Ya’an, Sichuan 625000, P.R. China

b Faculty of Computer Science, Free University of Bozen-Bolzano, 39100 Bolzano, Italy

Abstract. The PageRank model, initially proposed by Google for search engine
rankings, provides a useful network centrality measure to identify the most
important nodes within large graphs arising in several applications. However, its
computation is often very difficult due to the huge sizes of the networks and the
unfavourable spectral properties of the associated matrices. We present a novel
multi-step low-rank factorization that can be used to reduce the huge memory cost
demanded for realistic PageRank calculations. Finally, we present some directions
of future research.

Keywords. PageRank model, network centrality computation, matrix pre-
processing algorithms, low-rank factorization.

1. Introduction

The PageRank model proposed by Google in a series of papers [1,2] can quantify the
importance of each Web page efficiently from the linking structure of the World Wide
Web. In this model, the linking structure is represented by a binary matrix G ∈ Rn×n

(where n denotes the number of hyperlinked pages) such that G(i, j) is nonzero (being 1)
only when there is a hyperlink pointing from the jth to the ith page. Then the stationary
distribution of a random walk on this structure represents the importance of each page.
An important assumption of the model is the equal probability of each hyperlink to be
selected on a given page. Accordingly, the transition matrix P of this random process is
defined as

P(i, j) =


1

n
∑

k=1
G(k, j)

, if G(i, j) = 1,

0, otherwise.
(1)

To ensure that the process will not stagnate when the surfer visits a node with 0 out-
degree, matrix P is usually modified as P̄ = P+ vdT , where d ∈ Nn×1 is a binary vector
such that d(i) = 1 when the ith node has 0 out-degree. Meanwhile the irreducibility of
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the Markov chain is needed for a unique solution, hence P̄ is often modified into a matrix
P̃ defined as follows

P̃ = αP̄+(1−α)veT , (2)

where α ∈ (0,1) is called the damping factor, v∈Rn×1 is a probability distribution vector,
and e = [1,1, · · · ,1]T . Finally, the PageRank model can be stated as finding the stationary
distribution vector x such that

P̃x = x, ‖x‖1 = 1, x > 0. (3)

The eigen-problem (3) is mathematically equivalent to the solution of the nonsingular
linear system [3]

Ax = v, A = (I−αP), x > 0. (4)

The PageRank model depends solely on the graph topology of G and on the
user-defined damping factor α and distribution vector v. Therefore, it represents a
general network centrality measure that can be used to analyze large graphs arising in
many computational science and engineering applications [4]. The assumption that the
relevance of a node is determined by the number and by the importance of the nodes
pointing directly to it is appropriate for many classes of networks arising in applications.
Indeed, the model is broadly used far beyond search engine rankings, e.g., in feature
selection of intelligent systems [5], in large micro-array experiments of computational
biology such as the GeneRank [6] and the ProteinRank [7] problems, in ranking authors
from co-citation networks [8], to name only a few examples. Recently, the model has
been generalized to analyze multiplex networks as well [9].

In the past decade or so, considerable research attention has been devoted to the
efficient solution of problems (3)-(4), especially when n is very large. Nowadays Web
page ranking often deals with over billion pages and social networks graphs may consist
of more than 100 millions nodes. Solving eigen- or linear systems of such huge sizes
is a computational challenge that demands large costs in hardware and time. Direct
solvers based on matrix factorizations are clearly not affordable to solve problems of
this dimension in linear time and space. Iterative solvers based on sparse matrix-vector
products and dense vector operations are thus mandatory to use. In applications where
the damping factor α approaches 1, the convergence rate of classical iterative solvers
such as the Power method, the Jacobi method and the Gauss-Seidel method will seriously
deteriorate, and more robust algorithms need to be used. For example, the Power method
initially used by Google for computing PageRank vectors converges about 10 times
slower in the case when α = 0.99 compared with α = 0.9. Because the size of PageRank
problems keeps growing, the development of more sophisticated and efficient solvers
for this problem class are an active research topic of computational mathematics. In
this paper, we present a new multi-step low-rank factorization method that can be used
to significantly reduce the memory costs required for realistic PageRank calculations.
Throughout the paper, we adopt MATLAB notation and write A(i, :) to denote the ith row
of matrix A, while A(:, j) represents the jth column of A, and A(i1 : i2, j1 : j2) is the block
of A from row i1 to row i2 and from column j1 to column j2.
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2. Multi-step low-rank factorization of PageRank matrices

An iterative method for solving the nonsingular PageRank linear system Ax = v needs to
store only the coefficient matrix A and the right-hand side v, plus a few extra temporary
vectors. By using sparse storage formats, such as the Compressed Sparse Row (CSR)
or the Compressed Sparse Column (CSC) formats, the storage costs mainly depend
on the number of nonzeros nnz(A) of A. The algorithmic complexity also depends on
nnz(A), since the most expensive operation of an iterative method is the sparse matrix-
vector multiplication Au 2. Therefore, for very large values of n, significant memory
and time efforts could be saved by reducing nnz(A). For this purpose, we recall below
two important properties of the transition matrix P that determines the structure of
A = I−αP.

Property 2.1 (Property 2.1 in [10]) The nonzero entries in each column of the transition
matrix P defined in (1) are positive and have the same value.

For example, the transition matrix P corresponding to the Web matrix G below has the
following form:

G =


1 1 1 1
0 1 1 0
0 0 1 1
1 1 1 1

→ P =


1
2

1
3

1
4

1
3

0 1
3

1
4 0

0 0 1
4

1
3

1
2

1
3

1
4

1
3

 . (5)

Property 2.2 (Property 2.2 in [10]) Same patterns in the rows of G define identical
subrows in P.

For instance, in the previous example, the last two rows of G have a common pattern in
the last two columns. Consequently, the corresponding subrows in P are identical and
have values

( 1
4 ,

1
3

)
. Property 2.2 indicates that any two rows of P with similar nonzero

pattern contain many identical entries that can be zeroed out by substracting one row
from the other [10], and full blocks of P consisting of rows with same pattern can be
suitably compressed by a low-rank matrix representation. For example, in the matrix
below

P =


0 ∗ ∗ 0 ∗
∗ ∗ 0 ∗ ∗
∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0
0 0 ∗ 0 ∗

 , (6)

the 2nd , 3rd and 4th rows of P have nonzero entries in the 1st , 2nd and 4th

columns. Therefore, we can compress those nonzero entries by the following low-rank
decomposition:

2Hereafter, u means an arbitrary vector with appropriate size.
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P =


0 ∗ ∗ 0 ∗
0 0 0 0 ∗
0 0 ∗ 0 0
0 0 ∗ 0 0
0 0 ∗ 0 ∗

+


0 0 0 0 0
∗ ∗ 0 ∗ 0
∗ ∗ 0 ∗ 0
∗ ∗ 0 ∗ 0
0 0 0 0 0



=


0 ∗ ∗ 0 ∗
0 0 0 0 ∗
0 0 ∗ 0 0
0 0 ∗ 0 0
0 0 ∗ 0 ∗

+


0
1
1
1
0

 [∗,∗,0,∗,0] = PR + f hT . (7)

The latter form enables to save the storage of three matrix elements. Any submatrix of P
consisting of rows with the same nonzero pattern can be compressed. The same operation
can be applied to the remaining matrix PR, recursively, until no more nonzero elements
can be further compressed. In practice, such low-rank factorizations will be implemented
on the matrix αP to produce a matrix decomposition of the form αP = D̄+ F̄H̄, where
D is the final remaining matrix, F and H are respectively formed by the columns and
the rows generated by the low-rank factorizations. Note that since A = I−αP = (I−
D̄)− F̄H̄, we can also write A = D+FH, where D = I− D̄ is a nonsingular M-matrix,
F = −F̄ and H = H̄. Therefore, matrix A can be compressed as well and our goal is to
maximimize the degree of compression of A.

We define a metric, hereafter referred to as the compression number, that counts the
reduction of nonzero matrix elements to be stored after compression, i.e. Comp(A) =
nnz(A)− nnz(D)− nnz(H)− nnz(F). Note that the larger the compression number, the
more efficient the algorithm. To start, we select the, say ith, row of P that can maximize
the compression number. According to Property 2.2, the largest amount of nonzero
matrix elements that can be saved due to compressions on the ith row is given by the sum
of number of nonzeros in the columns of P corresponding to the nonzero elements of
this row. In the given Example (6), the compression of any block of P that contains the
first row, P(1, :), can save at most all the nonzeros in the three columns P(:,2), P(:,3)
and P(:,5). Therefore, an upper bound on the compression number obtained by a rank-1
factorization of any block of P that contains P(1, :) is given by nnz(P(:,2))+ nnz(P(:
,3))+ nnz(P(:,5)), that is equal to 11. For the ith row, we denote such upper bound on
its maximum achievable compression number as maxcom(i).

Motivated by these considerations, we adopt the following strategy: initially, we
select the row of P with the largest maxcom value. Suppose that it is the ith row P(i, :) of
P. Then, we traverse the pattern of P to find other rows that can be merged with P(i, :)
to form a suitable block that can be effectively compressed by a rank-1 decomposition.
Clearly, P(i, :) should be merged with rows that have the most similar sparsity patterns,
as this may potentially lead to a higher compression number. Referring to Example (6),
the 3rd and 4th rows P(3, :) and P(4, :) have both the largest maxcom value. We select
P(3, :) as a reference row. The row with the highest pattern similarity with P(3, :), that is
the largest number of nonzero elements in the same column indices, is P(4, :) followed
by P(2, :), P(1, :) and P(5, :). The traverse follows this order. The rank-1 factorization
of the block P(3 : 4,1 : 4) will increase the compression number by 2 since P(3, :) and
P(4, :) have nonzero elements in their first four columns. However, it is convenient to
merge P(4, :) and P(3, :) also with P(2, :), because the rank-1 factorization of the nonzero
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block P(2 : 4, [1,2,4]) increases the compression number by 3 and therefore a better
compression can be achieved. On the other hand, if P(1, :) is merged with P(2, :), P(3, :
) and P(4, :), the rank-1 matrix factorization of the block P(1 : 4,3) can not increase
further the compression number, since these four rows are all nonzero only at column 2.
Therefore, P(1, :) is not merged with the other three selected rows, the search procedure
is stopped, and the rank-1 factorization P = PR + f hT is computed as (7). The same
process can be repeated on matrix PR. As mentioned above, such multi-step low-rank
factorization in practice is implemented on the matrix αP, yielding the decompositions
αP = D̄+ F̄H̄ and A = D+FH.

Two important amendments need to be introduced in the above algorithm, in order
to limit the time cost of the compression procedure without sacrificing considerably the
number of reduced nonzeros. At first, prior to the multi-step low-rank factorization, the
rows of αP are permuted in density increasing order, by moving the most sparse ones
to the top and the most dense ones to the bottom of the matrix. For costs reduction, the
most sparse rows with a number of nonzero elements equaling to θ ·nnz(A) are excluded
from the traverses, where θ is a user-defined ratio. Besides, we set a maximum number
of implementations of rank-1 decomposition for the multi-step low-rank factorization.
We suggest setting this upper-limit as 1%-15% of the matrix dimension. The reason
is twofold: 1) at each step, the algorithm selects and compresses the rank-1 block that
may increase most the compression number; as the compression increase is expected
to decrease with the number of rank-1 factorizations, a relatively small number of such
factorizations should be preferred; 2) the number of rank-1 factorizations is equal to the
dimension of the dense capacitance matrix I +HD−1F when preconditioner based on
the Woodbury formula are constructed from the decomposition A = D+FH as in [11].
Finally, the whole algorithm of the multi-step low-rank factorization is presented as
Algorithm 1, where Matlab functions and their calling methods are used for description.

3. Numerical experiments

We investigate the performance of the multi-step low-rank factorization strategy on
several Web adjacency matrices G extracted from the matrix repository of [12] and the
Laboratory for Web Algorithmics [13,14,15]. The characteristics of each matrix G are
reported in Table 1. The PageRank matrix A is constructed using the damping factor
α = 0.9. All numerical experiments are carried out in MATLAB R2018b on a 64-bit
windows 7 computer equipped with an Intel core i3-8100 processor and 24GB RAM
memory.

Table 1. Characteristics of the Web adjacency matrices G, where n is the dimension, and nnz is the number of
nonzero elements.

Name n nnz nnz/n2

uk-2007-100000 100,000 3,050,615 3.1e-4
cnr-2000 325,557 3,216,152 3.0e-5
in-2004 1,382,908 16,917,053 8.8e-6

We set the values of θ as 0.1,0.2,0.3,0.4, and the upper-bound r on the number
of rank-1 factorizations divided by n as 0.01,0.05,0.1,0.15,0.2. For each matrix and
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for each pair of parameter setting, we run the multi-step low-rank factorization on the
matrix αP and report the time cost Time in seconds and the compression ratio Comr =
(nnz(F ∗H)−nnz(F)−nnz(H))/nnz(A). The results are reported in Table 2.

Table 2. The time cost and the compression ratio of the multi-step low-rank factorization.

Problem: uk-2007-100000

θ → 0.1 0.2 0.3 0.4
r ↓ Time Comr Time Comr Time Comr Time Comr

0.01 1.64 67.2% 0.95 65.9% 0.80 59.9% 0.70 51.9%
0.05 3.57 72.1% 1.60 67.4% 1.07 60.1% 0.76 51.9%
0.10 5.05 73.1% 2.28 67.4% 1.08 60.1% 0.77 51.9%
0.15 6.28 73.4% 2.47 67.4% 1.09 60.1% 0.76 51.9%
0.20 7.33 73.4% 2.49 67.4% 1.08 60.1% 0.76 51.9%

Problem: cnr-2000

θ → 0.1 0.2 0.3 0.4
r ↓ Time Comr Time Comr Time Comr Time Comr

0.01 11.4 51.9% 6.65 52.8% 4.02 51.9% 2.68 45.9%
0.05 33.6 59.0% 15.4 58.4% 8.34 53.1% 3.86 45.9%
0.10 58.3 60.4% 24.6 58.2% 8.19 53.1% 3.89 45.9%
0.15 81.8 60.5% 26.7 58.2% 8.22 53.1% 3.90 45.9%
0.20 104.9 60.1% 26.5 58.2% 8.05 53.1% 3.98 45.9%

Problem: in-2004

θ → 0.1 0.2 0.3 0.4
r ↓ Time Comr Time Comr Time Comr Time Comr

0.01 122 56.4% 45.3 58.6% 16.5 56.6% 9.95 49.7%
0.05 478 66.3% 131 63.2% 30.6 56.9% 10.7 49.7%
0.10 872 67.1% 195 63.1% 30.6 56.9% 10.7 49.7%
0.15 1284 66.8% 196 63.1% 30.9 56.9% 10.7 49.7%
0.20 1632 66.4% 197 63.1% 30.9 56.9% 10.7 49.7%

In our experiments, both the time cost and the compression ratio of the multi-step
factorization generally decrease with θ while they increase with r. Consistently with
our analysis, a small value of r can guarantee a good compression ratio that tends to
raise very slowly with r. In Table 2, the compression ratio is almost constant for each θ

and for values of r in the range between 0.05 to 0.20. This observation suggests that a
suitable setting for the value of r can be r ≤ 0.05. Besides, when θ increases, the time
cost decreases much faster than the compression ratio, and setting θ = 0.3 or 0.4 is an
advisable choice. In such cases, the compression ratio tends to increase little when r
increases from 0.01 to 0.05. Thus, it is better to set r = 0.01. Seen from this table, the
multi-step low-rank factorization can achieve large compression ratio at low to moderate
computational cost. Therefore, it can be useful to reduce significantly the storage cost of
Web graphes and the PageRank computations. This may be an attractive advantage when
solving PageRank problems, especially when the damping factor approaches 1 or several
PageRank problems corresponding to the same Web structure need to be solved.

Z.-L. Shen and B. Carpentieri / Multi-Step Low-Rank Decomposition of Large PageRank Matrices402



Algorithm 1 Multi-step low-rank factorization for PageRank problems

Input: G, αP, θ , r
1: Compute the number rownnz of nonzero elements for each row of G, set k = 1;
2: Permute and mark the rows of G and αP in a rownnz increasing order until the amount of

nonzero elements in the marked rows reaches θnnz(G);
3: Suppose the first unmarked row is rowl , generate PickG = G(l : n, :) and PickA = A(l : n, :);
4: Compute the number of nonzeros in each column of PickG, store it in vector colsum;
5: Compute the maxcom value of each unmarked row by maxcom = pickG∗ colsum′;
6: for i = 1 : r ∗ size(P,2) do
7: Pick a row row j from the unmarked rows with the largest maxcom value;
8: Set common j = row j;
9: if maxcom( j) == 0 then

10: Break;
11: end if
12: Find the column indexes of the nonzero elements of row j, store them in vector neighbors;
13: Compute the number of nonzeros of columns neighbors distributed in each row by

repeats = sum(pickG(:,neighbours),2);
14: Permute the rows by [sumrow,orderr] = sort(repeats,′ descend′);
15: Set compressed j=0, index j = 1, N(k).group = [ j];
16: if sumrow(2)< 1 then
17: Set maxcom( j) = 0 and rownnz(l + j−1) = 0;
18: Continue;
19: end if
20: for s = 1 : n− l +1 do
21: Compute the common nonzero indexes by temcommon = common j.∗ pickG(orderr(s), :);
22: Compute the number of common nonzero indexes by temcommonnnz = nnz(temcommon);
23: if temcommonnnz ∗ index j > compressed j then
24: Set N(k).group = [N(k).group,orderr(s)], common j = temcommon;
25: Set compressed j = temcommonnnz ∗ index j;
26: Set index j = index j +1;
27: end if
28: end for
29: Set neighbour = f ind(common j);
30: Update rownnz(N(k).group) = rownnz(N(k).group+ l−1)−nnz(common j);
31: Update maxcom = maxcom− sum(pickG(:,neighbour),2)∗ index j;
32: Set sumneighbours = sum(pickG(:,neighbour),2);
33: Update maxcom(N(k).group) = maxcom(N(k).group) − sum(sumneighbours) +

sumneighbours(N(k).group)∗ index j;
34: Compute commonneighbour = f ind(common j);
35: Set N(k).common = common j.∗ pickA( j, :), N(k).col = k ∗ones(1, index j), k = k+1;
36: end for
37: Set row f = [N(1 : k − 1).group], col f = [N(1 : rank).col], lenv = length(row f ), v f =

ones(1, lenv) ;
38: Set temF = sparse(row f ,col f ,v f ,size(PickG,1),k−1);
39: Set F = sparse(n,k−1), F(i : n, :) = temF , H = cat(2,N.common), H = H ′;
40: Permute the rownnz back to the original order, and permute the rows of F accordingly;
41: return F and H.
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4. Conclusions and future work

We have presented a novel multi-step low-rank factorization method to reduce the large
memory cost demanded for realistic PageRank calculations. Differently from the low-
rank factorizations proposed in [11], the proposed method can be implemented to the
whole matrix A instead of only the off-diagonal blocks of A, thus leading to higher
compression level. The outcome of the algorithm is a low-rank decomposition of the
form A = D+FH that is suitable to construct effective preconditioners, e.g. based on
the Woodbury formula [11]. Additionally, matrix-vector multiplications that account for
the most expensive operation in classical iterative solvers are expected to be cheaper to
compute using the low-rank representation A = D+FH. The proposed technique can be
especially effective when the network has many nodes with similar in-link distributions.

In future work, it will be interesting to investigate the structure characteristics,
such as the distributions of the out-degrees and in-degrees and the similarity of in-
link (out-link) distributions of large networks from more fields to develop optimal or
highly efficient pre-processing techniques for reducing the memory and algorithmic
costs of computing large-scale PageRank centralities. An important application of these
techniques can be the solution of PageRank problems with multiple damping factors like
[16] or with slight modification of the network, that are computationally very demanding.
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A Novel Possibilistic Variance of
Trapezoidal Intuitionistic Fuzzy Number

Qiansheng ZHANG1

School of Mathematics and Statistics, Guangzhou 510006, P R. China

Abstract. Intuitionistic fuzzy number as the extension of fuzzy number has better
capability to model uncertain data in scientifical engineering problem. In this
paper, we present a novel possibilistic variance for trapezoidal intuitionistic fuzzy
number (TIFN) based on possibility theory. We also discuss some notes on
possibilistic variance of TIFN and get the important relationships between the
possibilistic covariance and possibilistic variance of TIFNs.

Keywords. Intuitionistic fuzzy number, possibilistic mean, possibilistic variance.

1. Introduction

Intuitionistic fuzzy number(IFN) as the special intuitionistic fuzzy set [1] has been
widely applied into multi-criteria decision-making [2-6], fault analysis [7,8],
programming [9-11] and portfolio selection problems [12,13]. Also, some basic
operations and ranking methods of intuitionistic fuzzy number were introduced in
literatures [14-16]. Inspired by possibility mean value theory [17-20] of fuzzy number,
in this paper we introduce a novel possibilistic variance formula for trapezoidal
intuitionistic fuzzy number (TIFN) which is different from the existing ones presented
in [21-23]. Then some important properties of the proposed novel possibilistic variance
of TIFNs are discussed.

2. Preliminaries

Definition 1[7]. A trapezoidal intuitionistic fuzzy number (TIFN)

),,,,,,,(
~ hdgcbfaeA � is a special kind of intuitionistic fuzzy set on the real

number set R, whose membership function and nonmembership function are
respectively defined as the following forms.
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where ,hdgcbfae ������� and TIFN )
~

,
~

(
~ *

* AAA � is viewed as a

conjunction of two fuzzy numbers *
*

~
,

~ AA with low membership )()( ~~
*

xx AA 

 �

and high membership ).(1)( ~~* xvx AA 	�


Definition 2. Let ),,,,,,,(
~

iiiiiiiii hdgcbfaeA � , ,2,1�i be two trapezoidal

intuitionistic fuzzy numbers, the addition and scale multiplication of TIFNs [15] are
defined as follows.

(1) 21

~~ AA �
= ),,,,,,,( 2121212121212121 hhddggccbbffaaee �������� .

(2) ),,,,,,,(
~

iiiiiiiii xhxdxgxcxbxfxaxeAx � , 0�x .

),,,,,,,(
~

iiiiiiiii xexaxfxbxcxgxdxhAx � , 0�x .

Definition 3. Let ),,,,,,,(
~ hdgcbfaeA � be a TIFN, the � -level cut set of low

membership and high membership of TIFN A~ is defined as , ],1,0[��
)](),([})()(/{
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**~~

][
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� �	���� aaxxxA AA
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Definition 4. Let ),,,,,,,(
~ hdgcbfaeA � be a TIFN the lower and upper

possibilistic mean value of the low membership function *

~A of TIFN A~ are,

respectively, defined as [17, 21]

)
~

( *AM 	 = � 	1

0 * )(2 ��� da = );2())((2 3
1

1

0
badaba ��	�� ���

)
~

( *AM � = � �1

0 * )(2 ��� da = � 		
1

0
))((2 ��� dcdd ).2(3

1 cd ��

The possibilistic mean of low membership of TTFN A~ is
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( *AM = 2/)]
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1
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Definition 5. Let ),,,,,,,(
~ hdgcbfaeA � be a TIFN, the lower and upper

possibilistic mean value of the high membership function *~A of TIFN A~ are,
respectively, defined as [22]

)( *AM 	 = �
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0

* )(2 ��� da )2(3
1 fe��

;

)( *AM � = �
�1

0

* )(2 ��� da ).2(3
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The possibilistic mean of high membership of TIFN A~ is
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([ ** AMAM �	 � = )()( 3
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6
1 gfhe ��� .

Definition 6. Let ),,,,,,,(
~ hdgcbfaeA � be a TIFN, the possibilistic mean value

of TIFN A~ is defined as

)
~

(AM = )]
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1 AMAM � = )()( 6
1

12
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Proposition 1. Let ,,,,,,(
~

),,,,,,,,(
~

2222222111111111 gcbfaeAhdgcbfaeA ��
), 22 hd be two TIFNs, for any Rxxx �21,, , we have
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The proof is straightforward from Definitions 4,5, 6. (Omitted)

Definition 7. Let ),,,,,,,(
~ hdgcbfaeA � be a TIFN with � cut sets �][

*

~ �A
)](),([ ** �� �	 aa , )](),([

~ **]*[ ��� �	� aaA of low and high membership function,

the possibilistic variance of low membership and high membership of TIFN A~ are
respectively defined as
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The possibilistic variance of TIFN A~ is also defined by
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Definition 8. Let TIFN ),,,,,,,(
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3. Some properties of the possibilistic variance of TIFNs

Theorem 1. Let ),,,,,,,(
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111111111 hdgcbfaeA � be a TIFN with � cut sets
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where )(x� is a signal function of Rx� .

Proof. (1) If 01 �x and 02 �x , by Zadeh’s fuzzy extension principle one can see that
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The other cases (2) 01 �x , 02 �x ; (3) 01 �x , 02 �x and (4) 01 �x , 02 �x
can be similarly proved.
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Also, by the possibilistic variance definition stated in [17, 21] we know that
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4. Conclusion

In this article, we introduce a new definition of possibilistic variance of trapezoidal
intuitionistic fuzzy number and discuss some important properties. In the future work,
we will study the possibilistic mean and variance of the related uncertain numbers such
as fuzzy neutrosophic numbers and dual-connection numbers, which are very
important in the uncertain multi-criteria decision and fuzzy portfolio selection problem.
Also, we will investigate the intuitionistic fuzzy portfolio decision-making and
selection problem by maximizing possibilistic mean and minimizing possibilistic
variance of portfolio.
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Abstract: In recent years, with the rapid development of artificial intelligence 
technology, knowledge mapping research based on data mining, machine learning 
and knowledge engineering has attracted the attention of a large number of 
researchers. Knowledge mapping has important theoretical value and practical 
significance for the development of artificial intelligence and machine cognitive 
intelligence. In recent years, researchers have achieved a lot of excellent research 
results in the field of knowledge mapping technology, but there are still some 
problems to be solved. This paper studies the construction technology of 
knowledge map based on social network, mainly discusses the problems of entity 
acquisition, entity disambiguation, relationship completion, relationship reasoning 
and knowledge conflict resolution. The research results of this paper can provide 
reference for intelligent applications such as intelligent information retrieval, 
dialogue system and intelligent recommendation. 

Keywords: Knowledge Mapping, Complex Network, Entity Disambiguation, 
Relational Reasoning 

1. Introduction 

Knowledge mapping is composed of concepts, entities, events of the objective world 
and their relationships, which are usually represented by a triple. It can provide a large 
amount of factual knowledge, and structured storage method for unstructured data, 
which helps to discover the potential association between entities. By establishing the 
mapping from string description to structured semantic description, it can provide 
technical support for natural language understanding, machine reading, semantic based 
information retrieval and other technologies. It has broad application prospects in 
intelligent search, recommendation system, question answering system, intelligent 
investment advisory, intelligent marketing, complex network and other scenarios [1]. 

Knowledge mapping construction is a challenging work, which attracts great 
attention in academic and industrial fields. Although there are many excellent 
researches, but still many problems need to be studied. The traditional knowledge 
comes from domain experts, which has high accuracy but limited quantity, and cannot 
adapt to the explosive growth of data. Therefore, the research on complex media data 
has become a hot topic. Aiming at the ubiquitous knowledge defects, PtranSparse is 
proposed to complete the knowledge graph based on metric space and relational paths, 
which combines TranSparse model to deal with the heterogeneity and imbalance of 
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entities and relationships and PTransE to make full use of the semantic information of 
the relationship path, the weight is used to distinguish the relationship type when the 
entity is projected [2]. The system based on social network knowledge graph includes 
five modules: the modules of data source, knowledge graph discovery, distributed 
graph database, and core sub-algorithm are connected to multi-graph network engine 
module, the distributed graph database module is connected to core sub-algorithm 
module [3]. The concept graph data developed by Microsoft from web pages and 
search logs contains 5.4 million core concepts, can provide common sense knowledge 
and concepts for machine by mapping concepts to vector space, which is used in many 
regions. 

This paper mainly uses machine learning, data mining, relational statistical 
learning and deep learning to solve the problem of knowledge mapping. Data-driven 
method and machine learning are used to obtain the entity data; Then, the Markov logic 
network is proposed to disambiguate double named entities in the knowledge map; 
thirdly, the entity relationship completion and reasoning of the knowledge map are 
carried out; finally, the method based on deep learning is proposed to complete the 
knowledge map, which resolves the knowledge conflict in the process of the change 
between the two countries. 

2. Related Concepts 

2.1. Task Association Method Based on Complex Network 

The topological structure of nodes is an important feature of complex networks, degree 
centrality, clustering coefficient and eigenvector centrality are three features of which 
used to associate people. Degree centrality represents its direct influence on neighbor 
nodes. The greater the degree centrality is, the greater its influence on neighbor nodes 
is. We use the normalized node degree to represent the degree centrality DC (i)[4]. 

                                                                                                 (1) 

Clustering coefficient measures the degree of close relationship between neighbors. 
The value is obtained by dividing the number of edges between its neighbors [5]: 

                                                                                                (2) 

                                                                                (3) 

2.2. Graph Segmentation Based on Spectrum 

It is time-consuming to calculate node clustering coefficient and eigenvector centrality; 
graph segmentation can divide large graph into small subgraphs. Spectral graph 
partition is a common method. The spectrum is the eigenvalue of a matrix and its 
eigenvector. G is divided into two disjoint sets U and W, so that the number of edges 

 is the least [6].                                                                                        
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2.3. Bipartite Graph Matching to Associate Cross Network Tasks 

In addition to the user's portrait and complex structure, user's network behavior such as 
online time, writing style and user interest can also be used to describe the similarity of 
users. Based on the location trajectory, online time and user generated content, Kong et 
al. proposed a multi network anchor link method to find related accounts in different 
platforms, and used a stable matching method to map the matching problem of user 
pairs. Goga and others use location tags, time information and writing style to solve the 
task of user identification. Although writing style works well in the long text, it is not 
suitable for the microblog network with short text [7]. Zafarani used knowledge 
limitations and typing patterns to model user behavior patterns. Mishari pointed out 
that the author's online comment writing style can be used as feature to connect the 
same users. Iofciu used tag to match accounts. Goga used activity information to match 
accounts.  

Existing methods are limited to use certain features, and cannot be extended to 
large-scale complex networks. In this section, the problem of people linking between 
complex networks is transformed into a weighted bipartite graph matching problem. 
Kuhn Munkres (KM) algorithm is used to solve the problem, which use user portraits, 
online time distribution and interest features to measure the similarity between users 
[8]. 

2.4. User Portraits and Complex Structural Features  

User profile information, such as nickname, gender, hobbies, educational background, 
can also be used to identify the same users. Jain designed a system to match Facebook 
and twitter accounts based on user portraits, user generated content and complex 
relationships he disadvantage that it needs to be redesigned for different complex 
networks. Tan pointed out that 50% of users use the same user name, but some are 
owned by different users [9]. Malhotra proposed a digital footprint based on name, 
nickname, location, photo and number of friends to associate a user's information. Jaro 
Winkler method can measure user ID and account name effectively, but can't associate 
some people with missing information. Zafarani and Liu proposed Mobius method to 
find out the relationship between users, based on the user's behavior pattern in complex 
media. Mobilus uses different content information to correlate user. Vosecky uses user 
portraits represented by vectors to associate people. Carmagnola used user profile 
attributes to associate users. Goga constructed a similarity matrix to identify 80% of the 
character pairs in twitter, Facebook and Google + datasets.  

The above research mainly focuses on specific networks, and cannot be applied to 
academic complex networks. This section uses the complex structure and user portrait 
characteristics to associate the same users in complex networks [10]. 

                                           (4) 

In order to integrate portrait similarity and network structure similarity, Mapme 
introduces a balance factor to adjust the weight, as shown in equation 6, where the 
smoothing factor α  [0,1], when α increases, the weight of portrait similarity is larger, 
and when α decreases, the weight of structure similarity is larger. 

                             (5) 
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2.5. Network Entity Disambiguation Based on Markov Logic 

In Markov logic network, the weight of rules can be calculated by the prior probability. 
When the new rule challenges, the weight is greater than that of the old rule, a new 
relationship is established. It can effectively deal with the problem of relationship 
conflict in knowledge base, which combines the advantages of probability graph model 
and first-order logic. Probability graph model can deal with the learning problem, and 
first-order logic can deal with the reasoning problem. Markov logic network can not 
only provide a compact description, but also have the ability to integrate modular 
knowledge flexibly; on the other hand, Markov logic network can provide uncertain 
reasoning ability for first-order predicate logic, and tolerate the lack and conflict of 
knowledge. 

Eq. (6) gives the probability distribution of a possible benchmark rule X. 

                                               (6) 

)(xni Indicates the number of corresponding benchmark rules, � �ix represents the 

state of rule X. 
Entity disambiguation based on tensor decomposition: 

                                                                 (7) 

If W and H are on the fixed distance, the Euclidean distance is invariant in the 
renewal case. If the initial matrix is nonnegative, all intermediate results are 
nonnegative. 

2.6. Relationship Cmpletion Based on Link Prediction 

Lao and Cohen developed a path ranking algorithm (PRA) for knowledge base 
reasoning. PRA randomly walks on the graph according to the graph structure to find 
the order (or path) of the relationship, thereby predicts the new relationship between 
entities. It has stronger expressive ability than other reasoning methods, and can be 
easily extended to very large graphs for real-time reasoning, but has weak 
representation ability. So, we use path feature and vector space representation to 
represent the relationship between entities. 

If the relationship path P=R1R2…RT not empty Let P’=R1R2…RT-1, define the path 
characteristics of node e: 

ℎ ℎ ′ ′ ′′ ′                                                       (8) 

Give path P, the path feature hs,P1(e), and the nodes can be sorted by linear model 
ℎ ℎ ℎ  . 

The ranking of candidate nodes e related to query node s can be given: 

ℎ                                                                                       (9) 

2.7. Relationship Reasoning Based on Probabilistic Soft Logic 

The occurrence times of each relationship can be counted, which represent the support 
or strength of the relationship. Based on the method proposed by Bhatia, a relational 
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ranking method is proposed to find out the corresponding target entities and their 
relationships. We use the following formula to rank the relationships 

                                         (10) 

Entity class identity thinks that the more and greater the entity relationship 
between a target and an input, the closer and important the relationship between the 
two entities is  the higher their entity class identity is. The similarity degree between 
entities is shown: 

                                                                                         (11) 

2.8. Uncertain Time Series Knowledge Map 

Uncertain time series knowledge graph is the combination of time series and 
probability graph, which can represent both uncertain knowledge and time 
characteristics. The semantic temporal relationship based on the joint probability 
distribution of entity relationship is proposed by Bhatia, finds out the corresponding 
target entities and their relationships. Given the entity  and the relation set R  
(R R), Using the following formula to sort these two relations by relevance: 

                                (12) 

The relationship probability between an entity with a popular entity is higher than 
with a rare entity. 

                                                                               (13) 

We mainly consider three constraints types: time disjoint, antecedent and time 
mutual exclusion. The time disjoint is to limit any two-time intervals with the same 
relationship. The following template is used to describe it: 

                        (14) 

Semantic, path and time embedding representation are used to resolve the 
knowledge conflict, and predict the relationship between entities, so that the knowledge 
map can change with entities. 

3. Experimental Results and Analysis 

The platform is Intel i7 2.80GHZ with centos6.4 and C++ program language. The 
accuracy(P), recall(R) and F1 value were used to evaluate the proposed method. P and 
R are the proportion of correct node pairs in the found pairs and all correct pairs 
separately. 

Data collected from aminer, sina weibo and science blog from January to June 
2015 are the experiment. aminer, sina weibo and science blog contains 17000,17000 
and 16000 user portraits, and 112000, 769000 and 89000 complex relationships 
separately. The common users are sina weibo 6512, science blog 4096, and aminer 
3953.  
(1) Result Analysis Using User Portraits and Complex Structural Feature 
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Figure 1. Comparison of recall and accuracy rates  

Figure 1 shows the recall and accuracy of mapme and baseline method on Weibo 
aminer dataset, from which we can see that mapme has achieved the best results. The 
recall rate of mapme is 10% higher than that of cosnet and 21% higher than that of 
baseline method, and the accuracy rate of mapme is 10% higher than cosnet and 27% 
higher than that of baseline method. 
(2) Different Sampling Ratio Test 

 
Figure 2. Comparison results of accuracy, recall and F1 values  
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Figure 2 shows P, R and F1 value of mapme method under different sampling ratios on 
science dataset. The sampling ratio η is the ratio of the training set to the total data. As 
can be seen from Figure 2, P of mapme increases with the sampling ratio. 

Table 1. Comparison of the accuracy, recall and F1  
 PNA ALIGN UMA FRUI Perito MOBIUS COSNET MapMe 

P 0.394 0.443 0.536 0.632 0.703 0.806 0.812 0.937 
R 0.401 0.438 0.546 0.641 0.724 0.801 0.823 0.946 
F1 0.398 0.439 0.539 0.639 0.716 0.801 0.816 0.941 

Table 1 shows the comparison results between mapme and baseline method when 
the sampling ratio is 0.5 on aminer dataset, and mapme has achieved the best effect. 
(3) Bipartite Graph Matching Method 

Table 2. Inter-network Matching 
OSN OSN Matching account pairs 

Facebook Tumblr 392783 
Tumblr Twitter 488667 
Twitter Instagram 413675 

Instagram Facebook 376528 
Twitter Facebook 432846 

Tunmblr Instagram 375654 

Table 2 shows the statistical information. Instagram is a photo sharing network, 
includes 1105492 users and 34387876 relationships. Facebook is a complex network 
with the largest user’s number, includes 1101324 users and 27693893 relationships. 
Twitter is a micro blog network, includes 1260752 users and 46083383 relationships. 
Tumblr is a light blog based complex network, includes 1007136 users and 29571930 
relationships. 

On Tumblr & twitter and instagram & Facebook, our method is the best. P, R and 
F1 value were 90.12%, 73.82% and 81.08% respectively. Compared with NS, Mobius, 
cosnet and hydra, P, R and F1 are 11%, 17% and 29% average higher respectively. 
(4) Entity Disambiguation Experiment Based on Markov Logitech Network 

Table 3. Entity disambiguation experiment 
Data 
set 

knowledge domain Method F1 P R 

Y
A 

YAGO3 Our method 0.711 0.815 0.631 
DoSeR 0.659 0.706 0.617 

DBpedia Our method 0.693 0.803 0.609 
DoSeR 0.656 0.729 0.597 

Wikidata Our method 0.704 0.812 0.621 
DoSeR 0.634 0.737 0.556 

D
B 

YAGO3 
 

Our method 0.710 0.821 0.625 
DoSeR 0.646 0.742 0.572 

DBpedia 
 

Our method 0.712 0.817 0.631 
DoSeR 0.647 0.742 0.573 

Wikidata Our method 0.706 0.831 0.614 
DoSeR 0.630 0.753 0.542 

W
D 

YAGO3 
 

Our method 0.704 0.827 0.613 
DoSeR 0.651 0.749 0.576 

DBpedia 
 

Our method 0.715 0.824 0.631 
DoSeR 0.661 0.759 0.585 

Wikidata Our method 0.726 0.831 0.645 
 DoSeR      0.647 0.742 0.573 

The results given in Table 3, show that our method is better than DoSeR. In WD and 
wikidata, the F1 value is 8% higher; in YA, DB, WD data sets and wikidata knowledge, 
the F1 value of is 7% higher on average; in wikidata and WD, P is 10% higher, and 5% 
higher on average. Markov logic network combines the advantages of Markov network 
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and first-order logic, which makes the statistical relation model based on Markov logic 
network very suitable for entity disambiguation.  
(5) Relationship Completion Based on Link Prediction 

 
Figure 3. FMR comparison result 

Figure 3 shows the comparison results. Elpkg can learn new relationships with fewer 
samples. When the number of new relational tuples increases from 10 to 100, the 
learning speed of elpkg is the fastest, and the FMR decreases rapidly from 6378 to 996. 
The link prediction method elpkg proposed solved missing relationship problem, which 
can mine the potential relationship between entities more accurately and can be applied 
to question answering system and precision recommendation system. 
(6) Relationship Reasoning Based on Probabilistic Soft Logic 

 
Figure 4. Comparison between the proposed method and the baseline method 
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Figure 4 shows the P and R curves on the Yago dataset. which shows that the kgipsl 
method proposed is obviously better than others. When R is 0.4, the maximum P is 
0.89, which is higher than SFE and kb-svo respectively. When R is from 0.1 to 1, the 
average P of kgipsl is 9% higher than others. kgipsl can mine the potential relationship 
between entities, and improve the knowledge coverage and completeness of the 
knowledge map. 
(7) Knowledge Conflict Resolution Based on Time Constraint 

 
Figure 5. Recall rate of proposed method Kcrabdl and baseline method  

Figure 5 shows the comparison results between the proposed kcrabdl method and 
several other methods on Yago dataset. It can be seen that kcrabdl is superior to other 
methods. When R is 5%, P of kcrabdl, npsl, TRANSR and PRA is 0.91, 0.9, 0.89 and 
0.88 respectively; when R is 50%, P is 0.73, 0.7, 0.68 and 0.55 respectively; when R is 
90%, P is 0.25, 0.13, 0.1 and 0.08 respectively. Experiments show that this method is 
superior to the current mainstream methods. 

4. Conclusion 

The social network-oriented knowledge mapping technology studied in this paper 
belongs to the cross domain of knowledge engineering, social network, data mining 
and machine learning, and has become an important content in the field of artificial 
intelligence. However, due to the large scale of knowledge mapping, wide range of data 
sources, complex data types, fast knowledge updating and other characteristics, the 
research has great challenges. This paper obtains knowledge from social media, 
knowledge base and other data sources, and studies the key technologies of knowledge 
mapping construction technology. Different from the traditional method of extracting 
entities from Wikipedia and knowledge base to build knowledge map, this paper first 
obtains the person entities from social networks; then proposes an entity 
disambiguation method based on Markov logic network to solve the entity ambiguity 
problem in the process of knowledge map fusion; and then proposes a link prediction 
method combining entity relationship semantic embedding and path embedding to 
solve the problem of knowledge map fusion, and a method based on probabilistic soft 
logic is proposed to solve the problem of relational reasoning in knowledge map; 
finally, a deep learning method based on recurrent neural network is proposed to solve 
the problem of knowledge conflict in the process of knowledge map changing with 
time. 
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Abstract. The article describes the authors' approach to the construction of general-
level artificial cognitive agents based on the so-called «semantic supervised 
learning». Within this approach in accordance with the hybrid paradigm of artificial 
intelligence, both machine learning methods and methods of the symbolic approach 
(«good old-fashioned artificial intelligence») are used. A description of current 
problems with understanding of the general meaning and context of situations in 
which narrow AI agents are found is presented. The definition of semantic 
supervised learning is given and its relationship with other machine learning 
methods is described. In addition, a thought experiment is presented, which shows 
the essence and meaning of semantic training with a teacher, which makes it possible 
to «educate» a general-level AI agent. It opens the opportunity to apply not only 
general-level knowledge about the world around the agent, but also introduce the 
personal experience, which, according to the authors, will lead to a full 
understanding of the context and, ultimately, to the construction of general artificial 
cognitive agents. The article also provides a possible architecture for an artificial 
cognitive agent that can implement semantic supervised learning. The novelty of the 
work lies in the authors' approach to combining various methods of artificial 
intelligence within the hybrid paradigm. The relevance of the work is based on the 
ever-increasing interest in general-level artificial intelligence methods in science, 
technology, business and world politics. The article is theoretical. The article will 
be of interest to specialists in the field of artificial intelligence (especially in the 
direction of building artificial general intelligence), philosophy of consciousness, 
and in general to all those who are interested in up-to-date relevant information 
about the approaches and methods of implementing general artificial cognitive 
agents. 

Keywords. Artificial intelligence, agent, agent-based approach, artificial general 
intelligence, supervised learning, semantics, context processing, personal 
experience, ontology, architecture 

1. Introduction 

The problem of creating general level artificial intelligence (Artificial General 

Intelligence, AGI) is becoming a technological trend of modern times again [1]. 
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Successes in the construction of narrow artificial cognitive agents which have already 

surpassed the human level for some specific tasks [2] give hope that with the proper level 

of technical elaboration it will be possible to move from narrowly focused artificial 

intelligence systems to artificial general intelligence. At the same time, there is a lot of 

skepticism about this trend. Since there are reasonable doubts that the extensive 

development of narrow artificial intelligence systems will make it possible to make a 

qualitative transition to AGI [3]. Intensification of research and the renewal of 

interdisciplinary dialogue are required to search for possible solutions in the field of 

building artificial general intelligence. 

It should be noted that such an intensification of research can take place in several 

directions simultaneously. The authors see at least the following: 

● Development of new types of architecture of artificial cognitive agents which 

allow them to solve problems inherent for AGI: independent goal-setting and 

the ability to independently learn new skills. 

● Using the achievements of related sciences and organizing a comprehensive 

interdisciplinary dialogue for a deeper understanding of the nature of human 

intelligence. 

● Application for the design and implementation of the general-level cognitive 

agent of the new knowledge gained from working with the natural intelligence 

of humans. 

In this work the attempt is made to present the authors' vision and understanding of 

how one of the processes of «growing» an general-level artificial cognitive agent should 

be arranged by teaching such an agent general knowledge about its environment (not 

necessarily coinciding with human reality) for gaining the ability to solve arbitrary 

cognitive tasks later. An outline of the architecture of such an artificial cognitive agent 

is given. 

2. Recognition and Understanding 

All research in the field of artificial intelligence could be divided into several large 

classes then, in fact, everything can be put into two large paradigms – top-down and 

bottom-up [4]. This division was proposed back in the days of the first researchers of 

artificial intelligence at the Computer Science and Artificial Intelligence Laboratory of 

the Massachusetts Institute of Technology — John McCarthy and Marvin Minsky. The 

first advocated the methods of the top-down paradigm (the so-called «pure artificial 

intelligence»), and the second — for the methods of the bottom-up paradigm 

(respectively, «dirty artificial intelligence»). 

The top-down approach in artificial intelligence is focused on methods of working 

with knowledge — these are knowledge bases and methods of acquiring, representing 

and processing knowledge, and various kinds of symbolic computation methods. The 

main feature of the approach is the ability to make decisions and explain the principles 

and reasons for making exactly such decisions. The disadvantages of this approach 

include the difficulty of learning for knowledge-based systems [5]. 

The bottom-up approach, based on training of artificial cognitive agents on data 

(machine learning, artificial neural networks), allows to effectively teach agents to solve 
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specific problems. But at the same time, in general terms, such agents remain «black 

boxes» with the complexity of explaining decision options [6]. 

Traditionally, bottom-up AI techniques have been used to solve pattern recognition 

tasks, to find hidden patterns in large data sets, and other similar tasks. In particular, the 

task of pattern recognition (in a general sense) has become the area where deep learning 

methods in some special cases have already surpassed the cognitive abilities of the 

human brain. For these particular cases, the accuracy of neural network solutions in 

pattern recognition is already higher than that of humans [7]. So there are no fundamental 

obstacles to increasing the accuracy even higher, as well as to expand the methods to 

solve new tasks. 

At the same time, pattern recognition does not lead to understanding [8]. In general, 

the problem of understanding is acute today. It stood in the history of the development 

of artificial intelligence methods, since the understanding of the current cognitive agent’s 

situation, especially taking into account the context and memory of the agent's «life 

experience», is the key to competent decision making. Without understanding the general 

meaning, it will only be possible to build narrow artificial intelligence systems for 

solving insular specific problems [8]. This thesis can be illustrated by the example of 

insects — their natural neural networks are quite capable of recognizing images, but no 

understanding arises in them. The bee visually recognizes flowers from which delicious 

nectar can be extracted, but does not understand exactly (at least in the human sense) 

what it does, why it does and for what purpose. 

However, the methods of the top-down paradigm of artificial intelligence also do 

not lead to the emergence of understanding in artificial cognitive agents, despite the fact 

that these methods are initially aimed at working with knowledge and meaning. The 

processing of the context of the situation in which the artificial cognitive agent could be 

found is still an unsolved problem. As well as the use of «general common sense» has 

not yet been implemented. However, the situation is gradually changing — the 

achievements and successes of the artificial neural network GPT-3 amaze the 

imagination [9]. 

Nevertheless, the problem remains open. With all the advances in pattern 

recognition, the understanding of meaning by artificial cognitive agents leaves much to 

be desired. This is also because modern solution architectures are initially sharpened for 

solving a specific applied problem, that is, from their very inception, they are a narrow 

artificial intelligence. Therefore, new approaches and architectures are required. 

3. Semantic Learning 

In order for a cognitive agent to understand the meaning of the situation in which it finds 

itself, it’s training must be carried out in a way to ensure that it creates a large set of 

associative connections between units of knowledge [8]. Understanding of the meaning 

in this case arises after the activation of all relevant units of knowledge by associative 

connections when the agent focuses on the selected set of stimuli that form a description 

of the current state of the environment in which the cognitive agent functions. 

Therefore, to teach an artificial cognitive agent, which must understand the meaning 

of the situation in which it finds itself, the new machine learning methods should be used. 

One of the composite methods that can be proposed for this is based on the simultaneous 

use of machine learning principles and methods of semantic situation analysis. This 
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method could be called «semantic learning», and it is based on the same learning 

principles that are used by a human in the process of its growth and education. 

Considering, semantic learning is based on the following principles: 

● At the basic level the agent need to use the three classic machine learning 

methods — supervised, unsupervised and reinforcement learning — all these 

machine learning methods are used to solve various problems [10], namely: 

o Unsupervised learning — identifying various hidden patterns in a variety of 

external stimuli, clustering objects and phenomena, simplifying input data. 

o Supervised learning — correlating objects and phenomena identified during 

unsupervised learning with the specified semantic classes. 

o Reinforcement learning — developing optimal (or at least suboptimal) 

strategies for working in an agent's environment to achieve particular given 

goals. 

● After obtaining data from the basic level of machine learning, the agent needs 

to use the methods of top-down artificial intelligence to build semantic 

relationships and enrich the semantic network. In this process, the agent itself 

can act from an active position, interacting with the teacher in such a way as to 

receive more information about those aspects of it’s environment that it still 

knows little about. Thus, semantic learning is carried out, which further leads 

to the agent’s understanding of the meaning of situations in which it functions 

in accordance with [8]. 

 

Further in this work, at the basic level, only the supervised machine learning option 

will be considered, which, together with the semantic component, leads to the use of 

supervised semantic learning. 

The general scheme of work of supervised semantic learning is as follows: 

● Using the methods of supervised machine learning, the agent recognizes the 

states in which it finds itself in its environment. These recognized situations are 

placed in its «operative memory» for further use in the process of building 

semantic relations between a set of concepts, which includes concepts (named 

or yet unnamed from the point of view of the agent objects and phenomena) 

from the recognized situation. 

● Then, by comparing the recognized information about the current state in which 

the agent is, with the knowledge available in its knowledge base, it tries to 

create new associative links between the concepts available in its associative 

memory and the new ones obtained from the previous stage. 

● If gaps remain in the set of connections of new objects and situations at the 

previous stage, the agent performs some protocol of interaction with the teacher 

to build the missing associative connections by actively obtaining information 

in a dialogue with the teacher. An important feature of the described approach 

is the presence of procedures for identifying such gaps and as a consequence 

for launching an interaction protocol. 
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In order to clarify the presented ideas, it is possible to make the following thought 

experiment. It is based on introspection and observation of preschool children learning 

in terms of study of new concepts and related objects or phenomena of objective reality. 

Imagine a preschooler who studies the world around him with interest. He walks 

around the garden being on a summer vacation visiting his grandmother and then he sees 

something on the sorrel garden bed that he has never seen before — some kind of slimy 

brown lump attached to the stem of the plant. The preschooler asks his grandmother what 

it is and she answers: «It's a slug». The preschooler finds a few more pieces of slugs and 

asks if they are slugs. Having received a positive answer, he is satisfied and does not ask 

anything else. However, for training purposes it would be enough to look at one slug 

from different angles or even in motion. 

After some time, the learning process begins to cycle in his nervous system. The 

images of several slugs that he saw earlier begin to spin in his head along with the word 

«slug», which he heard and remembered. It can be assumed that this process is 

unconscious and is associated with the consolidation of long-term memory during sleep. 

But it is also possible that the echoes of this process break through to conscious 

perception in the form of reflexive learning loops at which time the child may even repeat 

the word «slug» out loud. 

After the consolidation of memory which completes the supervising training in the 

framework of pattern recognition the next stage of training begins — the semantic one. 

The new concept should be built into the semantic network that the preschooler already 

has — and it does not matter that this semantic network is encoded in the neural networks 

of a living cognitive agent by means of sparse coding — the substrate in the current 

context does not matter. It is only important that there are numerous associative 

connections of different types between the set of cortical columns, in which the new 

concept of «slug» is encoded. It should be noted that semantic information should have 

at least two levels — linguistic and, in fact, semantic. 

The linguistic level is usually built implicitly on the basis of those linguistic patterns 

that already exist in the linguistic space of the preschooler. After some time, he asks: 

«Slug — who is it?» And they answer him: «Not who, but what. It's a snail». New 

linguistic information was implicitly received — the word should be declined according 

to the type of an animate being. And if for the English language this example is a bit 

artificial, for many other languages the definition of gender is not so trivial. Using the 

analogy with already learned models and examples of words in tune with the new one 

does not give an answer. The phonetic consonance of words does not allow to 

unambiguously determine the gender of the object expressed by it. So, the preschooler 

continues assuming that the word «slug» is neuter since this can reasonably be assumed 

on the basis that it is a snail. «Can slug be touched? Will it not bite?» And again, he 

receives a corrective signal: «The slug can be touched». At this stage most of the 

linguistic information necessary for the correct use of the word in utterances is recorded 

in the semantic network. 

At the same time, a part of the semantic information has already been formed — the 

IS-A relation has been received, the «slug» node has been built into the hierarchy of 

living beings in the «snail» group. Some of the semantic information is obtained from 

observations — various attributes of an object, such as color, softness, etc., as well as 

various associative connections, also obtained from observation, such as «creature» (if 

the slug moved), «lives on sorrel», etc. But then the preschooler can clarify various  
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additional information in order to extend more and more associative links from the new 

concept that has so interested him to the existing knowledge. 

Thus, the use of a similar approach for training an artificial cognitive agent designed 

to solve arbitrary problems will create a conceptual field of knowledge for it. This field 

will consist of two components: universal and individual. The individual conceptual field 

includes the «personal life experience» of an artificial cognitive agent, while the 

universal conceptual field is general semantic information on human knowledge [11]. 

Unlike humans, the general knowledge for an AI agent can be obtained by integrating 

with such information systems as universal ontologies (for example, CYC [12] or the 

semantic web [13]). 

4. Possible Architecture for an Artificial Cognitive Agent 

Having considered the basic principles of semantic supervised learning, it makes sense 

to start designing a possible architecture of an artificial cognitive agent in which this type 

of machine learning is possible. This section provides a draft of such an architecture for 

further discussion in the expert community and testing in practice. 

The architecture of an artificial cognitive agent with the possibility of implementing 

semantic supervised learning is presented in Figure 1. 

 

 

Figure: 1. General architecture of artificial cognitive agents for supervised semantic learning. 

The presented diagram underlines the high-level structure of an artificial cognitive 

agent, within which semantic supervised learning could be implemented. The learning 

cycle in this case is organized as follows: 

● The artificial cognitive agent receives signals from the environment through 

sensors that can be combined with additional elements such as filters and 

preprocessors. This combination of sensors with additional input signal 

processing elements is considered together as a separate sensory modality. The 
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artificial cognitive agent can have more than one sensory modality that receives 

signals of a different nature from the environment and transforms them into a 

sequence of data suitable for further processing. 

● Further, all data received from different sensory modalities are sent to the 

Center of Integration of Sensory Signals, where the process of multisensory 

integration is carried out, which includes a low-level fusion of data and their 

mutual enrichment to build a holistic description of the current situation 

perceived in the environment. If an artificial cognitive agent has only one 

sensory modality, then the Center of Integration may be absent, although there 

are serious concerns that such an agent will be able to use supervised semantic 

learning. On the other hand, chatbots, as cognitive agents receiving input 

signals of only one modality through the messenger console, may well use the 

described approach. This issue requires additional detailed research and is 

beyond the scope of this work. 

● After the process of sensory integration, a holistic description of the perceived 

external environment from the Center of Integration is transferred into the 

Associative-Hierarchical Memory, which also actively interacts with two data 

banks — general information about the environment and the personal 

experience of the cognitive agent. Both of these data banks are filled by the 

process of semantic supervised learning, and this process is carried out 

constantly and continuously, including the current act of perception and 

interaction with the environment. The data related to the current perception are 

recorded to data banks — existing information is updated; new information is 

added if necessary. 

● In the associative-hierarchical memory all the necessary associations and 

hierarchical concepts associated with the perceived situation in the environment 

are «excited». This set of excited concepts is passed on to the Decision-Making 

Center, where a list of possible reactions of the AI-agent to the stimuli received 

from the environment is formed. Then the optimal response is selected and 

transmitted to the Linguistic Processor (and other low-level command blocks 

for actuators, if any exists). The optimal response is selected by the means of 

symbolic inference within the Decision-Making Center or with any sort of 

emotional simulation, but this question is still to be investigated. 

● The Linguistic Processor receives the formed decision from the Decision-

Making Center and forms on its basis the reaction of the cognitive agent and 

sends it to the actuators (executive devices). The mentioned mechanisms are 

the output interfaces of the cognitive agent with the environment, transferring 

to it what they received from the Linguistic Processor in a form understandable 

to other agents. 

By itself, the artificial cognitive agent plays an essential role in organizing 

supervised semantic learning. It should be the initiator of questions to the teacher, the 

answers to which will help it to actualize its semantic network. The mechanisms must be 

implemented in the agent that determine the incompleteness in the semantic network and 

form the corresponding reactions aimed at filling this incompleteness. These 

mechanisms must be implemented in the Decision-Making Center. 

It should be noted that the presented scheme and its further description are 

deliberately devoid of indications of any specific technologies or methods for 
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implementing individual components. The presented architecture is positioned in a 

generalized way so that when implementing the cognitive AI-agent with the possibility 

of supervised semantic learning, this scheme could be implemented in specific ways of 

functional execution. For example, within the framework of the hybrid approach in 

artificial intelligence [14], professed by the authors, the Center of Integration of Sensory 

Signals can be implemented in the form of neural networks of suitable architecture, 

Associative-Hierarchical Memory — in the form of a special semantic maps [15], The 

Decision-Making Center is in the form of a symbolic inference machine [16], and the 

Linguistic Processor is again in the form of neural networks [17]. 

5. Conclusion 

The article presents the authors' vision of the opportunities that open up to researchers in 

the field of building and «growing» general-level artificial cognitive agents. The method 

of supervised semantic learning is presented, which is aimed not only at the formation of 

hidden models of pattern recognition or the relationship between stimuli and reactions 

of an artificial agent, but at the construction of a semantic map of the general description 

of the surrounding reality and the agent's personal experience of functioning in it. The 

presented approach probably has the right to exist and be further developed in the 

framework of interdisciplinary research in the field of building artificial general 

intelligence. 

References 

[1] Williams A. E. (2020). A Model for Artificial General Intelligence // In book: Artificial General 
Intelligence. — July 2020. — DOI: 10.1007/978-3-030-52152-3_38. 

[2] He K., Zhang X., Ren Sh., Sun J. (2015) Delving Deep into Rectifiers: Surpassing Human-Level 
Performance on ImageNet Classification / IEEE International Conference on Computer Vision (ICCV 
2015). 1502. — DOI: 10.1109/ICCV.2015.123. 

[3]  Harnad S. (1990) The Symbol Grounding Problem // Physica D. 42 (1-3). —  p. 335-346. 
[4]  Dushkin R. V. (2018) Obzor podkhodov i metodov iskusstvennogo intellekta [The Review on 

approaches and methods of artificial intelligence] // Radioelektronnye technologii [Radioelectronic 
technologies], № 3, 2018. — p. 85-89. — URL: https://goo.gl/nYczgo. 

[5] López M. (2015) Four unsolvable problems of symbolic AI // Revista de Filosofia. 40. — p. 81-104. — 
DOI: 10.5209/rev-resF. 2015.v40.n1.48441. 

[6] [6] Nikolenko S., Archangelskaya Ye., Kadurin A. (2018) Glubokoye obucheniye. Pogruzheniye v mir 
neyronnykh setey [Deep Learning. Dive into the world of neural networks]. — SPb: Piter, 2018. — 480 
p. — ISBN 978-5-496-02536-2. 

[7] Khanam S., Tanweer S., Khalid S. (2020) Artificial Intelligence Surpassing Human Intelligence: Factual 
or Hoax // The Computer Journal, January 2020. — DOI: 10.1093/comjnl/bxz156. 

[8] Dushkin R. V. (2020) Kritika «Kitayskoy komnaty» J. Searla s pozitsii gibridnoy modeli postroeniya 
iskusstvennykh kognitivnykh agentov [Criticism of J. Searle's «Chinese Room» from the perspective of 
a hybrid model for constructing artificial cognitive agents] // Sibirsky filosofsky zhurnal [Siberian 
philosophical magazine], № 2, 2020. — p. 30-47. 

[9] Benzon W. (2020) GPT-3: Waterloo or Rubicon? Here be Dragons. — Preprint. — DOI: 
10.13140/RG.2.2.18525.03048. 

[10] Shumsky S. A. (2020) Mashinny intellekt. Ocherki po teorii mashinnogo obucheniya i iskusstvennogo 
intellekta [Machine intelligence. Essays on Machine Learning and Artificial Intelligence Theory]. — 
Moscow: RIOR, 2020. — 340 p. — ISBN: 978-5-369-01832-3. 

[11] Heck R. G. (2009). Logic, semantics, ontology — PhD Thesis, January 2009. Massachusetts Institute of 
Technology, Dept. of Linguistics and Philosophy, 2009. 

R.V. Dushkin and V.Y. Stepankov / Semantic Supervised Training 429



[12] Witbrock M. et al. (2005) Knowledge Begets Knowledge: Steps towards Assisted Knowledge 
Acquisition in Cyc // In: Papers from the 2005 AAAI Spring Symposium on Knowledge Collection from 
Volunteer Contributors (KCVC). — pp. 99-105. Stanford, California, March 2005. 

[13] Yu L. (2014) A Developer's Guide to the Semantic Web. — 2nd ed. Springer. — ISBN 978-3-662-
43796-4. 

[14] Dushkin R. V., Andronov M. G. (2020) The Hybrid Design for Artificial Intelligence Systems // In: Arai 
K., Kapoor S., Bhatia R. (eds) Proceedings of the 2020 Intelligent Systems Conference (IntelliSys), 
Volume 1 (1250). — Springer, Cham, 2020. — P. 164-170. — ISBN 978-3-030-55179-7. — DOI: 
https://doi.org/10.1007/978-3-030-55180-3_13. 

[15]  Georgakopoulos T. (2019) Semantic Maps // In book: Oxford Bibliographies in LinguisticsPublisher: 
New York: Oxford University Press, January 2019. — DOI: 10.1093/obo/9780199772810-0229. 

[16] Bibel W., Kurfess F., Aspetsberger K., Hintenaus P., Schumann J. (1986) Parallel Inference Machines 
// In book: Future Parallel Computers, An Advanced Course, Pisa, Italy, June 1986. — Chapter: 5. — 
Publisher: Springer Verlag, Berlin, Lecture Notes in Computer Science 272. — Editors: P. Treleaven, 
M. Vanneschi. — DOI: 10.1007/3-540-18203-9_5. 

[17] Liu Zh., Lin Y., Sun M. (2020) Representation Learning and NLP // In book: Representation Learning 
for Natural Language Processing, July 2020. — DOI: 10.1007/978-981-15-5573-2_1. 

R.V. Dushkin and V.Y. Stepankov / Semantic Supervised Training430



A Theorem About the Existence of 

Minimax Rules for Statistical Decision 

Problems with Trapezoidal Fuzzy Losses 

Alexey S. SHVEDOV 1 

Department of Applied Economics, National Research University Higher School of 

Economics, 20 Myasnitskaya ulitsa, Moscow, 101000, Russia 

Abstract. This paper considers the problem of choice of an optimal decision under 
unknown state of nature when losses are not known exactly for some or all 
decisions and some or all states of nature. However, it is possible to determine 
probabilities for all states of nature on the basis of statistical data. So, there are two 
kinds of uncertainty, randomness and vagueness. That is why both methods of the 
probability theory and methods of the theory of fuzzy sets are used. There is no a 
unified approach to choice of an optimal decision even in the classical statistical 
decision theory. One of existing approaches is to use minimax decision rules when 
losses are crisp. In this paper, the approach is generalized for problems with 
trapezoidal fuzzy losses. A theorem about the existence of a minimax decision rule 
is proved when the set of all possible states of nature is finite. 
 
Keywords. fuzzy set, decision rule, risk function, loss function 

1. Introduction 

A decision rule, which allocates a decision to statistical data, is the main object of 
study in the statistical decision theory. It is an important theory since many well-known 
problems of mathematical statistics are particular cases of problems from this theory. 
Many of the basic methods of statistical decision theory were developed by Wald [1]. 
Also, some results connected with minimax decisions were obtained by Von Neumann 
and Morgenstern [2]. The statistical decision theory proved to be useful in many fields, 
see, e.g., Berger [3] and Robert [4]. In the classical statistical decision theory, losses 
are crisp and depend on the decision and the state of nature. But when a decision 
should be made, the state of nature is not known. However, on the basis of statistical 
data, which describe the state of nature, it may be possible to make a reasonable 
decision. The decision rule should satisfy some conditions of optimality. For example, 
the decision rule may be Bayesian or minimax. In the statistical decision theory, both 
problems with an infinite set of all possible states of nature   and problems with a 

finite set of all possible states of nature  1
,...,

m
    are considered. When   is 
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finite, there is a theorem about the existence of minimax decision rules, see, e.g., 
Berger [3] and Schervish [5].  

However, the assumption that losses are known exactly for all decisions and states 
of nature is not realistic on many occasions. The theory of fuzzy sets can be used to 
overcome this lack of certainty. The fuzzy statistical decision theory is a relatively new 
field of research. Some results of the theory were obtained by Gil and Jain [6], Gil and 
López-Díaz [7], Gil et al. [8], Hryniewicz [9], Viertl and Sunanta [10]. However, these 
papers do not consider minimax decision rules. To the best of our knowledge, no 
theorems about the existence of minimax rules for statistical decision problems with 
fuzzy losses were published before. 

This paper develops the fuzzy statistical decision theory. A theorem about the 
existence of minimax decision rules, which generalizes the result presented by Berger 
[3] and Schervish [5] for the case of trapezoidal fuzzy losses, is proved. Section 2 
contains some definitions. In Section 3, the main theorem is given. 

2. Definitions 

Let D  be a set of all possible decisions. Denote by ( )
i

L d�  a loss under the state of 

nature 
i

  and the decision d D . The membership function of the fuzzy set ( )
i
L d�  has 

the following form. There are real numbers ( )
i
a d  and ( )

i
b d  such that ( ) ( )

i i
a d b d , 

( )
( ) 1

i
L d

  
�

 for ( )
i
a d  , and 

( )
( ) 0

i
L d

  
�

 for ( )
i
b d  . When ( ) ( )

i i
a d b d , the 

membership function is linear on the closed interval  ( ), ( )
i i
a d b d  and continuous on 

the set of all real numbers. So, the choice of a fuzzy set ( )
i
L d�  is equivalent to the 

choice of a two-dimensional vector  ( ) ( ), ( )
i i i
c d a d b d , where ( ) ( )

i i
a d b d . It is 

reasonable to consider semi-infinite trapeziums because we are interested in 
minimization of maximum losses only. 

Suppose 
1

M�  and 
2

M�  are semi-infinite trapezoidal fuzzy sets; 
1

M�  is defined by a 

two-dimensional vector  1 1
,  , where 

1 1
  ; 

2
M�  is defined by a two-dimensional 

vector  2 2
,  , where 

2 2
  . Let k  be a non-negative real number. Then 

1 2
M M
� �  

is a semi-infinite trapezoidal fuzzy set that is defined by a two-dimensional vector 

 1 2 1 2
,      and 

1
kM�  is a semi-infinite trapezoidal fuzzy set that is defined by a 

two-dimensional vector  1 1
,k k  . 

We say that 
1 2

M M� �  if 
1 2

   and 
1 2

  . We say that 
1 2

M M� �  if 
1 2

   and 

1 2
  . We say that 

1 2
M M� �  if 

1 2
M M� �  and 

1 2
M M� � . So, the set of semi-infinite 

trapezoidal fuzzy sets is a partially ordered set. Similar ranking of fuzzy sets is 

considered by Ramík and Římánek [11]. If a semi-infinite trapezoidal fuzzy set 
1

M�  is 

defined by a two-dimensional vector  1 1 1,c    and a semi-infinite trapezoidal fuzzy 

set 
2

M�  is defined by a two-dimensional vector  2 2 2
,c    we say that 

1 2
c c , 

1 2
c c , and 

1 2
c c  if and only if 

1 2
M M� � , 

1 2
M M� � , and 

1 2
M M� � , respectively. 
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Denote by ( )
i
p x  a probability of an outcome x  under the state of nature 

i
 . 

Assume that x  takes values from a set that is at most countable. Obviously, 

( ) 1
i

x

p x    

for all i . Consider a risk function 

( ) ( ) ( ( ))
i i i

x

R p x L x � � , 

where   is a decision rule. 

Denote by  ( ) ( ), ( )
i i i
c a b    a two-dimensional vector that corresponds to the 

semi-infinite trapezoidal fuzzy set ( )
i

R � . Suppose that the losses are bounded below. 

This means that there is a real number K  such that ( )
i
a K   for all i  and  . 

Without loss of generality, we can assume that 0K  . Consider two-dimensional 
vectors 

 
1 1

( ) max ( ), max ( )
i i

i m i m

a b   
   

  

for all decision rules  . 
A decision rule 

0
  is said to be minimax if there is no decision rule   such that 

0
( ) ( )    . 

Denote by S  a set of two-dimensional vectors  ,c a b , where a b . Denote by 

U  a set whose elements are  1
,...,

m
u u , where 

i
u S  for all i . Consider a set 

  1
,..., :

c m i
V u u U u c for all i   , 

where c S . Denote by W  a set of elements  1
( ),..., ( )

m
c c   for all  . Consider a 

set 

 :
c

T c S W V    . 

The elements of the set U  can be considered as elements of 2m -dimensional 
Euclidean space. By the convergence in the set U  we understand the convergence in 
2m -dimensional Euclidean space. Any subset Q U  can be considered as a subset of 

2m -dimensional Euclidean space. When we define the closure and the interior of the 
subset Q , we take the closure and the interior of the corresponding subset of 2m -

dimensional Euclidean space, respectively. We denote by Q  the closure of Q . 

We say that an element  1
,...,

m
u u U    lies directly underneath an element 

 1
,...,

m
u u U  if 

i i
u u   for all i  and the inequality is strict at least for one i .  

The lower boundary of a set Q U  is the set of elements  1
,...,

m
u u Q  such that 

there are no elements  1
,...,

m
u u   belonging to the interior of Q  and lying directly 

underneath  1
,...,

m
u u . 

We say that a set Q  is closed from below if its lower boundary belongs to Q . 
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3. The main theorem 

Theorem. If W  is closed from below then a minimax decision rule 
0

  exists. 

Proof. By c  denote the Euclidean norm for c S . Let 

inf
c T

c


  

and 

n
e    as  n  

for elements 
n
e T . Since the sequence  

n
e  is bounded, it is possible to choose a 

convergent subsequence 
q
e  from the sequence. Thus, 

0q
e e   as  q . 

It is clear that 
0
e  . 

Taking a point from each set 
q
e

W V , we obtain a bounded sequence 

    1
,...,

q m q
c c  . It is possible to choose a convergent subsequence from this 

sequence. Let 

      * *

1 1
,..., ,...,

r m r m
c c c c    as r  , 

where *

i
c S  for all i . From the definition of 

r
e

V  we get 

   1
,...,

r r m r r
c e c e    

for all r . Hence,  
r r

e    for all r . Obviously,  
0

* *

1
,...,

m e
c c W V  . 

It follows from the condition 
0
e   that a point from the interior of W  can not 

belong to 
0
e

V . But a point that does not belong to 
0
e

V  can not lie directly underneath a 

point from 
0
e

V . Consequently, the point  * *

1
,...,

m
c c  belongs to the lower boundary of 

the set W . Since W  is closed from below, there is a decision rule 
0

  such that 

      * *

1 1 0 0
,..., ,...,

m m
c c c c  . 

Clearly,  0 0
e   . It follows from the definition of   that there is no decision rule 

  for which   0
e   . 

The theorem is proved. 

4. Conclusion 

When losses are not known exactly, it is reasonable to consider fuzzy-valued losses 
in statistical decision problems. In this paper, the theorem about the existence of 
minimax decision rules for the problems with trapezoidal fuzzy losses is proved. 
Remaining questions concern the existence of minimax decision rules for the problems 
with non-trapezoidal fuzzy losses. 
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Abstract. With the development of deep learning, the use of neural network for 
text detection has been more in-depth research and more widely used. Based on 
this, this paper studies the Chinese text event detection technology based on 
improved neural network. In the research, this paper uses the flower pollination 
algorithm (FPA) to improve the traditional BP neural network algorithm. By 
optimizing the weights and thresholds of BP neural network, a Chinese text event 
detection method based on improved neural network is proposed. In order to verify 
the effect of the Chinese text event detection method based on improved neural 
network, this paper compares it with the natural scene text detection method, and 
compares the recall rate, accuracy rate and time-consuming. The results show that 
the accuracy rate of the natural scene text detection method is 88%, and the recall 
rate is 73%. The accuracy rate of the text detection method based on the improved 
neural network is 95% and the recall rate is 86%. The F value of the natural scene 
text detection method in the Chinese text event detection test is 0.79, which takes 
4.56s The value of F in is 0.90, which takes 0.64s. Therefore, the Chinese text 
event detection method based on improved neural network has better performance. 

Keywords. Improved Neural Network, Text Event Detection, Natural Scene Text 
Detection, Flower Pollination Algorithm 

1. Introduction 

BP neural network is an artificial neural network model, since it was proposed, it has 
been widely used in various detection [1-2]. We know that BP neural network is a kind 
of multi-level neural network. The topological structure of BP neural network is mainly 
composed of three parts: input layer, hidden layer and output layer. Among them, the 
hidden layer has at least one layer. Between layers, neurons are fully connected. Except 
for the input layer, the input of each layer is closely related to the output of the 
previous layer [3-4]. Generally speaking, BP neural network is a kind of negative 
feedback neural network. It adjusts the weight through negative error response to make 
it closer to the nonlinear function. Therefore, the convergence speed of BP neural 
network is relatively slow [5-6]. 

In recent years, text detection has become a research hotspot and a challenging 
topic in the field of computer vision [7-8]. Tutz proposed the Logit model to estimate 
weights, rather than using weights that are entirely determined by distance. 
Automatically select the nearest neighbor by using a selection process such as lasso or 
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enhancement. Then, based on the concepts of estimation and selection, the predictor 
space is extended [9]. Nucci proposed an adaptive method named ASCI (Adaptive 
Selection of Bug Predictive Classifier), which dynamically selects a classifier that can 
better predict the bug propensity of a class from a set of machine learning classifiers 
according to the characteristics of the class. An empirical study on 30 software systems 
shows that ASCI performs better than five classifiers that are used alone and combined 
with majority voting integration[10]. 

In the research, this paper improves the traditional BP neural network, uses the 
flower pollination algorithm (FPA) to optimize the weight and threshold of the network, 
and proposes a Chinese text event detection method based on the improved neural 
network. In order to verify the effect of the improved neural network algorithm in 
Chinese text event detection, this paper introduces the GB2312 format data set for 
training, and performs fuzzy processing on the Chinese vocabulary to achieve the 
purpose of analyzing the meaning of the word. In this paper, experiments are conducted 
on the computer to compare the detection effects of natural scene text detection 
methods and detection methods based on improved neural networks. Accuracy rate, 
recall rate, F value and time consumption. 

2. Text Detection Algorithm and Improved BP Neural Network Text Detection 
Algorithm 

2.1 Text Detection Algorithm 

Traditional text detection algorithms most of the traditional text detection algorithms 
are based on connected domain analysis. These algorithms first aggregate image pixels 
into different connected regions according to low-level features (such as light intensity, 
color, gradient, etc.), and then classify these connected components with classification 
model to filter the noise area. Traditional text detection algorithms mainly use bottom-
up method. These algorithms usually start with character detection or stroke detection, 
and then apply text detection by filtering text elements, so as to construct text lines and 
verify text lines. Because of this, the detection results of this method have low accuracy, 
poor robustness, and the implementation process is too complex. In today's rapid 
development of society, text detection task is facing greater challenges. 

� Any length width ratio, color, font, size and shape of text may appear in the 
image; 

� The image background is more complex and diverse, and there are a lot of 
texture similar to the text, which is easy to cause confusion, such as fences, 
vegetation and other objects; 

� Image quality is uncertain, and text detection is very sensitive to image 
quality. The common interferences are illumination condition, motion blur, 
low resolution and occlusion; 

� Image text distribution is dense, different texts have similar features, only in 
detail strokes are different, the space between multiple texts is small, some 
tiny details may lead to multiple texts being detected as one text. Facing these 
more complex and difficult challenges, the traditional multi-step text 
detection algorithm is easy to generate a large number of non text connected 
regions, which brings great difficulty to the subsequent text line splicing and 
text line verification. 
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2.2 Chinese Text Event Detection Based on Improved Neural Network 

The nonlinear system composed of a large number of simple computing units is neural 
network, which simulates the processing operation of human brain to some extent. 

Since the data set of this article is mainly Chinese, it is very difficult to segment 
words. This article uses the red-black tree method to segment the pre-stored vocabulary 
in the system. When analyzing the data set, the words in the data set are segmented, 
and then compared with the words in the system are matched. The FPA neural network 
in this paper supports the GB2312 data set to achieve the ability to analyze Chinese text. 

In the research, we use the error function of BP neural network as the physical 
state function of FPA, find the minimum value of physical function, and update the 
state of FPA repeatedly, that is, when the error value is the smallest, we can get the best 
solution of FPA. It can be used as the initial weight and threshold of BP neural network. 

The global pollination process is completed by Levy flight, which is described as 
follows: 
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The process of local pollination and the regularity of flowers are described as 
follows (2): 
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Where �  is a random number generated from (0,1) uniform distribution. 
i
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ix  in Eqs.(1) and (2) refer to the solutions of generation t and generation 

t + 1 respectively. It represents the maximum of the current population. 
Optimal solution, l is the step parameter of Levy flight, which is calculated 

according to the following Eq. (3): 
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3. Experimental Design 

Experimental preparation: This paper selects CEC corpus as the test object. CEC 
corpus takes the news reports of five kinds of emergencies such as earthquake, fire, 
road accident, terrorist attack and food poisoning as the materials. Through text 
preprocessing, text analysis, event marking and consistency checking, the comments 
are finally stored in the text. 

Experimental environment: After the establishment and programming of the text 
event detection system, we test the system using CEC corpus to comprehensively 
verify the detection effect of the improved and proposed algorithm. 

Programming development environment is as follows: development tools is 
VS2008; Development language is C++ and STL; Operating system is Windows 7; 
Test text data set is 2048. The core code of the test is as follows: (Part of the code, as 
shown in Figure 1): 
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Figure 1. Text detection algorithm code 

4. Analysis and Discussion of Experimental Results 

4.1 Data Preprocessing 

For text, neural network can not directly identify, so it is necessary to map text data 
into multidimensional real vector, namely text vectorization. Data preprocessing 
includes the following three steps. 

Participle: There is no obvious boundary between words in Chinese text, so the 
segmentation of Chinese text is more difficult than that of English text. Whether the 
text can be accurately segmented has an important impact on the accuracy of text 
sentiment classification. "Stuttering" Chinese word segmentation is a python Chinese 
word segmentation library, which supports traditional word segmentation and custom 
dictionary. Choosing this method can segment sentences more accurately. 

Word Vectorization: The distributed representation of words has very strong 
representation ability, and the similarity between each word can be expressed by space 
vector. The so-called word vectorization is to process words into the form of word 
vector. At present, word2vec is the mainstream way to form distributed word vector. 
Combined with Chinese corpora, the word vector model can be obtained by using the 
related technology of word2vec, and then the word vector of each word can be obtained 
by inputting the word after segmentation into the vector model. 

Generating word vector matrix: After word segmentation and word vectorization, 
a N × m word vector matrix will be formed. Where N is the number of words after 
word segmentation and m is the dimension of word vector. In order to facilitate the 
training of the model, it is necessary to standardize the size of the word vector matrix 
generated by each text, so that the size of the word vector matrix generated by all texts 
is the same. The processing method is:  

stdN×2+avgN=n                                    (4) 

Among them, n is the number of words in the normalized word vector matrix; 
avgN is the average number of words n * after word segmentation in all texts; stdN is 
the standard deviation of the number of words n * after word segmentation. 
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Then, the word vector matrix generated by the text is processed. The insufficient 
word vector matrix is filled with 0, and the super long word vector matrix is pruned. In 
this way, the n × M word vector matrix can cover 95% of the samples. 

4.2 Selection of Common Chinese Characters 

The Chinese character sea contains 85568 Chinese characters. It can be seen that the 
number of Chinese characters constituting the text is quite large, but most of the 
Chinese characters are not commonly used. Therefore, if we take the rarely used 
Chinese characters and some special symbols as forbidden words and remove them 
from the text in the text preprocessing stage, we can improve the processing speed of 
the program. Therefore, this paper uses 2500 commonly used Chinese characters in 
modern Chinese character list to preprocess the text. Establish a common Chinese 
character code cross reference table, number 2500 common Chinese characters 
(Chinese characters are marked as w) and number them from 1 to 2500. The code of 
each Chinese character or the corresponding Chinese character of each code can be 
obtained by looking up the table. Table 1 is a partial example of the Chinese character 
coding Table. 
Table 1. Common word coding table 

Chinese 
characters One Yi Two Ten Ding ... Pot 

Number 1 2 3 4 5 ... 2500 

4.3 Text Event Detection 

Whether it is Chinese text or English text, compared with other objects, characters 
always have their own characteristics, such as stroke width, text structure, color 
features of characters in images, and edge features of characters. Based on the features 
of the related text images, the unified induction is carried out, and the relevant decision 
detection rules are sorted out, so as to achieve the purpose of text event detection. 
Compared with the image text in the natural scene, it is easy to be affected by complex 
background conditions. Chinese printed text often has uniform specifications in 
character size, color, stroke width and texture distribution. Therefore, the printed text is 
detected based on the above features. 

The traditional natural scene text detection algorithm basically takes English text 
as the detection object. Compared with the image detection of English text, the 
detection results of Chinese text detection are not ideal because of different styles and 
complex structure. In this paper, the output region of interest in Chinese printing area is 
combined with the improved SWT path width algorithm to detect text events. 
Compared with the traditional process of detecting the whole text image, the fast 
detection of the text region of the region of interest is undoubtedly faster. 

4.4 Analysis of Experimental Results of Chinese Text Event Detection 

(1) Analysis of accuracy and recall rate of different detection methods 
This paper first analyzes the accuracy and recall rate of the two Chinese text 

detection methods, and the results are shown in Table 2 and Figure 1. 
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Method Accuracy Recall 
Text detection algorithm in natural scenes 88% 73% 

Text detection algorithm based on Improved Neural 
Network 

95% 86% 

 

Figure 2. Comparison of accuracy and recall rate of different detection methods 

It can be seen from Table 2 and Figure 2, The accuracy rate and recall rate of the 
two methods are different. The accuracy rate of the natural scene text detection 
algorithm is 88% and the recall rate is 73%. The accuracy rate of the text detection 
algorithm based on the improved neural network is 95% and the recall rate is 86%. 
From the comparison of the two groups of data, it can be seen that the improved neural 
network text detection algorithm has better performance in Chinese text event detection. 

(2) F-value and time-consuming analysis of different detection methods 
After analyzing the accuracy and recall rate of the two different detection 

algorithms, in order to further analyze the practicability of the two algorithms, this 
paper compares the F value and time consumption of the two different algorithms, and 
the results are shown in Table 3 and Figure 2. 
Table 3. Comparison of F value and time consumption of different detection methods 

Method F value Time / s 

Text detection algorithm in natural scenes 0.79 4.56 

Text detection algorithm based on Improved Neural Network 0.90 0.64 
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Table 3 and Figure 3 show that the F value of the natural scene text detection 
algorithm in the Chinese text event detection test is 0.79, which takes 4.56s. The F 
value of the text detection algorithm based on the improved neural network in the 
Chinese text event detection test is 0.90 and takes 0.64s. From the data comparison, it 
can be seen that the text detection algorithm based on the improved neural network can 
detect Chinese text events more quickly It is better in practicability. 

5. Conclusions 

This paper studies the Chinese text event detection technology and proposes a Chinese 
text event detection method based on improved neural network. In this study, we use 
flower pollination algorithm to optimize the weights and thresholds of the neural 
network. In order to verify the effectiveness of this method, we compared it with the 
natural scene text detection method, and analyzed the accuracy, recall rate and time 
consumption. The results show that the accuracy of text detection algorithm based on 
the improved neural network is 95% and the recall rate is 86%. The F value of the text 
detection algorithm based on the improved neural network is 0.90, and the time is 0.64s. 
This method has better performance. Although the text detection algorithm based on 
the improved neural network proposed in this paper has achieved some results, its 
performance is not enough to be applied to actual production. This topic will continue 
to conduct deep learning and optimize the algorithm in the future. 
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Abstract. The initial center's selection of the traditional K-means algorithm is 
random. It makes the algorithm instability. Traditional clustering methods are hard 
to apply to the clustering of contour data. The data from the contour data set forms 
the contour shape, but the cluster center is not on the contour. The final cluster 
center is in the inner center of the contour. Using K-means algorithm directly is 
not able to handle this kind of data well. In order to optimize the initial clustering 
center of the contour data, and in order to solve the problem of contour data 
clustering. Based on the high density area may be initial clustering centers. And 
under the thought of the farther apart distance the more likely belonged to different 
clustering. In this paper, an algorithm of contour data clustering is proposed. This 
algorithm can obtain better initial central for contour data, so as to improve the 
clustering effect of contour data. Firstly, the algorithm calculates the distance 
between the samples. And based on the premise of the two farthest points most 
probability does not belong to the same class. The algorithm finds out the farthest 
two points according to the sample distance. With one point as the center, find the 
point closest to the point to join the point set. Until the data set number greater 
than or equal to α number (α is the ratio of the number of samples to the number of 
clusters). Calculate the average of all points as the initial cluster center. Repeat the 
above steps to get K initial cluster centers. Then the final clustering calculation is 
carried out according to the K-means algorithm. After the experiment on the 
experimental data set, the improved algorithm has a strong stability. The initial 
clustering center is uniformly discrete. And the clustering results have a high 
accuracy and have a good F1 value. The improved algorithm solves the clustering 
problem of contour data well. 

Keywords. Contour data, Initial cluster center, K-means clustering algorithm. 

1. Introduction 

Clustering is a kind of unsupervised learning method, which divides data into different 

data classes according to different data characteristics. Individuals belonging to 

different data classes have different data characteristics, while individuals belonging to 

the same data class have same or similar data characteristics. The purpose of clustering 

is to divide same or similar data individuals into a cluster and assign different 

categories of individuals to different clusters [1-5]. Traditional clustering algorithms 

can be divided into partition-based clustering [6], density-based clustering [7], 

hierarchy-based clustering [8], grid-based clustering [9], etc. K-means algorithm is a 
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classically clustering algorithm based on partition. As an indirect clustering method 

based on the similarity measure between samples, k-means algorithm takes the number 

of cluster classes as a parameter and divides n data objects in the data set into K 

clusters according to rules, so that the similarity within the cluster is higher while the 

similarity between clusters is lower. Although K-means algorithm has the advantages 

of simple, efficient and easy to understand, it still has many shortcomings.  It can only 

deal with spherical or globular data sets, unstable initial clustering center [10], easy to 

fall into local optimal solutions, and so on. Aiming at the shortcomings of this 

algorithm, many scholars have made many improvements. In literature [11], in order to 

solve the sensitivity problem of the initial clustering center, layered agglomeration 

clustering algorithm [12] was adopted to select the initial clustering center to ensure the 

high quality of the central point. Literature [13] proposed an improved initial clustering 

center selection algorithm for K-means algorithm, which introduced the idea of 

high-density priority clustering [14], for the sensitivity of initial clustering center and 

the inability to handle data sets with large density differences. Contour data is a kind of 

classic data type. Its data form the contour shape, beautiful contour data but not too 

convenient to handle. But the final clustering center of this kind of data is not on the 

outline of the data. The final cluster center is usually located on the inner center of the 

contour. So it's not always good to have a data point as the initial cluster center. Cause 

the final cluster center is also usually located in the center of the contour. Therefore, the 

optimization of the initial cluster center is particularly important. Experiments show 

that the improved algorithm has good ability to deal with contour shape data. The 

improved algorithm in this paper has strong anti-interference ability due to the 

operation mechanism. The clustering result is more stable. Compared to the traditional 

K-means, K-means++, it has good stability and good profile coefficient. This paper 

fully demonstrated the improved algorithm is feasible, reasonable and effective.  

Due to the K-means algorithm is sensitive to the initial clustering center. It can’t 

handle the contour data directly [15]. In order to solve the initial cluster center selection 

problem of contour data, to improve the feasibility of clustering, enhanced clustering 

effect, etc. This paper proposes a new simple and effective optimization algorithm. This 

algorithm can greatly reduce the random selection of the impact of the initial clustering 

center. We can use the algorithm to select the better initial clustering center. It is very 

suitable for contour shape clustering analysis of data to find out the initial clustering 

center which are located in the center of the contour. The algorithm combines the 

thought that the high density area at the same time may have the clustering center and 

the thought that the farther away the points are, the more likely they are to belong to 

different clusters. The algorithm is simple and quick, only need to deal with the 

distance of all points for the first time. It can speed up the convergence rate of the 

clustering, enhance the stability of the algorithm, discrete the initial clustering center of 

the uniform, improves the clustering effect.  

2. The basic idea of the improved algorithm 

Before describing the basic idea of this algorithm, first we need to know about the 

basic idea of K-means algorithm [16]. The algorithm proposed in this paper needs to 

use K-means algorithm. K-means algorithm idea is as follows: first of all, K data 

objects are selected randomly on the data set as the initial clustering center. And then 

calculate the Euclidean distance of each data object with the center and division to 
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the center of the smallest distance. Form K clusters and recalculate the new cluster 

center. Repeat the above steps until the clustering center are no longer changes or the 

error sum of squares of the difference of two adjacent clustering results is less than a 

threshold value.  

This article combines the thought that high density regions may have clustering 

center and the thought that the farther apart the points are, the less likely they are to 

belong to the same cluster. Firstly, calculate the distance between samples. According 

to the sample distance form collection, find out the nearest two points. Then 

according to the calculation formula of collection point to find out all the other point 

closest to the initial point. Find all relevant data points until the set number greater 

than or equal toαnumber (αis the ratio of the number of samples to the number of 

clusters). Calculate the mean of all the collection points to get the first initial cluster 

center. Repeat the above steps to get K (K is clustering number) collections. 

Calculate the mean of each set as the initial center. And the final clustering result is 

obtained by the K-means algorithm. Therefore, the improved algorithm inherits the 

characteristic that the farthest point is least likely to belong to the same class. And it 

integrates the characteristic of high-density priority clustering. It discretizes the 

initial clustering center of contour data uniformly. It increases the ability of the 

algorithm to resist the interference of outliers. And it can obtain the clustering center 

that is more consistent with the final clustering result. It can be used to process 

contour data.  

Let's say I have n sample data sets: D = x1,x2,…,xn, There are K clusters, C = 

C1,C2 ,…,Ck , m collections: M = M 1,M2 ,…,Mm .

Definition 1: The Euclidian distance between two data objects is.  
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Where, xi and xj are data objects, xil is the l attributes of xi, xjl is the l attributes  

of xj.  

Definition 2: The cluster center (Centerk) of the kth cluster is defined as.  

|

i 1

|

=

1
,

||

kC

i i k

k

cent x xrk Ce
C

 
 (2) 

Where, Centerk represents the center of the kth cluster, Ck represents the kth 

cluster, and xi ∈ Ck represents the data object xi belongs to Ck. | Ck | represents the 

number of points in Ck. 

Definition 3: The objective function is the sum of squares of errors 
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   (3) 

In K-means algorithm, the similarity between data objects is calculated by 

Euclid distance. The smaller the distance, the higher the similarity between the data 

objects. On the uneven density data set, the higher the density the more likely it is to 
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get together. In order to combine the density and distance, find K discrete points 

respectively. We go through the furthest point to ensure that the clustering centers are 

discrete. And we go through high density center point set to calculate the mean value. 

It is not only benefit the objective function of convergence, and is advantageous to 

the clustering of the accurate and reliable.  

According to the above principles, the steps to find discrete and uniformly 

distributed K points as the initial clustering center on the data space distribution are 

as follows.  

(1) Calculate the Euclidean distance between two data objects d (xi, xj), i, j = 1, 

2, …, n, find the two most distant data objects d1 and d2 and delete them from the 

total data set D.  

(2) Find α (n/k) points closest to d1 to form a set nd1 and remove them from the 

total dataset D. According to formula (2), the initial cluster center is calculated and 

added to the K set of the initial cluster center.  

(3) Find α (n/k) points closest to d2 to form a set nd2 and remove them from the 

total dataset D. According to formula (2), the initial cluster center is calculated and 

added to the K set of the initial cluster center.  

(4) Repeat (1) ~ (3) until the number of K sets is greater than or equal to K -1.  

(5) When the number of initial center points in the K set is equal to K-1, then 

formula (2) is used to calculate the initial clustering center points of the remaining 

points and add them to the initial clustering center K set. When the number of initial 

center points in K set is equal to K, then the process of searching for initial center 

points of clustering ends.  

3. Examples and applications of the improved algorithm 

 

Figure 1. A data distribution diagram. 

 

For example, this is a 2-dimensional dataset W with a data size of 10, and its 

data distribution is shown in Figure 1.  

Now if we need to divide the data set into three categories, we will find the 

initial clustering center according to the idea of this algorithm. So first of all find out 

the most remote point, the figure 1 shows that a and j furthest distance, and then 

respectively from a recent find three data points, the distance is obtained by Formula 
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(1) a's recent three data points b, c, d, adding them and point a to Nφd1 collection, 

calculated by Formula (2) as the initial clustering center of K-means clustering center, 

one of the K concentration and add to the initial clustering center. Then find the three 

data points closest to J, and get the three data points closest to J through Formula (1), 

add them and point j to Nφd2 set. Calculate the clustering center through Formula (2) 

as one of the initial clustering centers of K-means, and add it to the initial clustering 

center K set. Since the number of initial center points in the K set is equal to K-1, 

then the initial clustering center points of the remaining points are calculated by 

Formula (2), and added to the initial clustering center K set, and the process of 

finding the initial clustering center point is completed. 

But how can it be used in the contour data. For example, there is a 

2-dimensional circular data set G with a data size of 16, and its data distribution is 

shown in Figure 2. The data constitutes two rings on the left and the right. We can 

predict that the final clustering center should be the center of the circle.  

 

 

Figure 2. Data distribution diagram2. 

 

Suppose that they need to be divided into two categories, then if the traditional 

K-means clustering algorithm is adopted, the algorithm has great randomness, and it 

is difficult to get a good initial clustering center, and the clustering problem of such 

contour data will not be handled well in the end. According to the improved 

algorithm proposed in this paper, the initial clustering center is found. It can be seen 

from Figure 2 that points A and P are the farthest from each other, so the seven data 

points closest to A are found respectively. According to Formula (1), the data points 

closest to A are B, C, D, E, F, G and H. Adding them and point a to Nφd1 collection. 

The clustering center is calculated by formula (2) as one of the initial clustering 

centers of K-means, and is added to the initial clustering center K set. Then, find the 7 

data points closest to P, and get the 7 data points closest to P through Formula (1): I, J, 

K, L, M, N, O. Adding them and point a to Nφd2 collection. The clustering center is 

calculated by Formula (2) as one of the initial clustering centers of K-means, and is 

added to the initial clustering center K set. Therefore, since the number of initial 

center points in the current K set is equal to K, the process of searching for initial 

cluster center point's ends. The obtained initial clustering center points are about the 

center positions of the two rings, so it is easy to carry out subsequent K-means 

clustering, and the final clustering result is that the left and right two rings belong to 

two classes, and the clustering effect is very good.  
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For another example, the data in Figure 2 can be replaced with other contour 

data, such as square, triangle, polygon, etc. And the size of contour band can be 

changed, which can be attempted by this algorithm. If the distribution of each contour 

data volume is uniform, the algorithm will get a good clustering effect.  

4. The improved algorithm is described in detail 

If the data set N=x1, x2, …, xn,contains n data objects, each data object has S 

dimension. The detailed description of the improved algorithm is as follows (the 

parameter φ is the ratio of the total number of data set objects to the number of 

clustering centers, threshold  β refers to the difference of the sum of the squares of 

the two adjacent errors) .  

Input: Data set N =x1, x2, …, xn, Number of cluster classes K, threshold β.  

Output: Clustering results.  

Methods: 

(1) According to the method proposed in this paper to find initial cluster centers, 

K cluster centers are selected as the initial centers.  

(2) Calculate the distance between each data object and the center according to 

Formula (1), divide it into the nearest cluster center, and get K cluster classes.  

(3) Recalculate the center of each cluster class according to Formula (2).  

(4) Reclassify the clusters and update the centers.  

(5) Until the cluster centers no longer change or the difference value of E value 

for two consecutive times is less than the threshold value β.  

(6) End of algorithm.  

5. Experimental results and analysis 

5.1 The experimental data 

In order to verify the feasibility and effectiveness of the improved algorithm 

proposed in this paper, the experiment selected the Wine in the UCI database, Hayes 

Roth, Iris, airport, Ionosphere, Hagerman data set for the experiment and analysis. 

The dimensions of data sets are from several dimensions to a dozen dimensions. And 

the size of the data set range from hundreds to thousands of, which reflects the effect 

of the improved algorithm to cluster the data in different dimensions and size. It 

makes the results more convincing. The data set details are shown in Table 1.  
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Table 1. Basic information of the dataset. 

The data set name Data set size Data dimension Data categories 

Wine 178 13 3 

Hayes-Roth 132 5 3 

Iris 150 4 3 

Tae 151 5 3 

Ionosphere 351 34 2 

Hagerman 306 3 2 

5.2 The experimental results 

In order to verify the effectiveness of the improved algorithm, the traditional 

K-means algorithm and K-Means ++ algorithm are used to compare with the 

improved algorithm proposed in this paper. In the experiment, precision, recall, F1 

and contour coefficient were used to evaluate the clustering results of the algorithm. 

Accuracy rate refers to the proportion of the correct clustering to be positive in all the 

clustering results. Its value is generally in the interval of [0, 1]. The larger the value 

means the more data are correctly clustered. The recall rate refers to the ratio between 

the correctly clustered positive and all positive samples, which is generally in the 

interval of [0, 1]. F1 value is the harmonic mean of precision rate and recall rate. F1 

value is generally in the interval of [0, 1]. The F1 closer to 1, the better the clustering. 

Contour coefficient is a way to evaluate the clustering effect. The value of SC is in 

the interval [−1, 1]. The larger the value is, the better the clustering effect is. The 

calculation formula of precision rate, recall rate and F1 value is as follows.  

Tp
P

Tp Fp



; 

n

Tp
R

Tp F



; 

2
1

PR
F

P R


  (4) 

Where, P is the accuracy rate, R is the recall rate. Tp: the sample is positive and 

the clustering result is positive. Fp: The sample was negative and the clustering result 

was positive. Tn: The sample is negative and the clustering result is negative. Fn: The 

sample is positive and the clustering result is negative.  

The contour coefficient (SC) of the data object can be obtained by the following 

formula.  

( ) ( )
( ) , ( 1, 2,..., )

max{ ( ), ( )}

b i a i
S i i n

a i b i



   (5) 

Where, a(i) represents the average distance between the number i data object 

and other points in the cluster to which it belongs, b(i) represents the minimum value 

of the average distance between the number i data object and all points that are not in 

its own cluster, and S(i) represents the contour coefficient of any data object. Finally, 

the contour coefficient SC we need is obtained by averaging the entire S(i).  

In order to verify the clustering effect of the improved algorithm, six commonly 

used data sets of UCI are adopted as experimental data, and the experimental results 

of the improved algorithm are compared with the traditional K-means algorithm and 

K-means ++ algorithm, as shown in Table 2~ Table 4. 
 

Y. Chu and L. Wang / An Optimized Clustering Algorithm for Contour Data 449



Table 2. Comparison of accuracy and stability of data results. 

Algorithm  Wine Hayes-Roth Iris 

 The initial 

center 

accuracy The initial 

center 

accuracy The initial 

center 

accuracy 

K-means 1 (74,86,80) 0.478 (122,69,117) 0.273 (69,44,78) 0.240 

2 (118,17,103) 0.169 (6,72,95) 0.386 (18,146,5) 0.473 

3 (42,80,8) 0.702 (29,51,105) 0.280 (107,120,83) 0.320 

4 (139,141,9) 0.112 (115,77,80) 0.424 (26,146,22) 0.500 

5 (175,97,47) 0.354 (130,115,94) 0. 295 (30,100,145) 0. 440 

Ave — 0.363 — 0.332 — 0.395 

K-means  

++ 
1 (127,17,89) 0.112 (77,131,66) 0.280 (144,149,16) 0.320 

2 (176,177,16) 0.500 (96,131,21) 0.333 (39,149,60) 0.447 

3 (27,177,103) 0.478 (122,131,48) 0.394 (92,149,68) 0.440 

4 (98,177,16) 0.354 (88,131,69) 0.379 (106,149,11) 0.02 

5 (3,177,82) 0.702 (120,131,7) 0.280 (4,149,133) 0.887 

Ave — 0.429 — 0.333 — 0.423 

Improved 

algorithm 
1 — 0.702 — 0.439 — 0.887 

   

Algorithm  Tae Ionosphere Hagerman 

 The initial 

center 

accuracy The initial 

center 

accuracy The initial 

center 

accuracy 

K-means 1 (102,44,125) 0.318 (269,184) 0.644 (39,120) 0.500 

2 (94,91,102) 0.371 (289,216) 0.291 (18,296) 0.516 

3 (116,29,2) 0.298 (10,239) 0.709 (177,113) 0.242 

4 (48,69,58) 0.358 (44,46) 0.288 (127,43) 0.500 

5 (49,89,116) 0. 338 (250,264) 0. 712 (10,100) 0. 480 

Ave — 0.337 — 0.529 — 0.448 

K-means 

++ 
1 (3,150,92) 0.351 (69,350) 0.709 (39,305) 0.520 

2 (61,150,141) 0.298 (47,350) 0.288 (136,305) 0.520 

3 (47,150,148) 0.298 (152,350) 0.291 (72,305) 0.520 

4 (48,150,41) 0.338 (196,350) 0.288 (192,305) 0.520 

5 (38,150,124) 0.305 (221,350) 0.288 (268,305) 0.520 

Ave — 0.318 — 0.429 — 0.520 

Improved 

algorithm 
1 — 0.351 — 0.709 — 0.520 

Note: The "-" means that matching objects cannot be found in the data set.  

 

Table 3. Comparison of SC and F1 results of each algorithm on UCI data sets. 

UCI data 

sets 

K-means K-means++ Improved algorithm 

SC F1 SC F1 SC F1 

Iris  0.524 0.357 0.551 0.295 0.551 0.811 

Wine 0.571 0.370 0.563 0.357 0.571 0.710 

Hayes-Roth 0.571 0.346 0.571 0.354 0.572 0.436 

Ionosphere 0.286 0.457 0.294 0.405 0.296 0.707 

Tae 0.316 0.330 0.325 0.312 0.273 0.351 

Hagerman 0.387 0.443 0.399 0.547 0.399 0.436 
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Table 4. Clustering time comparison of all algorithms on UCI data sets. 

UCI data sets K-means(ms) K-means++(ms) Improved algorithm(ms) 

Iris  0.220 0.245 5.978 

Wine 0.312 0.207 7.979 

Hayes-Roth 0.193 0.360 6.017 

Ionosphere 0.333 0.460 31.959 

Tae 0.291 0.358 6.019 

Hagerman 0.418 0.527 8.420 

5.3 Results analysis 

It can be seen in Table 2, in the experimental data set in this paper, the clustering 

results improved stability obviously than the traditional K-means algorithm and 

K-means++ algorithm. This is due to the calculation of the improved algorithm is 

based on the limit range and scope of the distance. That is to say, the result is certain, 

not volatile, so the stability of calculation is better than K-means algorithm and 

K-means++. In terms of accuracy, the clustering result accuracy of the improved 

algorithm in this paper is better than that of the traditional K-means algorithm and 

K-means++ average. Because the initial clustering center of the improved algorithm 

is unique and has certain anti-interference ability. Combined with the data 

information in Table 1, the algorithm is not sensitive to the difference of sample size 

and density. And it has high adaptability to the difference of sample size and density. 

The final clustering effect is also good. Compared with the traditional K-means 

algorithm, the contour coefficients of the algorithm clustering results in this paper are 

mostly greater than or equal to the contour coefficients of the traditional K-means 

algorithm and K-Means++ algorithm. And compared with the traditional K-means 

algorithm and K-Means++ algorithm, the improved algorithm has excellent F1 value.  

The convergence rate of the improved algorithm mainly depends on the 

selection of the initial cluster centers and the number of clusters. For different data 

sets, the running time comparison of the algorithm is shown in Table 4. From 

clustering time contrast can be seen in Table 4, compared to the traditional K-means 

algorithm, the K-means++ algorithm, the improved algorithm requires more 

execution time. This is because the initial clustering center as the pretreatment. 

The complexity analysis of the improved algorithm is mainly composed of two 

parts. The first part is the center point optimization process of the initial clustering, 

and then the clustering process is carried out. The total time complexity of the 

improved algorithm is O(N (K + N/K-2) -- N2 /k2+ K × m × d × n), which is longer 

than the time complexity of the traditional K-means algorithm. The space complexity 

is O(n/K × m + m × n), which is greater than that of the traditional K-means 

algorithm, where N is the number of data objects, K is the number of cluster classes, 

M is the number of fields of each data object, and d is the number of iterations.  

Based on the above analysis, it can be seen that the algorithm presented in this 

paper has certain effects in processing contour data sets. The improved algorithm 

presented in this paper is reasonable, feasible and has unique clustering advantages, 

which can be used for cluster analysis of contour data.  

But the improved algorithm time complexity is higher, algorithm running time is 

longer than the traditional K-means and K-means++algorithms.  
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6. Conclusion 

Traditional K-means clustering algorithm is widely used in data mining field. With 

the development of the times and the progress of technology, the arrival of the big 

data, just by the traditional algorithm is hard to meet the needs of a wide variety of 

data mining, including the type of a variety of data sets, and the need of algorithm 

performance, etc. In order to improve the algorithm of clustering effect; ensure the 

rationality of clustering; enhance the ability of processing contour shape data, this 

paper proposes a new optimization initial clustering center of the improved clustering 

algorithm. It provides an entirely new way to think about and process contour data. 

The farther apart the points are, the more likely they are to belong to different 

clusters and places with high density may have clustering centers. The experiment 

shows that the initial clustering center of the improved algorithm is stable. It avoids 

the problem of poor clustering effect caused by the sensitivity of the initial clustering 

center. And it has strong anti-outlier interference ability. It can effectively disperse 

the initial clustering center uniformly, and the improved algorithm has better 

clustering effect by comparing the value of the clustering evaluation index. Therefore, 

the improved algorithm is useful to process contour data, which provides a feasible, 

reasonable and effective method for the processing of discrete distributed data sets.  

There are also some shortcomings for the proposed algorithm. Only several 

commonly used clustering data sets are analyzed, and there are still many places to 

study and think about the influence of the initial clustering center. The improved 

algorithm time complexity is higher, algorithm running time is longer, is not 

conducive to improving the efficiency of the algorithm. Moreover, more contour data 

are needed to verify potential problems and shortcomings of the algorithm. Based on 

this research, the next step is to improve the convergence and complexity of the 

algorithm, explore a better way to improve the efficiency of the algorithm, and 

improve the application of more kinds of data sets.  
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Abstract. In the Internet era, we actively promote and broadcast recruitment 
information to college students, actively help students' employment needs, and 
provide the latest job market information. The key to the success of wireless sensor 
systems for job hunting is to actively provide customized requirements and the latest 
development status of professional titles, and broadcast to students on campus or 
just leaving school. After strict system requirements analysis, overall model design, 
coding, system development tool selection, design pattern integration, testing, and 
completion. The research and design are to store the position information of the 
recruitment website in MySQL through the crawler technology in the database, and 
the system selects the position information according to the filing requirements. 
Through email, APP, and SMS, the employment information can be quickly pushed 
to the demanders to help teachers, students, and parents quickly screen out their 
expected employment fields. 

Keywords. Job recommendation, Crawler technology, MySQL, Software 
engineering, Sensing technology 

1. Introduction 

The school's student psychological counseling center and College Teachers' concern 
and inquiry. The source of the pressure of college graduates was found in the interview[1]. 
The results of the survey are as follows: firstly, some students plan to continue their 
master's degree program with the goal of a doctor's degree. Second, most students hope 
to get employed as soon as possible, share the source of family income, or choose to 
enter national enterprises to stabilize their income[2]. Third, to obtain a university 
diploma, according to the needs of social employment human resources, we can obtain 
a professional qualification certificate, and then enter the private company and enter the 
entrepreneurial direction[3,4]. 

2. System Design 

The background of the system design is to actively promote customized recruitment 
information to college students in the Internet era, actively help students expect to obtain 
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employment demand, and provide the latest job market information. With wireless 
sensor technology, the key to the success of the job search system can accurately provide 
customized demand, provide the latest development status of expected professional titles, 
and broadcast rapidly and accurately to students on campus or just leaving school[2,5]. 

2.1 Software engineering demand analysis 

The recruitment sensor has been selected through strict system demand analysis, overall 
model design, coding, system development tool selection, design mode integration, 
testing, and completion. The software design and software development tool are to store 
the position information of recruitment website to MySQL through crawler technology 
in database. The system selects the position information according to the filing 
requirements. The software design goal is to quickly push employment information to 
the demander through email, APP, and SMS contact, and help teachers and students or 
parents quickly screen out their expected employment fields[6]. 

2.2 Research object 

Second-year students have entered the professional program step by step, and they are 
not familiar with the characteristics of the course during the four years, so they are not 
included in the main scope of the job interview. The third and fourth-grade students were 
selected as the main research objects. In order to do a good job as a tutor[7], all three-
year students in the Department of electrical engineering and automatic chemistry were 
selected as the sample of the job interview. However, there is no questionnaire interview 
on the four-year students, because most of them have to actively apply for enterprise 
internships and choose the direction of graduation project production. In view of the 
convenience of teaching this semester, the interviewee only conducted a general survey 
on all three-year students in the Department of electrical engineering and automatic 
chemistry. There were five classes with 246 students in total.  

2.3 Survey results 

At present, there are 10 people who want to take part in the examination, accounting for 
4%, 85 people who want to take the examination of civil servants or state-owned 
enterprises, accounting for 34.6%, and 151 people, accounting for 61.4%, who have 
general job demand or follow up family enterprises. From the above, it can be seen that 
job hunting is one of the most important factors of students' psychological pressure in 
the past three years. With Internet exploration as the main means, they expect to get    
information about their expected enterprises or related jobs and positions. This is the 
demand of the online job agent mechanism. This job-seeking system is to achieve the 
technology of web crawler and actively push and broadcast the newly updated job search 
information to Job seeking clients, for reference[8]. 

The key to the feasibility and success of this automatic job search system is to 
actively provide the latest daily development of employment-related industries and 
professional titles, find the job categories and salary orientation of new recruitment work 
from the professional recruitment website and the company's personnel recruitment and 
job search line, actively broadcast to the students in school or just leaving school, and 
actively assist students at all levels to measure their employment intention and plan My 
own undergraduate course map[9]. 
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2.4 System technology architecture 

The function of the system is to explore the web pages, build a large database  and 

mine the jobs of specific objects. Therefore, the use of crawler technology is based on 
the Django framework, and the Django framework follows the commonly used MVC 
(modem, view, controller) development model. The system is divided into three parts. 
The first is the view layer, which is the front-end page display layer. It is mainly used to 
interact with users. HTML5, CSS3, JavaScript, and other software will be used to achieve 
this. The second is the controller layer, which belongs to the business logic layer. It 
mainly deals with the logic operation of the system, which is written in Python language. 
The third is the model layer, which is the access layer of the database. It is mainly used 
to add, delete, modify and query the database. The system uses a MySQL database. 
Figure 1: Conception of system technology architecture[10]. 

 
Figure 1. Conception of system technology architecture. 

3. Results 

According to the demand analysis of the system, firstly, from the two recruitment 
websites 58 Tongcheng and laguo.com as the experimental objects, we use the web 
crawler technology to screen the positions or companies according to the needs of 
customers, in order to successfully and accurately crawl the new information of the 
required recruitment posts[11].  

3.1 Software module design and program flow 

The main information can be divided into the job title, salary, company name, 
company address and company development type, work experience, education 
background, special nature of the post, etc., and store these data into MySQL database. 
In addition, in order to prevent large recruitment websites from setting up anti crawler 
mechanisms, or recruitment websites setting up different anti crawler mechanisms, it will 
form resistance for the system to obtain data[12]. 

Therefore, the system also initially wrote a breakthrough program to successfully 
achieve the work of web crawler data acquisition. The system functional architecture is 

shown in Figure 2  
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Figure 2 System functional architecture   

3.  Database Planning 

There are four main display interfaces in the system: login and registration page, 
homepage, personal center page, and position details page. It is convenient for users to 
take advantage of the opportunity to submit their resume to apply for the job immediately 
after finding out the satisfactory job. Therefore, the system also provides a jump function 
to recommend the selected position immediately. 

The inquirer can also record the information of the job that has been posted so that 
they can follow up in the future. In terms of database table design, the system has four 
tables: registration information table, personal information record form, post information 
table, and user comment feedback information table. Table 1: Registration table. 

Table 1. Registration table 

Number Field name Paragraph description Type Primary key 

1 ID User ID Int 12  yes 
2 Name Name Varchar (160)  
3 Password Password Varchar (160)  

 
Because the division of job market and occupation category is more and more 

refined, and the demand is more and more huge, there are more and more recruitment 
websites. The system consists of demand analysis, overall model design, coding, system 
development tools selection, design pattern integration, testing, and completion. 

The main purpose of system testing is to detect whether the system can run normally 
and find and correct the logic errors in the program as early as possible. System testing 
is the test of the whole system in the final completion stage. The purpose of the test is to 
find out whether there are hidden bugs in the system. If it is found that the system 
program is still wrong, it is necessary to check and modify it in time, to measure whether 
the system operation quality can reach the ideal standard. Table 2  Job search function 
table. 

 
 

2
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Table 2. Job search function table 
Module name Test purpose Testing procedure Expected results Test result 

Job search 
function  

Verify the 
position search 
function and 
screening function 
of the system 

1.Enter a position 
and click search. 

 
2.Give the filter 
criteria and click 
search. 

1. The system 
successfully displayed the 
positions searched by 
users. 
 
2. Screening succeeded. 

Consistent 
with the 
expected 
results 

 
The purpose of adding the jump function is to take the actual needs of users as the 

starting point. When users find suitable information on the web page and are immediately 
interested in the job, they can immediately Click to jump to the source website of the 
post information and post their resume information on the website. Table 3: Jump 
function

Table 3  Jump function 

Module name Test purpose Testing procedure Expected results Test result 

Jump function 
Verify the 
jump function 
of the system 

Click the apply 
now button 

Jump to source 
website 
successfully 

Consistent with 
the expected 
results 

4. Conclusion and discussion 

The successful cases of the software engineering experiment project are based on 
the actual needs of college graduates, effectively reducing the employment pressure of 
college students, and constructing a simple employment recommendation system. 
Individual qualitative interviews were carried out on the trial results of the system, and 
the third and fourth-grade students of the computer college expressed their great 
affirmation. Most of the graduates think that it is very helpful to inquire about the 
national civil service examination and search for the ideal job in their mind, and they can 
effectively use the blank course time to think about their own career positioning. 

This system creates a database, uses crawler technology and anti-crawler technology, 
stores the position information of the recruitment website in MySQL, after the system 
logs in, according to fill in the registration personal data, according to the application 
conditions, select the position information and expected salary that meet their own needs. 

The job application system will quickly match the latest employment information 
and push it to students by Email, APP, WeChat, SMS, and other means according to the 
user's contact information, so as to help teachers, students or family members study and 
discuss together, screen out the ideal career, give full play to professional knowledge, 
make contributions to society and serve the people. 
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Abstract. Transmission line operation environment is complex, prone to tilt 

collapse accident, so a transmission tower tilt real-time early warning model based 

on multi-sensor data is established to judge whether the tower is stable operation 

by detecting the tilt state of the early warning tower. The pressure and inclination 

sensors are deployed at different positions of the transmission tower to collect the 

inclination and stress of the tower in real time, and transmit them to the remote 

monitoring terminal through the wireless network to send out an alarm. The 

operators can timely adjust according to the alarm situation to maintain the safe 

operation of the transmission line. The experimental results show that the model 

can realize the real-time warning of transmission tower tilt, the measurement 

accuracy can meet the needs of comprehensive detection of tower state, and the 

application can effectively ensure the safety of staff and reduce the work intensity. 

1. Introduction 

Power grid transmission tower has the characteristics of large span, long span and large 

flexibility, which leads to the difficulty and long cycle of staff inspection, and the 

difficulty of operation and maintenance of some key nodes. It is urgent to carry out 

real-time on-line detection of tower tilt state through effective technical path, find 

problems in time and give an alarm, so as to maintain the safe operation of 

transmission lines, reduce the work intensity of inspection, and improve the 

management efficiency of power grid. 

In reference [1], using geographic information system (GIS) technology and 

taking the impact energy of slope as the disaster intensity, a landslide probability model 

which can be used to predict the landslide activity time is proposed, reflecting the 

quantitative functional relationship of the damage degree of transmission towers in 

landslide prone areas. The proposed method is feasible and reasonable. However, a lot 

of preparations need to be done before the method is applied, such as the collection and 

sorting of historical landslide data, the evaporation and loss properties of rainwater in 

different soils, the information of landslide geological conditions and the structural 

parameters of transmission tower. In reference [2], a new all-weather sensing 

technology is introduced to detect the power tower of the whole scene synthetic 

aperture radar (SAR) image, so as to realize the rapid assessment of large-scale 
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transmission line disaster. However, this method is difficult to implement on site. In 

reference [3], based on the principle of corrosion electrochemistry, a corrosion 

monitoring sensor based on "strip groove" structure was proposed, the corrosion 

mechanism of tower foot was studied, the corrosion monitoring method of tower foot 

was studied, and a set of data monitoring system was developed. However, this method 

can only monitor tower faults caused by corrosion. In reference [4], the online 

monitoring technology of tower foundation deformation of transmission lines is 

developed based on fiber Bragg grating stress sensor. But the cost of field application 

of this method is relatively high. According to the previous studies, most of the 

previous studies are based on a single parameter and cannot fully monitor the state of 

the tower. 

In this paper, a real-time warning model of transmission tower tilt based on multi-

sensor data is proposed. The tower tilt data is detected by multiple pressure and tilt 

sensors. After data fusion processing, it is reflected to the operation and maintenance 

staff of remote monitoring terminal through wireless communication to remind the staff 

of tower tilt in real time and effectively, Real time detection and early warning of 

transmission tower tilt state are realized. 

2. Real Time Warning Model of Transmission Tower Tilt Based on Multi-Sensor 
Data 

2.1.  Overall structure of real time warning model for transmission tower inclination 

Based on the multi-sensor data, a real-time early warning model of transmission tower 

tilt is established, which is divided into three control levels: field control, centralized 

control and remote control. Among them, the equipment used to detect the tilt and 

stress state of transmission tower in real time, such as tension sensor, tilt sensor and 

detection terminal [5-6], is collectively referred to as the field control layer. By using 

concentrator, ZigBee technology and GPRS communication module deployed in 

transmission tower, all tower tilt and tension information are collected from the 

detection terminal. The equipment of ZigBee and GPRS data frame format conversion 

is called the centralized control layer. The monitoring terminal with the functions of 

digital processing and data storage of concentrator tower deployed in the remote 

monitoring center is called remote control layer. The staff can adjust according to the 

digital measurement value [7-8]. The structure of the model is shown in Figure 1. 
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Figure 1.  Real time warning structure diagram of transmission tower inclination. 

X. Hu et al. / Real Time Warning Model of Transmission Tower Tilt Based on Multi-Sensor Data 461



2.2.  Multi Sensor Data Fusion Processing 

The stability of transmission tower is judged by fusing the data collected by multi-

sensor. The treatment process is as follows: 

Step1: The sensor data is filtered by discrete wavelet transform, and the continuous 

wavelet transform of the data x(t) collected by each sensor is defined as:  

� � � � � �*

,, j nWx j n x t t dt�
�

��
� �                                                        (1) 

The wavelet basis function is as follows: 

� � � �/2

, 2 2j j
j n t t n� �� �� �                                                          (2) 

Where, j and n are scale and translation factors respectively. The limitation of 

wavelet basis function and Fourier transform can be ensured by selecting appropriate 

mother wavelet φ(t), so wavelet analysis adopts time-frequency analysis. 

In the process of discrete wavelet transform, it is necessary to discretize the scale 

factor according to the power series to realize the uniform discretization of the 

translation factor [9]. The discrete wavelet transform formula of the data collected by 

each sensor is obtained as follows:  

� � � � � �*

,, j nWx j n x t t dt�
�

��
� �                                                  (3) 

Step2: Based on the wavelet packet energy spectrum strategy, the pressure and 

inclination data are decomposed, and the feature vectors are extracted:  

2

1

N

j jk
k

E x
�

�	                                                           (4) 

Where Ej is the frequency band component of the jth sensor and Xjk is the value of 

each discrete point, k=1, 2, 3…, N. The proportion formula of each frequency band 

energy in the total energy is calculated as follows: 

i
i

n

Ee
E

�
	

                                                              (5) 

Where En is the frequency band component of the nth sensor and represents the 

input characteristic quantity of stability diagnosis. 

Step 3: RBF neural network is used to diagnose the stability of transmission tower. 

RBF neural network mainly includes input-output and hidden three layers, which can 

realize nonlinear mapping. 
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Among them, e and ωj represent the input vector and weight respectively, cj 

represents the data center of the basis function, σj and n represent its width and number 

respectively, φ and ω0 represent the radial basis function and deviation respectively. 

Step 4: The results are fused by Bayesian reasoning to obtain the final results as 

follows:  

� � � �
� �

0

0

1, 0

1, 0

a k
u k

a k
� ���� �� ���

                                                      (8) 

� � � � � � � �� �
� � � � � �� �

1 1

0

0 1

/ , , ,
log

/ , , ,

k i n

k i n

P H u k u k u k
a k

P H u k u k u k
�

L L

L L
                                  (9) 

Where u(k) and un(k) are binary functions, the posterior probability of Hi after the 

k-th measurement is described by � � � � � �� �1/ , , ,k i i nP H u k u k u kL L , i=0.1, and 

H0 and H1 respectively indicate that there is the data in the target. 

2.3.  On Line Comprehensive Detection Process of Tower State 

The gravity acceleration on the X, y and Z axes collected by the sensor is taken as the 

measurement target to obtain the inclination of the tower in all directions. Firstly, the 

acceleration of the tower needs to be changed into the inclination. The horizontal 

direction, the direction perpendicular to the horizontal direction and the direction 

perpendicular to the horizontal plane are defined as X, Y and Z axes respectively. 

Based on these axes, a space rectangular coordinate system is constructed to make the 

included angles of the positive direction of X, Yand Z axes in the case of tower tilt as 

follows α, β, γ. Figure 2 is the software flow chart of tower inclination detection device. 
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Figure 2. Treatment process of tower inclination monitoring device. 
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In order to reduce the power loss of transmission tower, the timing data acquisition 

is selected. When the set threshold is reached, the sensor transmits the inclination data 

to the equipment control unit and calculates the inclination to determine whether the 

comprehensive inclination exceeds the threshold and whether the alarm is executed. 

The angle between the tower and the positive direction of X, Y and Z axes when 

the tower is inclined α, β, γ. The calculation formulas are as follows: 
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                                                         (12) 

The gravity acceleration components on X, Y and Z axes are respectively GX, GY, 

and GZ, the value of this component can be positive or negative. When its value is 

positive, it means that the direction of gravity acceleration is equal to the positive 

direction of X, y and Z axes. When its value is negative, it is opposite α, β, γ. The value 

range of is [-90°, +90°]. The calculation formula of inclination G is as follows: 

� �X X Y Y Z ZG G G G G G G� � � � � �                                              (13) 

According to the comprehensive inclination, the alarm threshold, warning 

threshold, prompt threshold and normal value of each tower can be set. 

3. Experimental Analysis 

In order to analyze the performance of the model, the test and analysis are carried out. 

The analysis results of tower tilt data collected by this model are shown in Table.1. 

Table 1. Analysis results. 

Serial number Wind direction Route direction α/° β/° γ/° G Wind-force 

1 Northwest wind East West 76 68 54 1.2 8 

2 West wind North South 20 35 68 1.1 8 

3 Southwest wind North South 15 45 84 1.1 8 

4 Northeast wind North South -89 -74 -68 1.2 8 

5 Southeast wind East West -55 -84 -46 1.8 9 

6 East wind North South 61 75 68 1.9 9 

7 North wind North South 48 36 48 0.6 7 

8 North wind North South 21 48 15 0.8 7 

9 North wind North South 43 81 49 0.9 7 

10 North wind East West -48 -15 -54 1.2 7 
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Through the analysis of Table 1, it can be seen that under the condition of 7-level 

north wind, the route of line 7 is north-south, and the comprehensive inclination degree 

is the lowest. Under the condition of 9-level southeast wind, the comprehensive 

inclination degree of line 5 is the highest. 
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Figure 3. Analysis results of sensor inclination error. 

According to the analysis of Figure 3, there are different errors in the angle 

measured by different axial tower tilt angles, and the average error of x-axis is 0.14 , 

The maximum error is only 0.19 , The average error of y-axis is 0.21 , The 

maximum error is 0.24 , The average error of Z axis is 0.19 , The maximum error is 

0.23 , Therefore, the measurement accuracy of this model can meet the needs of 

tower state comprehensive detection. 

TE (technical efficiency change index), PTEC (pure technical efficiency change 

index) and SEC (scale efficiency change index) are used to measure the information 

utilization rate of the model. When the value of the three indexes is greater than 1, it 

means that the model has higher information utilization rate. When TE > 1, it means 

that the model has higher technical efficiency, When PREC > 1, it means that the 

model has high technology maturity, and when SEC > 1, it means that the model has 

good scale effect. Test the information utilization rate of this model within one month, 

as shown in Figure 4. 
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Figure 4. Information utilization test results. 

According to the test results in Figure 4, the product of TE, PTEC and SEC of this 

model is greater than 1, and the average values are 1.049, 1.049 and 1.059, respectively, 

all large than 1, which indicates that this model has higher information utilization rate, 
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better technical level and higher scale efficiency, which can enrich the detailed 

information of sensor data collection and improve the safety early warning effect. 

The missing alarm rate and false alarm rate represent the proportion of positive and 

negative samples in negative and positive samples respectively. According to the 

statistics, this paper uses the model to detect the missing alarm rate and false alarm rate 

of different types of indicators of transmission tower tilt real-time warning, and 

analyzes whether it can achieve the expected goal. The test results are shown in Figure 

5. 

 

Figure 5. Comparison of missed alarm rate and false alarm rate of different types of indicators.  

According to the test results of the model in Figure 5, the leakage rate and false 

alarm rate of different types of indicators are obviously lower by using this model to 

detect the tilt of transmission towers, which is not more than 1.5%. It shows that the 

model can correctly display the specific modules of the real-time warning of 

transmission tower tilt in practical application. The accuracy of the model detection 

samples is high and meets the expected target, The tower status can be visualized at the 

remote monitoring terminal for the staff. 

The early warning accuracy performance of this model is analyzed on KDD-99 

and CICIDS2017 data sets, and the results are shown in Figure 6. 

 
Figure 6. Early warning accuracy under correlation threshold.  
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It can be seen from Figure 6 that the model has high detection accuracy under the 

conditions of lower threshold and critical threshold, both of which are higher than 97%, 

and the detection accuracy near the upper threshold is higher than 99%. It shows that 

the real-time warning model of transmission tower tilt based on multi-sensor data has 

good practical application effect. 

The comparison of the actual application effect is shown in Figure 7. It can be seen 

from Figure 7 that the real-time early warning model of transmission tower inclination 

based on multi-sensor data proposed in this paper has good practical application effect. 

By comparing the effects before and after application, it is found that the model can 

effectively ensure the personal safety of workers, reduce their work intensity and 

improve the maintenance quality. 

 

Figure 7. Comparison of practical application effect. 

4. Conclusions 

A real-time early-warning model of transmission tower tilt detection based on multi-

sensor data fusion method is proposed. Through the data collected by sensors, the force 

distribution of the tower can be analyzed, and the stability of the tower can be judged. 

At the same time, the tilt angle can be analyzed to judge whether the tower is in a safe 

state, so as to realize accurate alarm. The effects before and after the application of the 

model show that the model can effectively ensure the personal safety of staff, improve 

work efficiency and reduce work intensity. The application of the results of this paper 

can effectively solve the problem that it is difficult to find the inclination of 

transmission tower in time by manual monitoring. 
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Abstract. The types of decisions people make depend on how much knowledge or 
information they have about the decision environmental situation or called state. 
There are three decision-making environments: decision making under certainty, 
decision making under uncertainty and decision making under risk. Based on 
possibility theory and evidence theory, a new indeterminacy decision making 
approach with the decision-maker’s environmental knowledge information about 
the state of nature is proposed. This approach provides a general framework for three 
types of decision problems, that is, deterministic, risky and uncertain problems. 

Keywords. Decision analysis, Possibility theory, Evidence theory, Fuzzy analysis 

1. Introduction 

Decision analysis can be used to develop an optimal strategy when a decision maker is 

faced with several decision alternatives and an uncertain or risk-filled pattern of future 

environmental state events. Even when a careful decision analysis has been conducted, 

the uncertain future events make the final consequence uncertain [1]. In some cases, the 

selected decision alternative may provide good or excellent results. In other cases, a 

relative unlikely future event may occur, causing the selected decision alternative to 

provide only fair or even poor results [2]. We begin the study of decision analysis by 

considering problems that involve reasonably few decision alternatives and reasonably 

few possible future environmental state events [3]. The payoff tables are introduced to 

provide a structure for the decision problem and to illustrate the fundamentals of decision 

analysis [4].  

Consider the decision making problem expressed by Table 1: 
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Among the table, A={A1, A2,…,Am} is the unit of decision makings, they are 

independent and can not be substituted each other. },,,{
21 n

SSSS � is a collection 

of various decision-making uncertain environmental situation which may called the state 

of nature. Qi means that the loss value of Ai when decision-makers encounter the natural 

state Sj (we suppose it is better for decision-makers when the loss value is larger in this 

paper). The question is which option is best for decision-maker? 

If decision-makers know the state {for example Sk} will happen, the question turns 

to a determined decision-making problem. The best option 
*

A  satisfies: 
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If decision-makers know probability distribution of natural state
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PPPP � , where Pj is the probability of occurrence of the natural state Sj 

the problem turns to a risk-based decision making problem. At this time, decision-making 
choose the optimal option through the principle of the maximum expected loss value.  

The best option 
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A  should satisfies: 
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If the decision-makers do not know the occurring of natural state, the question turns 
to a uncertain decision-making problem. Decision-makers must resort to certain criteria 
to make the appropriate decisions. There are five common decision criteria, they are, 
maximin criteria, maximax criteria, minimal regret criteria, Hurwicz criteria and equal 
opportunity criteria [1]. The reference [5] gives an optimism factor making-decision 
criteria through the five criterion above. We suppose the level of one decision-maker’s 

optimism factor is ),,,(
21 n

 � , the best option 
*

A based on optimism factor 

making-decision criteria should satisfies: 
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Among it, }{
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 is the vector product. Here  reflects the attitude of 
decision-makers. The determination of   can request Reference 3. 

In all the cases above, we call )/( SAE
i is the evaluation value of decision i

A . 

Actually, the three cases above are all the extreme cases of such decision-making 

problems. The criteria to distinguish them is decision-maker’s evaluation of the state 

(or the state knowledge of decision-makers).  There are various ways to express the state 
knowledge of decision makers actually [6]. The decision-makers should collect a lot of 
useful information when they evaluate the state and gradually reduce the scope of the 
estimates. Under normal circumstances, the evaluation of state is to figure out the 
probability of a state in the range of one space or the other. We can express this kind of 
state knowledge by possibility distribution or the structural reliability of evidence. We 
make the decision-makers’ state knowledge as an evidence, that is to say, it’s the proof 
which the state evaluation should be trusted. The decision-makers can form the confident 
degree of the state evaluation in the state space by these evidences. The degree is the 
reflection of the role of the state space, and it makes the estimation no longer blindness. 
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In our paper, we will use Dempster-Shafter granule [7] to express the state 
knowledge of a decision-maker., and put the three decisions (determine type, risky type 
and uncertain type) in a unified framework. 

2. The expression of the state knowledge  

At first, we consider the following question. Suppose θ is a variable in a collection X,  C 

is a subset of X. If the decision-maker only knows θ is an element of C, we can use the 

possibility distribution function to express the knowledge of the decision-maker –“θ is 

an element of C”, that is to say: 









Cifx

Cifx
x

,0

,1
)(


  

Here, )( x


  is the possibility when θ equals to x.  Further, if C is a fuzzy set  of X, 

we can give the following equation: )()( xCx 


  

 

Among the C(x), we call X is the degree of membership in the fuzzy set C. We call 

C(x) is the membership function of C. The sense of C(x) is the possibility when θ equals 

to x. We also suppose m is the map from the fuzzy set x to unit interval, that is to say,  

]1,0[:
X

Im  

Among it, 
X

I  is the collection of all the fuzzy set of X. Suppose that 

piA
i

,,2,1, �  is a fuzzy subset of X, 0)( 
ii

aAm . Simultaneously, we call 

p
AAA ,,,

21
�  are the central elements of m if it satisfies the following condition: 

(1)   1

1




p

i

i
Am    (2)     0m  

We call m is a function of supportive level. If θ is a variable in X and m is a function 

of supportive level, we call “θ is m”  is a rule of D-S. 

 

 Now, let’s consider θ is a variable expressed the state of decision-making, that is, θ 

is a variable which is defined in },,,{
21 n

SSSS � . We can use the D-S regulation 

to express the three types of decision-making statement. 

 

      Determined type,  θ  is m if 1})({ 
k

Sm , SS
k
  

Risky type ,  θ  is m if njPSm
jj

,,2,1,})({ �  

Uncertain type,  θ  is m if  1}{ Sm   

 

Suppose B is a subset of S, if the possibility of the decision-makers’ knowledge is 

θ at least   , we can express the knowledge to “θ is m”, which  m B   , 

   1Sm . 

 

At this time, we can use the supportive function to express the common state 

knowledge.  
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3. The decision-making based on D-S rule 

Suppose θ is a variable which is defined in the state space },,,{
21 n

SSSS � . We 

can use the supportive function to express the knowledge of state space. Now let 

)/( *

mAE  be the evaluation when “θ is m”, at this time, *

A  is the optimal 

choice under the state knowledge “θ is m”. We can express it by, 

  )/(max/
*

mAEmAE
i

i



 
The question is how to estimate  mAE /

*

 . Let’s discuss under the three 

circumstances below. 

 

Case 1.  Suppose B is the nonempty subset of S, m is as follows:
0)(,1)(  mBm  

We use )( B
i

  to express the subset of possible loss under the Program Ai, that is

}:{)( BSQBQ
jiji
   . We can believe the evaluation function  mAE /

*

  is 

based on )(B
i

 . If B is a collection many elements, the decision-makers should choose 

a rule to pick up programs. Suppose the makers choose the decision by levels of optimism 

factor criteria. 

 

The evaluation function can be expressed to: 

  )(/* BMaxorderQmAE
i

T
  

In the equation, )( BMaxorderQ
i

 is the descending order of )( BQ
i  , the 

dimension is same with B.   is the level of optimism factor. 

 

Case 2.  Suppose that B is a fuzzy set of S, m is as follows: 

0)(,1)(  mBm  
 

The possible loss under the decision Ai becomes the fuzzy set of loss, 

   ∪
n

j

ijji QSBBQ
1

/)(


 = }/)(,,/)(,/)(
2211 innii

QSBQSBQSB �  

Among that, )(
j

SB is the membership function of B under the j
S . In this case, we 

should decide an order by preparing the elements of )(BQ
i

 when determine the  mAE /
*

. 

Then make the decision by rule of level optimism factors. One possible way is to order 

by the membership, the other is ordering by the results of membership multiply loss value. 

Now, we decide the evaluation function by the level of fuzzy sets. 

The definition  of fuzzy set )( 

i
Q is: })(:{)(

)(





jiji
SBQBQ  

)(
)(
BQ

i



 may contains different elements for different ]1,0[ , so the dimension of 

)(
)(
BQ

i



 may be different, but none of them may be larger than the dimension of state 

space n. 

Others, we suppose the same element of )(
)(

BQ
i



 may be different, the “same” 

means the numerically equal. 

Suppose the optimism factor of decision-makers is ),,,(
21 n

 � , we may 
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define the evaluation function of Ai,   mAE /
*

 is : 

  


dBMaxorderQmAE
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The [α] here is the dimension of ),,,(
21 n

 �  ,
)( 

i
MaxorderQ   is 

the descending ordered vector. If n=4, the dimension of )(
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BQ
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  is 3, 
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  ; if the dimension is 2, 
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 ; if the dimension is n, [α]= α. So the [α] is changing by β. The 

evaluation function can be determined if the level optimism of factor α can be decided. 

Then we will give the application examples. 

 

Case 3  (common case)  pKB
k

,,2,1, �  is the fuzzy set of S, m is as 

follows: 
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Here, we define the evaluation of Ai is: 

 
KK

p

K

ii
mAEmAE  



)/(/
1

Where 0)(,1)(  
KKK

mBm  

Notes: Case 1 and Case 2 are the special situation of Case 3. Further, if  
K

SB  , 

the case 1 becomes a determined type; if B=S, the case 1 becomes a certain type; if

nKSB
KK

,,2,1},{ � ,  
KK

PBm  , the case 3 becomes a risky type. So the 

case 3 is the unified structure of this paper. If contains a serious of expression of the state 

space knowledge. 

4. Numerical Examples 

Example 1. Consider a decision-making problem in Table 2 

 

Table 2. Decision making example 1 

Alternatives 4321
SSSS

 

A1 

A2 

A3 

10    -15        5       20 

5        5        10      10 

0      10        15       0 
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Suppose the level optimism factor  
4321

,,,    = {0.25, 0.20, 0.30, 

0.25}, the actual definition is, to every program, the weight of the decision-makers is 

0.25, 0.20, 0.30 and 0.25. If the decision-maker only decide among the three programs, 

the corresponding optimism factor becomes 

  ],,[
321

3

321

2

321

1

















 = (0.33, 0.27, 0.40);  

if the decision-maker only decide among the two programs, the corresponding optimism 

factor becomes 

  ],[
21

2

21
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 = (0.56, 0.44). 

In addition, the knowledge of decision-maker is “θ is m”, m(B) = 1,   0m , 

B is the fuzzy set of S, B=
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The corresponding sets are as follows in Table 3: 

 

Table 3. Decision making Maxorder values 


 

Maxorder 

( )

1 ( )Q B
  

Maxorder 
( )

2 ( )Q B  

Maxorder 
( )

3
( )Q B

  

�0, 0.2� �20, 10, 5, –15� �10, 10, 5, 5� �15, 10, 0, 0� 

�0.2, 0.5� �10, 5, –15� �10, 5, 5� �15, 10, 0� 

�0.5, 1.0� �10, –15� �5, 5� �10, 0� 

 

So,     dBMaxorderQmAE
T
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= 5.06.53.065.72.075.5   =6.245 

Finally, the decision-maker should choose 3
A . 

Note: if ,1
1
  the other ,0

n
  at this point it corresponds to the optimistic decision; 

if ,1
1
   the other ,0

n
   Maxorder turns to be the increasing order and Minorder 

corresponds to the pessimistic decision. If '
1

  , '1
2

  , Maxorder turns to be the 

composition of binary group with the maximum and minimum, and it corresponds to the 

optimistic decision; if turning the decision matrix to the regret matrix , and let 1
1
  , 

the other ,0
n


 
increasing ordering , it corresponds to the regretted decision. If let 

n
i

1


(n=4, in this example), ni ,,2,1 � , it corresponds to the equal possibility decision. 

Example 2. The decision table is same as in example 1, but the knowledge of the 

decision-makers is following: Q is m,   7.0
1
Bm  ,   3.0

2
Bm  ,  

211
,SSB   , 

 
43212

,,, SSSSB  , the possibility when the evaluation of state by decision-makers is 

 
211

, SSB   at least 0.7. Others are all the same to example 1. 

Now, }15,0{)(
11

BQ , }5,5{)(
12

BQ , }10,0{)(
13

BQ  

So we has the equation: 

1)15(44.01056.0)/(
11

mAE  
5544.0556.0)/(

12
mAE  

6.5044.01056.0)/(
13

mAE
 

Among the above equations:   0,1)(
111

 mBm  

Similarly, 

}20,5,15,10{)(
21

BQ , }10,10,5,5{)(
22

BQ , }0,15,10,0{)(
23

BQ  

So,   75.4)15(25.0530.01020.02025.0)/(
21

mAE  

         25.7525.0530.01020.01025.0)/(
22

mAE  

          
75.5025.0030.01020.01525.0)/(

23
mAE

 

Among the above equations:   0,1)(
222

 mBm . So,  
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725.075.43.0)1(7.0)/(
1

mAE  

    675.525.73.057.0)/(
2

mAE  

    
645.575.53.056.07.0)/(

3
mAE

 

The decision-maker should choose the program 1
A . 

5. Conclusion 

The paper is based on the decision analysis method by Possibility and Evidence theory. 

The method puts the common three decision type under a framework. And it used the 

knowledge which the decision-makers easily express. This approach is the generalization 

of the existed methods and has the decision-making supporting function. 

The paper discussed the problem with discrete states and finite alternatives, which 

also can solve the infinite decision solutions through appropriate extension. Further, it is 

useful to extent the situation involving the multiple object decision-makings. 
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