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Preface 

The COVID-19 pandemic which began in late 2019 has posed a historical challenge to 

society. At the time of writing, scientists, clinicians, and healthcare experts around the 

globe continue to search for new technologies to support those tackling the pandemic. 

The evidence deriving from the application of Machine Learning (ML) and Artificial 

Intelligence (AI) to previous epidemics encourages researchers by providing a new 

angle with which to fight the novel corona virus outbreak. ML and AI are widely 

applied to facilitate our daily lives, as well as in scientific research. 

The International Conference on Machine Learning and Intelligent Systems (MLIS) 

is an annual conference that aims to provide a platform for exchanging knowledge 

about the most recent scientific and technological advances in the field of ML and 

intelligent systems. It also strengthens links within the scientific community in related 

research areas. MLIS 2020 was initially scheduled to be held in Seoul, Korea from 25–

28 October 2020, but was changed to an online conference on the same dates due to 

COVID-19 restrictions. Scientific topics covered at MLIS 2020 included data mining, 

image processing, neural networks, human health, natural language processing, video 

processing, computational intelligence, expert systems, human-computer interaction, 

deep learning, robotics, etc.  

This book contains 53 papers selected from more than 160 submissions and 

presented at MLIS 2020. Selection was based on the results of review scored on: 

originality, scientific/practical significance, compelling logical reasoning and language. 

Rigorous peer review was conducted by members of the Editorial Committee led by 

Guest Editors Prof. Antonio J. Tallón-Ballesteros and Prof. Chi-Hua Chen, as well as 

active reviewers like Prof. Dheyaa Jasim Kadhim, Prof. Saeid Seyedi, Prof. Ivan Izonin, 

Prof. Behrouz Pourghebleh, Prof. Tahereh Eftekhari, Prof. Ilaria Cacciari, Prof. 

Ogundokun Roseline Oluwaseun, who engaged authors to answer stimulating questions 

for the camera-ready versions of their papers. We believe the 53 papers selected will 

provide some insights in the field of ML and AI. 

On behalf of the conference organizers, we would like to take this opportunity to 

express our sincere thanks to the Guest Editor and all the Reviewers for their 

tremendous efforts and dedication to the conference. We also wish to thank all the 

authors for their relevant contributions to the conference, as well as all our colleagues 

at the publishers IOS Press for their support and tireless efforts in preparation for the 

publication of the conference proceedings. We believe that with such earnest support 

and contributions, future MLIS Conferences will also scale new heights. 

 

Guest Editors: 

Antonio J. Tallón-Ballesteros 

University of Huelva (Spain) 

Seville city, Spain 

 

Chi-Hua Chen 

Fuzhou University (China) 

Fuzhou City, Fujian, China 
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Genetically Driven Optimal Selection of
Opinion Spreaders in Complex Networks

Alexandru TOPÎRCEANU a,1

aDepartment of Computer and Information Technology, Politehnica University
Timişoara, Romania

Abstract. The problem of influence maximization (IM) represents a major chal-
lenge for modern network science, with direct applicability in political science,
economy, epidemiology, and rumor spreading. Here, we develop a novel compu-
tational intelligence framework (GenOSOS) based on genetic algorithms with em-
phasis on the optimal layout of spreader nodes in a network. Our algorithm starts
with solutions consisting of randomly selected spreader nodes; then, by defining
custom original crossover and mutation operators, we are able to obtain, in a short
number of genetic iterations, nearly optimal solutions in terms of the nodes’ topo-
logical layout. Experiments on both synthetic and real-world networks show that
the proposed GenOSOS algorithm is not only a viable alternative to the existing
node centrality approach, but that it outperforms state of the art solutions in terms
of spreading coverage. Specifically, we benchmark GenOSOS against graph cent-
ralities such as node degree, betweenness, PageRank and k-shell using the SIR epi-
demic model, and find that our solution is, on average, 11.45% more efficient in
terms of diffusion coverage.

Keywords. genetic algorithm, influence maximization, computational intelligence,
complex networks

1. Introduction

Finding individuals with high social influence is one of the fundamental challenges for
network science [1,2,3], and represents a critical issue for better understanding of the
market [4], and for predicting political preference [5] as well. In its simplest formulation,
IM sets out to select the initial spreader nodes which may influence a maximal number
of users in a given network [1]. An important demand faced by IM algorithms is obtain-
ing a balanced trade-off between the accuracy of the solution and the time/memory cost,
especially over large-scale networks. Consequently, developing efficient algorithms for
IM still represents a challenging research topic.

In terms of the more recent IM state of the art research, we first note the works
of Zareie et al. [6,7]. Similar to our approach, in [6] the authors suggest that distances
between spreaders should be taken into consideration to ensure minimum overlap and
maximum coverage of a wider area of the network. Similar in scope, the goal in [7] is to
maximize the distance between spreader nodes with the use of gray wolf optimization.

1Corresponding Author: Alexandru Topı̂rceanu, Department of Computer and Information Technology,
Politehnica University Timişoara, Timişoara, 300223, Romania; E-mail: alext@cs.upt.ro

Machine Learning and Artificial Intelligence
A.J. Tallón-Ballesteros and C. Chen (Eds.)
© 2020 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA200760

3



Other evolutionary methods used to tackle the IM problem are found in [8,9]. Gong
et al. [8] propose a local influence criterion for a reliable estimation of the influence
propagation in cascade models and use particle swarm optimization (PSO) to optimize
local influence criteria. Tang et al. [9] use a discrete shuffled frog-leaping algorithm
(DSFLA) that combines both deterministic and random walk strategies.

Indeed, compared to our computational intelligence framework, we find also similar
genetic methodologies proposed to solve the IM problem in complex networks. Bucur
et al. [10] define a genetic algorithm approach in which the independent cascade (IC)
model is used as a fitness function for nodes. Gong et al. [11] make use of a genetic
algorithm for community-based influence maximization in social networks. Their idea
is to optimize the 2-hop influence spread of nodes to find the most influential nodes. Fi-
nally, Cui et al. [12] propose degree-descending search evolution (DDSE); this strategy
generates a node set whose influence spread is comparable to the degree centrality. The
results claimed by the authors are obtained 5x faster than for greedy algorithms.

In this article, we develop a novel computational intelligence framework, called Ge-
netically driven Optimal Selection of Opinion Spreaders (GenOSOS), to engage in the
IM problem, and provide both qualitative and quantitative means of evaluating the per-
formance of GenOSOS. We first apply state of the art methodology in selecting spread-
ers based on node centralities (degree, betweenness, PageRank and k-shell), then run the
SIR epidemic model [13], and measure the diffusion coverage. The SIR diffusion simu-
lations show that the potential of our solution exceeds expectations by offering superior
quantifiable results compared to the state of the art. Compared to the analyzed related
work [6,7,8,9,2,10,11,12], this paper brings several important contributions:

• We propose GenOSOS, a genetic algorithm approach for the IM problem, which
represents an original attempt for dealing with the trade-off between spreader
spacing and diffusion coverage.

• We propose a problem-specific modeling of the population and chromosome rep-
resentation. Furthermore, we implement the fitness function based on a graph col-
oring algorithm, which can accelerate the convergence of the spreading process.

• We define an individual (chromosome) as a unique spreader set, bringing along
custom implementations of crossover and mutation.

• We estimate the effectiveness of GenOSOS on synthetic and real-world networks.
The experimental results show that our algorithm has competitive performances
to similar centrality-based node selection methods.

2. Methods

2.1. Problem Definition

We consider a complex network modeled as an undirected graph G = {N,E}, where
N = {ni} is the node set and E = {ei j |ni,n j ∈ N} is the edge set in the network. Nodes
represent individual entities and edges represent social relationships between any two
nodes. A node can be marked as a spreader if it has already adopted an opinion, or
inactive otherwise.

Thus, the problem of IM is defined as follows: given network G and a number p,
determine subset N∗ ⊂N consisting of p spreaders (i.e., nodes) such that these nodes can

A. Topîrceanu / Genetically Driven Optimal Selection of Opinion Spreaders in Complex Networks4



spread their influence to other nodes N \N∗ in G by maximizing the influence coverage
and minimizing the time taken by these spreaders.

In terms of centrality based spreader assignment, we select several of the most
popular and robust node centralities to serve as comparison for our proposed selection
method, namely, node degree, betweenness, PageRank, and k-shell centrality [14,15]. As
a baseline serving for comparison, we also use random spreader assignment.

The degree Deg of a node ni is defined as the sum of all incident edge weights to
that node’s vicinity Ni as Deg(ni) = ∑n j∈Ni wi j, with wi j = 1 in an unweighted context.
Betweenness centrality Btw is defined as the fraction of shortest paths between all node
pairs that pass through a specific node ni [16].The PageRank algorithm, which is used at
the core of Google’s search engine [17], interprets an edge ei j as a vote by node ni to node
n j. Finally, with k-shell centrality, for every node a k-shell index gets assigned based on
its topological location; to this end, nodes that are closer to the network core have higher
k-shells. Nodes with greater k-shells are considered as more influential nodes. [15].

2.2. Network Datasets

In order to run and test GenOSOSwe fist create models for the four fundamental complex
network topologies [14]: a random Erdös-Rényi network ER, a regular mesh network
Me, a Watts-Strogatz small-world network SW , and a Barabási-Albert scale-free network
SF . Then, we generate four complex synthetic models: Holme-Kim HK [18], covert
cellular networks Cell [19], Watts-Strogatz networks with degree distribution WD [20],
and genetically optimized Genosian social networks Gen [21]. Finally, we include in
our study the following four real-world datasets: a co-authorship network CoA [22], an
online social network OSN [23], a scientific collaboration network Geo [24], and an
email communication network Em [25].

We measure a standard set of network properties, for each dataset, which are given
in Table 1. Here we include the network size (number of nodes N), number of edges
E, average degree avgD, maximum degree maxD, average path length APL, average
clustering coefficient ACC, network modularity Mod, and diameter Dmt [14].

Table 1. Network measures for the validation datasets divided into fundamental synthetic topologies, complex
synthetic topologies, and real-world networks.

Dataset N E avgD maxD APL ACC Mod Dmt
ER 5000 25061 5.012 26 3.994 0.002 0.362 7
Me 5000 26948 5.390 44 11.515 0.148 0.821 30
SW 5000 19999 4.000 13 6.738 0.298 0.739 12
SF 5000 15762 3.152 294 5.378 0.007 0.64 13

HK 1000 3330 3.330 85 3.553 0.506 0.488 7
Cell 1041 6012 5.775 95 4.428 0.258 0.885 10
WD 1178 9048 7.681 58 15.419 0.659 0.93 32
Gen 1063 6915 6.505 25 4.765 0.498 0.882 9

CoA 1589 2742 3.451 34 5.823 0.878 0.955 17
OSN 1899 20296 10.688 339 3.055 0.138 0.338 8
Geo 3621 9461 5.226 102 5.316 0.679 0.743 14
Em 12625 20362 3.226 576 3.811 0.577 0.684 9
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3. The GenOSOS Framework

3.1. Chromosome Representation

Each genetic generation consists of a solution population S j = {s j
1,s

j
2, ...,s

j
i , ...,s

j
n} of n

individual solutions s j
i (chromosomes). The algorithm loop further consists of 1 ≤ j ≤

k iterative generations. As such, we represent a chromosome i from generation j as a
solution network s j

i = {N,N∗,E}. Here, N is the same set of nodes from the original
network N, N∗ is a subset of marked spreader nodes of size |N∗|= p, and E is the same
set of edges which remain unchanged throughout the algorithm. Thus, each chromosome
s j
i differs through its custom selection of spreaders N∗.

Each initial chromosome is initialized by randomly marking p << N nodes as
spreaders. For a deterministic approach, we would haveCp

N possible combinations, which
can be approximated by Np solutions. While it is mathematically possible to obtain two
initial equivalent chromosomes (with equivalent N∗), given the usual size of real-world
networks N > 1000, and the limited number of selected spreaders n < 100, this probab-
ility is extremely small and is not a concern for our study.

3.2. Fitness Calculation

For every chromosome we need to be able to quantify its spreading efficiency. This ef-
ficiency is calculated by adopting a classic graph coloring algorithm starting from the
marked nodes. Figure 1 exemplifies the fitness calculation on a network of N = 20 nodes.
In step 1, we consider the N∗(t = 1) spreaders from the chromosome representation as
sources for coloring. Next, we repeat the graph coloring and mark all neighbors of the
spreaders, obtaining a larger spreader set N∗(t +1). We keep track of the growing set of
marked nodes until N∗(t) ≥ 95%N of the network is covered. Once this stop condition
is met, the fitness of chromosome s j

i is expressed as the number of nodes successfully
colored divided by the number of steps required f (s j

i ) = N∗(t)/t.

Step 1: Step 1: Step 3: 

A B C

Figure 1. Example of computing fitness f on a small network with N = 20 nodes. (A) A number of p = 4
spreaders (dark orange) originate from the chromosome representation, leading to a fitness f = 4. (B) All
adjacent nodes to the original spreaders are also marked as spreaders (yellow orange); at this stage f = 6 and
only 60% of the network is colored. (C) The process continues until at least 95% of the network is colored; at
this stage f = 6.33 and the graph coloring algorithm stops.

3.3. Defining Custom Genetic Operators

Elitism implies that a proportion re of the highest fitness (best) solutions from the n
chromosomes are copied over to the next generation. This approach ensures that the

A. Topîrceanu / Genetically Driven Optimal Selection of Opinion Spreaders in Complex Networks6



fitness scores of the top ren of the next generation will be at least as good as the current
generation.

Crossover takes a pair of two randomly selected chromosomes from the pool of
elite solutions, merges them together, and returns two new chromosomes. A crossover
index in each of the chromosomes is randomly selected, and all the spreader nodes of the
chromosomes after that selection index are exchanged between the two chromosomes.
We symbolize rc as the crossover rate.

Mutation on a chromosome is implemented by randomly selecting a spreader node
ni from the marked spreaders N∗, and swapping it with a random unmarked node from
the remaining graph N \N∗. The mutation operator is repeated given the mutation rate
rm.

3.4. Algorithm Implementation

The genetic algorithm of GenOSOS, shown in Figure 2, relies on three genetic operators
– elitism, crossover, and mutation – and runs according to the following steps:

Input
Network G = {N, E}

Spreader set size (p)
Population size (n)

Genetic iterations (k)

Start
Initialize n solutions
consisting of p random 

nodes from G

Evaluate fitness , 
of each solution in 

generation 

Rank each solution 
in descending order of f

Elitism
Select best (first) 
solutions from current 

generation 

Crossover
Apply crossover on 

random pairs of best 
solutions and obtain 

new solutions  

Mutation
Select random 

solutions and mutate  

Combine sets to form
next generation of 

n solutions

Generation 

Yes

No

Output
Spreader assignment 

on G, with p nodes 
marked as optimal 

spreaders

End

Figure 2. Flowchart of GenOSOS emphasizing the main algorithmic steps: input/output (orange), generation
control (blue), and genetic operators (green). According to the flowchart, the algorithm finds an optimal solu-
tion s j

i for placing p spreader nodes in a graph G, and runs k genetic iterations consisting of three operators
that are used to generate n new solutions, from generation j, for the next generation j+1. The output consists
of a set of p nodes marked as spreaders in graph G.

1. Initialize n solutions (chromosomes), each with p randomly marked spreaders.
2. Compute fitness f (s j

i ) of each chromosome s j
i in generation j.

3. Sort chromosomes in descending order of fitness f .
4. Copy the first (best) ren of the chromosomes to the next generation j+1.
5. Pick rc/2 ·n randomly selected pairs of chromosomes from the best chromosomes

and apply crossover, resulting in rcn new chromosomes.
6. Pick rmn randomly selected chromosomes and apply mutation on them.
7. Combine sets ren, rcn, and rmn to form the next generation j+1 of size n.
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8. Repeat steps (2-7) for 1≤ j ≤ k generations.

When solving NP-hard problems with heuristic methods (e.g., genetic algorithms),
multiple combinations of model parameters can be feasible. As a trade-off between al-
gorithmic speed and result precision, we simulate with a population size of n = 1000
chromosomes, a number of k = 10 generations, an elitism rate of re = 0.5, a crossover
rate of rc = 0.3, and a mutation rate of rm = 0.2.

4. Results

4.1. Diffusion Coverage

We start by analyzing the diffusion coverage obtained by varying p = 1−100 spreaders
on the random ER, mesh Me, small-world SW , and scale-free SF topologies, based on the
SIR epidemic model. Spreaders are selected according to each of the six discussed selec-
tion methods: random Rand, degree Deg, betweenness Btw, PageRank PR, k-shell KS,
and the proposed GenOSOS (GOS) method. Figure 3 displays the results for increasing
p, and given in Table 2, are the values of diffusion coverage for p = 10 and p = 50. Each
represented measurement is obtained after 10 repeated simulations.
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Figure 3. Diffusion coverage with increasing spreader set size p = 1−100 on the four fundamental complex
topologies: (A) random ER, (B) mesh Me, (C) small-world SW , and (D) scale-free SF . The coverage obtained
by GenOSOS is highlighted with the red dotted line (GOS).

Table 2. Diffusion coverage on the fundamental synthetic topologies, expressed in percentage (%), for the
scenarios with p = 10 spreaders and p = 50 spreaders.

Topology p Rand Deg Btw PR KS GOS
ER 10 4.03 5.22 3.78 6.12 4.56 5.16
Me 10 5.98 12.64 10.90 14.02 10.87 8.83
SW 10 9.05 24.50 21.42 25.21 25.94 23.15
SF 10 10.10 29.64 28.43 30.85 22.47 27.03

ER 50 55.03 56.32 57.88 52.46 60.02 59.54
Me 50 39.80 59.72 42.55 60.50 42.59 63.24
SW 50 30.72 48.45 47.43 42.98 42.04 53.22
SF 50 36.10 67.23 63.27 65.03 57.54 64.11

The simulation results over the synthetic topologies show that spreaders placed ac-
cording to GenOSOS are capable of achieving similar, and superior diffusion perform-
ance compared to the state of the art centrality approach. Specifically, with GenOSOS
we obtain the highest spreading coverage on the mesh and small-world (for p = 50). Our
genetic algorithm approach outperforms state of the art graph centralities in 2 out 4 cases
on the fundamental topologies. On average, Rand is 32.67% lower, Deg is 3.49% lower,
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Btw is 12.06% lower, PR is 7.97% lower, and KS is 15.79% lower in terms of diffusion
coverage.

Next, we analyze the diffusion coverage on the Holme-Kim HK, cellular Cell,
Watts-Strogatz with degree distribution WD, and Genosian Gen synthetic topologies.
The same amount of spreaders is increased from p = 1 to p = 100 in the network, ac-
cording to each of the six selection centralities. Table 3 presents the best results after 10
independent repetitions for each simulation scenario, obtained when p = 10, and p = 50.
Figure 4 displays the increasing diffusion coverage for all values of p.
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Figure 4. Diffusion coverage with increasing spreader set size p = 1−100 on the four complex synthetic
networks: (A) Holme-Kim HK, (B) cellular Cell, (C) Watts-Strogatz with degree distribution WD, and (D)
Genosian Gen. The coverage obtained by GenOSOS is highlighted with the red dotted line (GOS).

Table 3. Diffusion coverage on the complex synthetic topologies, expressed in percentage (%), for the scen-
arios with p = 10 spreaders and p = 50 spreaders.

Topology p Rand Deg Btw PR KS GOS
HK 10 15.93 16.51 17.75 19.78 17.33 19.65
Cell 10 6.03 17.19 15.46 18.34 16.33 16.56
WD 10 0.84 11.46 5.62 13.49 10.55 13.04
Gen 10 1.12 3.57 5.92 5.92 4.25 7.24

HK 50 20.40 23.86 23.54 23.19 23.85 23.71
Cell 50 16.81 18.35 24.09 22.48 18.91 25.73
WD 50 6.28 15.44 14.51 22.07 16.97 20.43
Gen 50 7.15 15.89 19.19 25.21 10.24 24.10

The simulation results on the complex synthetic topologies show that spreaders
placed according to GenOSOS achieve, again, a diffusion performance comparable to
the centrality approach. Namely, GenOSOS scores the highest spreading coverage on the
HK and Gen networks for p = 10, respectively HK and Cell for p = 50, being roughly
on par with the other centralities on the other networks.

Based on the presented measurements, our genetic approach outperforms the state
of the art on 2 out of 4 networks. In terms of diffusion coverage, the spreaders selected
according to GenOSOS achieve higher coverage rates, 46.08% more than Rand, 21.77%
more than Deg, 13.55% more than Btw, 1.13% more than PR, and 25.52% more than KS.

Finally, we measure the diffusion coverage on the real-world co-authorship network
CoA, online social network OSN, Geometry scientific collaboration Geo, and Email Em
networks. The same amount of p = 1−100 spreaders are selected according to each of
the six selection methods. In Figure 5 we display the measured diffusion coverage for
all values of p. Each entry in Table 4 represents the best measurement obtained after 10
independent simulation repetitions, for p = 10 and p = 50 spreaders.

Overall, we notice that spreaders placed according to GenOSOS achieve high dif-
fusion performance compared to the state of the art. Specifically, GenOSOS scores the
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Figure 5. Diffusion coverage with increasing spreader set size p = 1−100 on the four real-world networks:
(A) co-authorship network CoA, (B) online social network OSN, (C) Geometry scientific collaboration Geo,
and (D) Emails Em. The coverage obtained by GenOSOS is highlighted with the red dotted line (GOS).

Table 4. Diffusion coverage on the real-world networks, expressed in percentage (%), for the scenarios with
p = 10 spreaders and p = 50 spreaders.

Topology p Rand Deg Btw PR KS GOS
CoA 10 1.06 3.52 1.25 2.39 1.46 3.69
OSN 10 5.22 45.86 45.81 46.18 43.33 47.10
Geo 10 0.46 10.08 9.91 9.36 9.38 9.75
Em 10 12.76 24.25 22.12 24.47 21.04 24.93

CoA 50 44.60 67.91 53.50 73.77 65.32 78.67
OSN 50 15.73 56.73 57.26 58.51 55.02 59.85
Geo 50 1.61 15.96 12.62 13.71 15.78 15.90
Em 50 12.95 32.06 27.43 31.11 29.15 33.72

highest spreading coverage on the co-authorship CoA, OSN, and email Em networks for
p = 10. When p = 50, the results remain consistent, with GenOSOS scoring the highest
coverage on the same networks. Based on the analyzed simulation results, we conclude
that our genetic approach outperforms the state of the art on 3 out of 4 cases networks in
terms of diffusion coverage. Specifically, the spreaders selected according to GenOSOS
achieve higher coverage rates, namely 60.19% more than Rand, 8.22% more than Deg,
19.84% more than Btw, 5.86% more than PR, and 15.15% more than Ks.

5. Conclusion

In this paper we present a novel computational intelligence approach of selecting spread-
ers in complex networks based on genetic algorithms.We introduce the GenOSOS frame-
work and compare it against state of the art methodology in selecting spreaders based
on node centralities. SIR simulation results are quantified through diffusion coverage
achieved on both synthetic and real-world datasets. The detailed analysis on three cat-
egories of network datasets show that the potential of our proposed solution is not only
viable, but offers superior results compared to the state of the art centrality approach.
Specifically, GenOSOS obtains a 11.45% higher coverage, averaged over all 12 datasets.
In essence, our solution is superior to the state of the art on 7 out of 12 datasets (58.3%)
in terms of diffusion coverage.

Overall, we have achieved to goal of this study, namely to: (i) investigate the altern-
ative of optimal spreader selection using genetic algorithms, and (ii) also show that the
genetic alternative can be, often, equal or superior in diffusion performance in compar-
ison to the state of the art. Consequently, we have developed an important alternative
spreader selection method without the need to estimate nodes centrality.
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Abstract. Major depressive disorder is one of common mental disorders globally. 

It is best to be early detected and cured. This work introduces a method to detect 

depressive disorder at risk via a behavior made on Facebook platform. A set of 

features related to Facebook main functions including amount of posting, sharing, 

commenting and replying is designed to represent users’ activities in a numerical 

value form. The collected data with periodic and consecutive aspects are gathered 

without interpreting content. Thus, the data are easier to be collected with less 

privacy issue. To distinct between positive and negative depression-at risk, PHQ-9 

questionnaire, a standard tool commonly used to screen depression patient in 

Thailand, was used. These features hence are used in supervised learning 

classification algorithm for detecting a risk of being depressive disorder. From the 

experiment of 160 Thai Facebook users, the statistical result indicated that 

depression-positive users tend to do consecutive actions and rarely reply to other 

comments. Moreover, they often have activities in late night. The classification 

experiment shows that the designed features based on users’ activities from 

Facebook with deep learning algorithm yields about 87% in terms of F-measure. 

After analyzing the data, we thus split data regarding users’ gender and removed 

obviously low active data, and the F-measure from classification went up to 91.4 

which improves for 4 points. 

Keywords. Depression, Detection, Behavior features, Social network activity, 

Facebook 

1. Introduction 

Depression (also called clinical depression or major depressive disorder) is a mood 

disorder causing a persistent negative thought, physical disturbance, behaviors change, 

and feeling of sadness and loss of interest [1]. It is one of the globally most common 

mental disorders [2, 3]. Depression can happen at any age. It causes severe symptoms 
affecting how ones feel, think, and handle daily activities including sleeping, eating, or 

working. To be diagnosed with clinical depression, the symptoms must be present for at 

least two weeks [4]. The study [5] shows that the earlier that treatment begins, the more 

effective it is. Thus, it is best for patients to be early diagnosed. Although it is impossible 
to physically examine all people at risk, surveillance screening test should be done. 
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Since depression symptoms can alter patient’s thinking process, their behaviors are 
changed in several aspects such as having less activities from losing interest to do thing 

and being uneasy easily from feeling hopeless. Though it is difficult to monitor every 

physical action for depression screening for every person, it is possible to find a sign in 

behavior on digital based media. The digital-based media refers to interact to ones’ 
mobile phone, actions in an electronic game and behavior in social network applications. 

The signs of the disorder shown in social media can be easier to be recorded and analyzed. 

In this work, we aim to analyze users’ behavior via social network application to 

realize what the signs of depressive disorder. Since Facebook is a famous and widely 
used social network in Thailand as there are 26.9 million Thai users in 2019, we focus 

our feature design based on Facebook functions including posting, sharing, commenting 

and replying. The designed features are coped to be measurable as a numeric value 

without interpreting content; thus, it is easier to be gather, possibly automatically, with 
less privacy. We expect that the designed features regarding users’ behavior on Facebook 

will help in detecting non-aware cases of depressive disorder and lead them for earlier 

treatments as well as prevention of a possible suicidal attempt. 

2. Related Works 

There are several researches on screening mental disorder using information technology. 

A summary of these works is provided in Table 1. From the summary, we found that 

most of the work handled a text related to mental disorder and suicidal risk. There are 

two main techniques including natural language processing to handle text and machine 
learning to create a decision-making model for determining the result. Their focused texts 

are from online sources such as twitter posts and news. Most of the works applies text-

based classification techniques, such as Naïve-Bayes (NB) [6, 7, 8, 9], Decision-tree 

(DT) [7, 8, 9, 10], Support Vector Machine (SVM) [6, 8], Genetic algorithm (GA) [11] 
and Deep learning [12], to detect a post that is risky for expressing suicide attempt or 

shows a sign of mental disorder symptom. These works provide great help to reduce the 

risk of mental disorder; however, they require patients to make a post about what they 

have in mind. In a view of natural language processing (NLP), complexity of a target 
language also plays a crucial role in accuracy performance. Thus, the same technique 

applied to different language may result in noticeably different performance, and some 

languages including Thai still lack necessary resources and theoretical studies to improve 

its NLP performance.  
In addition, the mental disorder may affect the patients to be unstable and result in 

rarely making a post, especially depressive disorder which makes one losing interest in 

doing anything [5]. Thus, solely focusing on detecting the mental risks from the text may 

be insufficient to detect all the at-risk people. Detecting people with depression from 
online sources may require additional information such as how they interact with other 

people in their social network.  

Table 1. Related work on detection of mental disorder and suicide risk 

Research Title 
Techniques  

Dataset NLP ML 
An Automatic Screening for 

Major Depressive Disorder from 

Social Media in Thailand (2 0 19) 

[6] 

Word vector NB, SVM Facebook posts 
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Research Title Techniques Dataset 
NLP ML 

Detection of Suicide-Related 

Posts in Twitter Data Streams 

(2018) [7] 
Lexicon-based NB, DT Twitter posts 

Google and suicides: what can we 

learn about the use of internet to 

prevent suicides? (2018) [8] 

- Regression analysis 

Suicide data 

mortality from 

all American 

state 

Detecting suicidality on Twitter 

(2015) [10] 
- 

SVM, Logistic 

Regression 
Twitter posts 

 

Analyzing the connectivity and 

communication of suicidal users 

on twitter (2016) [12] 

- 
TF-IDF, 

Unigram 
Twitter posts 

 

Natural Language Processing of 

Social Media as Screening for 

Suicide Risk (2018) [13] 

Word vector Deep Learning 
Social media 

data 

 

Mining Twitter for Suicide 

Prevention (2014) [14] 

grammatical 

structures 
NB, DT, K-NN Twitter posts 

 

Multi-class machine classification 

of suicide-related Communication 

on Twitter (2017) [15] 

- NB, DT Twitter posts 

 

The association of suicide-related 

Twitter use with suicidal 

behavior: A cross-sectional study 

of young internet users in Japan 

(2015) [16] 

- Association Twitter posts 

3. Methodology 

This work focuses on Depression at risk screening via users’ behavior in Face-book. We 

first gather users’ behavior on Facebook for both positive and negative in depression into 

two groups. Statistics of their behavior are analyzed and calculated following our 
designed features. Then, we use the features to learn a classification model to detect 

depression-positive users. An overview of the process is illustrated in Figure 1. 

  
Figure 1. An overview of the proposed method. 
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3.1. Data Collection 

To gather volunteers and differentiation between positive and negative in risk of 

depression, we design a questionnaire for asking for anonymous personal information 

and a test for depression. The chosen depression test in this work is PHQ-9 questionnaire 

[4] which is widely used and accepted for detecting signs of depression in Thailand. The 
details of questionnaire and other required information are provided in Table 2. 

Table 2. The acquired information from participants 

Question 

type 

Question Note 

Personal 

Information 
- Gender (Male, Female, Sexual Oriental, Alternative gender) 

- Age (year-olds) 

- Occupation 

 

 

Depression 

testing 

 
- PHQ-9 (0-3 scale answer where 0 means not at all, and 3 

refers to often): 

1. Little interest or pleasure in doing things  

2. Feeling down, depressed, or hopeless  

3. Trouble falling or staying asleep, or sleeping too much 

4. Feeling tired or having little energy  

5. Poor appetite or overeating  

6. Feeling bad about yourself or that you are a failure or have let 

yourself or your family down 

7. Trouble concentrating on things, such as reading the 

newspaper or watching television 

8. Moving or speaking so slowly that other people could have 

noticed - Or the opposite being so fidgety or restless that you 

have been moving around a lot more than usual 

9. Thoughts that you would be better off dead, or of hurting 

yourself 

 

These questions 

[5] are to capture 

symptoms of 

depression that 

affect ones' mind 
emotional, 

cognition, 

physical, and 

behaviors. 

 

Facebook 

Account 

 

- Consensus for monitoring their account for their public 

activities including post, share and reply 

 

Monitoring as 

seeing their 

actions as their 

friend 
 

With PHQ-9 questionnaire, depression result is defined into five classes as minimal 

depression, mild depression, moderate depression, moderately severe depression and 
severe depression. In this work, volunteers are split into two groups for positive 

depression (from mild depression, moderate depression and severe depression) and 

negative depression (no depression) based on their depression result. We ask them to 

allow us to monitor their Facebook accounts and collect data according to our designed 
features. The data collection is conducted for at least 14 days according to depression 

guideline [5]. 

3.2. Data Transformation 

Since each social network platform provides different functions, collectible features 
regarding users’ behavior should be specified differently. In this work, we focus on 

Facebook’s users; thus, the designed features are according to Facebook functions 

specifically. The features are about what and how a user uses and interacts to other 

accounts, especially posting, commenting, sharing and replying. The amount of these 
actions is counted and stored. Moreover, the timing of these actions is also collected to 
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calculate for a gap between each action. We though do not collect the content of these 
actions in this phase since they are private information. There are three aspects as 

Facebook functions, time and consecutive action. The details of the collected features 

are given in Table 3. 

Table 3. The Features based on Facebook usage behavior for detecting depression at risk 

Aspect Features Details 
Facebook 
functions 

Posting (posts made by an 

account owner) 

- Average number of daily posts  

- Standard deviation of daily posts 

  

Sharing (posts made by sharing 

other account’s post) 

 

- Average number of daily shares  

- Standard deviation number of daily shares 

  

Commenting (comment as 

replying in another person’s post 

and share) 

 

- Average number of daily comments 

- Standard deviation number of daily comments 

 

  

Replying (comment as replying 

in another person’s comments in 

own post and share) 

 

- Average percentage of daily replies 

- Standard deviation number of daily replies 

 

Time 
 

Weekday - Weekend  

 

- Number of actions done in weekday (Mon-Fri) 

- Number of actions done in weekend (Sat-Sun) 

 Period - Number of actions done in morning (06:01-12:00) 

- Number of actions done in afternoon (12:01-18:00) 

- Number of actions done in evening (18:01-24:00) 

- Number of actions done in late night (00:01-06:00) 

 
Consecution 

 

Consequence 

 

- Number of actions done consecutively (activities 

within 5-minute gap) 

 

Since the main functions of Facebook are posting, commenting, replying to a 

comment and sharing a post, our features are designed regarding the functions. The 
activity for these functions includes posting a text, an image and a video or replying with 

a text and a sticker/emoticon. Differently, we do not count the number of replying since 

there is a vary number of obtained comments for each person. Thus, we choose the 

percentage of replying from a total number of obtained comments from other users. This 
work excludes the chatting function provided with Facebook messenger because we are 

allowed to monitor only the activities that users set as public or friend only. The designed 

features in different aspects are to combine such as an amount of posting (function) done 

in weekday (period) and in consequence (consecution). 
Data of the features are collected as counting number representing their frequency; 

hence, it is less complex and explicitly comparable. This work collects only actions via 

Facebook of Thai users; thus, we ignore the content of the posts and the replies. Although 

the posts and replies may contain the keywords obvious for showing the sign of 
depression, we decide to focus solely on interaction between users in this work since it 

breaches less privacy and is simpler in terms of collection. Moreover, analyzing Thai 

text requires a lot more techniques of natural language processing in which is complex 

and remains challenge. 
We can use the features for analyzing the behavior of users who are positive in being 

depression. Moreover, these features can be used to automatically identify users who 

may be at risk of being depression using an automatic classification method. 
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3.3. Data Modeling 

Once data are transformed, they are used to generate a model for an automated 

classification as a depression detection model. To generate the model, this work applies 

supervised learning which requires labeled dataset for training. The training dataset 

includes input data and their response value. Supervised Learning is to map an input to 
a particular class from a label of an output, and the mapping becomes a model for 

classification. Supervised Learning algorithms thus help to make predictions for new 

unseen data by referring to the generated model. 

In this work, a set of features for behavior usage of Facebook users is designed for 
supervised learning input while designate classes of the output are positive-depressive 

and negative-depressive state of a user. The supervised learning hence generates a model 

as a depress detection model to map the significant features that have an impact towards 

the depressive status classes. There are several available supervised learning algorithms 
such Naïve-Bayes (NB) [6, 7, 8, 9] Support Vector Machine (SVM) [6, 8] and Deep 

learning [12]. They all have their own advantages and limitations from a different 

training approach. Without adjusting their default algorithm, we will apply the feature 

set and compare a performance of the generated models.  

4. Experiments 

We designed an experiment to explore the potentials of the designed features. We 

provided results that we extracted from the dataset using the features. Moreover, we used 

them in an automated classification with supervised machine learning techniques to see 
how they perform in detection of depression. 

4.1. Data and Settings 

This study has been granted with a Certificate of Ethical Approval from the Human 

Research Ethics Committee of Walailak University with the Project No. WU-EC-IN-0-
187-62. Participants were volunteers who willingly applied to our experiment. They were 

first required to take a PHQ-9 test to determine their depression state. After selection, we 

had 160 Thai participants who commonly use Facebook and allowed us to monitor their 

account for 14 days. All participants are over 18-year-olds. The questionnaire results 
showed that there are 120 participants who are positive in depression-at risk and the rest 

are negative. 

4.2. Outstanding Features for Detecting Depression 

In this section, we provided results that we extracted from the dataset using the designed 
features.  The results of extracted data of Facebook usage regarding depression are given 

in Figure 2-4. 

From the data, the highly different statistics are from the number of late-nights 

actions, number of afternoon actions and standard deviation (SD) of daily posts, 
respectively. In details from function-based data, SD values of daily posts and shares 

were noticeably different while average (AVG) values of posts and shares were slightly 

different. This finding is understandable since depression-negative users tentatively had 
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consistent numbers of daily posts and shares while depression-positive users may have 
unstable mood that affects their inconsistent behavior. The depression-positive users had 

more likely post because it is a process of releasing a state of negative feelings or 

suffering. In the contrary, AVG values of comments and reply percentage are more 

usable than their SD values. This is because depression-positive users scarcely con-
ducted a reply or comment, but depression-negative users are more likely to interact to 

other users. From time-based features, we can see the time when the two groups are 

active. The depression-positive users had more activity numbers during late night since 

it is a time when depression is more likely to occur, including loneliness and insomnia. 
As a result, people with depression spend more time online. Last, consecutive actions 

from depression positive users were also significantly higher than those of depression-

negative users. 

 

 

Figure 2. Data results of Facebook usage regarding depression according to the features of Facebook functions 

including posts, shares and comments. 

 

 

Figure 3. Data results of Facebook usage regarding depression of reply function 

 

 

Figure 4. Data results of Facebook usage regarding depression according to the designed time and 

consecutiveness features 
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4.3. Performance of Classification Models 

With the designed features given in Table 3, the data are in a form of numerical value 

and can be easily used in supervised machine learning. Four classification algorithms as 

SVM, NB, DT and deep learning with default setting are used to train the classifying 

model. With small set of data, 5-fold cross validation was applied. The evaluation results 
are shown in Table 4. 

Table 4. Classification results from designed features 

Algorithm Precision Recall F-measure 
SVM 81.4 88.1 84.6 
NB 80.8 86.8 83.7 
DT 77.9 80.3 79.1 
Deep learning 84.4 89.7 87.0 

 

From the results, deep learning performed the best in all measurements among the 

chosen algorithms. The results though were still low; thus, we decided to split training 
data based on participant gender and removed the data with less than 5 activities in total. 

There were 102 and 33 remained participants for female and male, respectively. Then, 

we experimented with the gender-based model and gained evaluation results as given in 

Table 5. 

Table 5. Classification results from designed features splitting model based on participant’s genders 

Algorithm Precision Recall F-measure 
SVM 86.5 90.3 88.4 
NB 84.6 89.9 87.2 
DT 80.6 83.7 82.1 
Deep learning 90.2 92.6 91.4 

 
The results of classification were improved with splitting model based on 

participant’s genders. This shows that gender of participants is an important factor for 

differentiating behavior of Facebook users. 

5. Conclusion and Future Works 

This paper proposes a method to detect depression at risk person via a behavior of 

Facebook users. A set of features related to Facebook functions interact able to other 

users is designed to represent users’ activities in Facebook platform in a numerical value 

form. The designed features include posting, sharing, commenting and replying amount 
with periodic focus without interpreting its content. The limitation of the acquired data 

from Facebook user account is the number of activities as frequency of actions in a 

specific periodic time and consequential manner. Therefore, the data are easier to be 

collected with less privacy issue. To distinct between positive and negative depression-
at risk, PHQ-9 questionnaire, commonly used to screen depression patient in Thailand, 

was used. The collected data according to the designed features with a depression result 

are used to classify a likelihood of being depress disorder. These features hence are used 

in supervised learning classification algorithm for detecting a risk of being depress 
disorder.  
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From the experiment of 160 Thai Facebook users, we found that the designed 
features based on users’ activities from Facebook with deep learning algorithm yields 

about 87% in terms of F-measure. After analyzing the data, we thus split data regarding 

users’ gender and removed obviously low active data, and the F-measure from 

classification went up to 91.4 which improves for 4 points. From the data, the highly 
significant features in differentiation between depression-positive and negative users are 

from the number of late-nights actions, percentage of replies, number of afternoon 

actions, standard deviation (SD) of daily posts and consecutive actions, respectively. In 

the future, we plan to include text analysis in detection of depression including 
sentimental analysis of a post, vulgarity degree of a language and keyword detection that 

depress person often used. 
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Abstract. Classification is a data mining task and which is a two-phase process:
learning and classification. The learning phase consists of constructing a classifier
or a model from a labeled set of objects. The classification phase consists classify-
ing new objects by using the generated classifier. Different approaches have been
proposed for supervised classification problems through Formal Concept Analy-
sis, and which is a mathematical theory to build upon hierarchies of formal con-
cepts. The proposed approaches in literature rely on the use of single classifier and
ensemble methods. Single classifier methods vary between them according to dif-
ferent criteria especially the number of formal concepts generated. We distinguish
overall complete lattice methods, sub-lattice methods and concept cover methods.
Methods based on ensemble classifiers rely on the use of many classifiers. Among
these methods, there are methods based on sequential training and methods based
on parallel training. However, with the large volume of data generated from vari-
ous sources, the process of knowledge extraction with traditional methods becomes
difficult. That’s why new methods based on distributed classifier have recently ap-
peared. In this paper, we present a survey of many FCA-based approaches for
classification by dividing them into methods based on a mono-classifier, methods
based on ensemble classifiers and methods based on distributed classifiers. Differ-
ent methods are presented and compared within this paper.

Keywords. Artificial intelligence, Data mining,, Machine learning, Supervised
classification, Formal concepts analysis, Ensemble methods, Cloud

1. Introduction

The exploding volume and speed of data growth have triggered several challenges in
many learning problems in real world. Classification is one of the most important tasks
in Machine Learning. The classification problem aims to predict a class to which new
data will fall under. In fact, the supervised classification analyzes the attributes and de-
velops an accurate description or model for each class using descriptions submitted by
attributes. Several classification algorithms were proposed in the literature and widely
applied in practice. As references in the fields, we can highlight the Artificial Neural
Network, Association Rule Mining, Formal Concept Analysis, Induction of Decision
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Trees, Naïve Bayes and Support Vector Machine. Each supervised classification method
is characterized by some features that can be fitted to some classification tasks.

Formal Concept Analysis (FCA) [1] is a popular method of Machine Learning meth-
ods [2]. It is a mathematical theory which builds upon hierarchies of formal concepts.
Also, FCA is a theoretical framework which structures a group of objects and their at-
tributes. The classification approach based on FCA is divided into two steps: learning
step and classification step. In the learning step, a classifier is built by means of analy-
sis of objects described by attributes in the training set. Each object is assumed to be-
long to a pre-defined class represented by a particular attribute in the training set. In the
classification step, the model built in the first stage is used to classify the new objects.

This article provides a comparative study of FCA-based classification methods. In
literature, several studies had carried out this comparative study. The authors in [3] car-
ried out a theoretical and experimental comparative studies of some classification meth-
ods based on FCA. New methods have appeared in [4] which are based on a single clas-
sifier. The authors classified the classification methods based on the FCA by evoking the
notions of complete lattice, sub-lattice and cover of the concept. Other algorithms are
based on the taxonomy of [2] of existing supervised classification methods. This taxon-
omy is divided into two categories: exhaustive methods and combinatory methods. The
first category is characterized by the use of a single classifier. The second contains the
learning methods which exploit the paradigms of ensemble learning. Hence, this article
presents a comparison of the FCA-based classification methods cited in existing work
with those that have recently emerged. We introduce a new category of methods which is
based on a distributed classifier. The paper is organized as follows: in section 2 we intro-
duce methods based on mono-classifier. Section 3 introduces methods based on ensem-
ble classifiers. Section 4 presents the methods based on distributed classifiers. In section
5, we discuss such methods. Finally, we present our conclusion.

2. Methods based on mono-classifier

Several classification methods based on FCA, were presented in literature. Many FCA-
based classification algorithms that generate a complete lattice have been developed, we
can cite GRAND [5,6], GALOIS [7,8], RULEARNER [9] and NAVIGALA [10].

GRAND builds a complete lattice. All concepts are presented in the lattice except
the supremum or the infimum each one of them is an empty set. To update the lattice, for
each new object that has attributes shared lattice nodes, nodes with common attributes
will be inserted, in the meantime, all redundant connections will be removed. It induces
the most accurate rules in order to be applied on each new object.

GALOIS is a system that provides an incremental aspect of lattice construction. It
uses two different methods to determine classes of new objects. The system performs
a similarity calculation between the new object and each concept. This similarity is the
concept properties verified by the object. Finally, GALOIS assigns to the object the class
of the most similar concept.

RULEARNER constructs a full-concept lattice. In the learning phase, this system
builds a set of rules that overlap the object nodes of the lattice. Besides, to classify new
objects with an ordered list, RULEARNER uses these rules by keeping the order. How-
ever, it uses majority voting for unordered list.
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NAVIGALA is a recognition system that was developed to recognize noisy graphical
objects and symbol images by navigating through the complete lattice like navigating in
a classification tree [10].

In [11], the authors proposed an incremental learning method for mining sequen-
tial patterns to find different human behavioral patterns in non-stationary smart environ-
ments. The input data are labeled sequences that gradually arrive from a sensor. If a lat-
tice is not found before, the presented method makes a lattice initialization. For each el-
ement of the new training data set, an iteration of the lattice checks whether the iterated
concept should be updated, created or ignored [11].

FCA-based query expansion was discussed in [12]. This study is based on the ex-
traction of description topics from documents. In fact, a set of retrieved documents is
obtained based on a query against a set of documents to perform the expansion. The de-
scription topics defined as intrinsic concepts in a document are extracted from the recov-
ered documents. Using the retrieved documents as objects and the description topics as
attributes, a lattice is constructed as the possible expansion space. The expanded query
will be generated by the selected lattice nodes.

Despite the several systems of lattice concept-based classification, their problem re-
mains in time and space complexities. This common limit is due to the navigation in
the whole space search.To solve this issue, many researches presented approaches based
on sub-lattice classification. A sub-lattice is a partial part of Galois lattice. The classi-
fication process is the same for a complete lattice and sub-lattice methods but the ma-
jor difference between them is about how many formal concepts are generated. LEGAL
[8], CIBLe [13], CLNN & CLNB [14] and CLANN [15] build a sub-lattice. The sub-
lattice generation contributed drastically to the reduction of theoretical complexities and
execution time.

To build a sub-lattice, LEGAL applies two learning parameters. The objects of the
initial formal context will be divided into positive objects and negative objects. For each
new node, LEGAL begins by constructing its sub-nodes. Valid nodes are then retrieved
using learning parameters. These valid nodes are characterized by a great number of
positive objects. The algorithm ends when there are no valid nodes.

CIBLe starts with the construction of a sub-lattice. It gives a numerical re-
description to the training data. In its classification step, CIBLe performs a similarity cal-
culation to classify new objects. In practice, it uses three different measures: Manhattan
distance, Mahalanobis distance and Euclidean distance.

CLNN & CLNB integrate respectively two classifiers, the Naïve Bayes classifier and
the Nearest Neighbors classifier, in the lattice concept. They also use the majority vote
to classify new objects.

CLANN builds a sub-lattice in the training phase and only data with two classes are
handled. The obtained sub-lattice will be used to construct neural networks that perform
classification.

The authors in [16] proposed a classification method based on FCA which applies
the minimum description length (MDL) to select concepts. Target class code tables are
used individually to get compression objects. For classification, the attributes of an object
are covered by sets of elements found in code tables of classes. Finally, coding lengths
are calculated for all classes. The class that has minimum coding length is chosen.

A concept cover is defined as a part of lattice which contains only relevant concepts.
To build cover concepts, IPR [17] resorted to the greedy algorithm. For classification,
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IPR looks for rules with the premise that matches attributes of the new object. Rules
that were applied represent the most weighed ones for the involved object. CITREC [18]
is another cover—based classification method. The first step of CITREC is to convert
numeric and nominal attributes to binary ones. Then, the creation of a new context (the
reduced context) where the objects and the classes of the different objects of the training
set are equal. Next, the lattice is built using the reduced context. To classify new objects,
CITREC uses the majority vote.

Different supervised classification methods based on FCA were presented in this
section: complete lattice methods, sub-lattice methods and concept cover methods. Con-
cept lattice and sub-lattice proceed similarly. But, using sub-lattice is feasible due to its
running time compared to the concept lattice. In fact, this feature leads to the generation
of the relevant rules but this causes a loss of information. The problems in the presented
methods remain in the use of a single classifier, the high complexity and the type of han-
dled data which is binary for almost all systems. As a result, many researches in literature
oriented to the combination of classification methods based on the ensemble methods the
best known of which are boosting and bagging.

3. Methods based on ensemble classifiers

There is a growing realization that the use of ensemble classifiers can be more effective
than the use of single classifiers. Why rely on the best single classifier, while we can
obtain the most accurate and reliable result from a combination of several? This is the
reasoning behind the idea of ensemble methods. Several classifiers based on ensemble
methods were developed in literature. There are two categories: methods based on se-
quential training and methods based on parallel training. The difference between the two
categories is that the first one generates classifiers sequentially but the second method
generates parallel classifiers.

In this context, BFC [19] and BNC [20] are two methods based on sequential training
that were proposed in literature. BFC is a method based on FCA and also benefits from
boosting algorithms. The basic idea of BFC consists in selecting a group of data from
the learning set after assigning equal weights to the training objects. Then, BFC extracts
the relevant formal concepts within the subset. To classify the learning data, the BFC
method uses the training objects weights. This process is repeated until getting the final
classifier. For BNC, it proceeds in the same way as BFC. However, what differs between
BFC and BNC is the data type and attribute selection. BFC makes the learning from
binary data but BNC handles nominal data. For attribute selection, BFC uses Shannon’s
Entropy while BNC uses informational gain.

FPS-FCA [21], DNC [22], RMCS [23] and B-RCL [24] are based on parallel train-
ing. FPS-FCA divides the training set into many subsets. FPS-FCA uses the obtained
subsets to generate formal contexts in order to extract classification rules. DNC builds
several parallel classifiers. In this case, each classifier is constructed using the same
learning algorithm. DNC creates disjoint and stratified samples. On each sample, CNC
(Classifier Nominal Concept) is then constructed [22]. The classifiers’ outputs are finally
combined by a majority vote. RMCS is also a method based on parallel training. RMCS
begins with the construction of a classification table using a formal context. Then, RMCS
assigns classifiers to the objects that exist in the context. After matching, it searches the

H. Azibi et al. / Survey on Formal Concept Analysis Based Supervised Classification Techniques24



test set object neighbors by means of a similarity metric. The classifiers that are selected
for classification are those which have more neighbors that were found [23]. The au-
thor of [24] proposed the fusion of Random Conceptual Coverage Learner with bagging
paradigm. RCL differs from other FCA coverage methods in attribute selection. RCL
performs the selection randomly from the training set. B-RCL was proposed to reduce
the variance caused by RCL.

4. Methods based on distributed classifiers

In recent decades, the volume of data generated from different sources flows contin-
uously. Hence, the extraction of knowledge from numerous data sources using mono-
classifier methods and ensemble learning methods becomes a difficult task. The existing
algorithms are not scalable to the huge new and larger datasets for knowledge extraction
and representation. To solve this issue, frameworks for big data applications are devel-
oped [25]. However, these frameworks are based on a distributed environment like Cloud
Computing [26]. In this field, several distributed data mining tools were developed. In
[27], the authors introduced a cloud-based framework to implement home diagnostic ser-
vice. The user submits a query which contains the disease information. A dispatcher se-
lects nodes to determine the medical records corresponding to the request. The dispatcher
then merges the search results and passes them on to a data analysis cluster. A lattice will
be constructed according to the medical records retrieved and reveals the relationships
between diseases with common symptoms [27].

The authors of [28] presented a Multi-Cloud Service Composition approach which
based on FCA. In fact, from each lattice the requested services are extracted. Then, the
use of the lattice for filtering candidate clouds according to providers that were selected
[28]. Finally, there is a selection of the appropriate and optimal cloud set from which the
best services are selected.

The work presented in [29] is a Distributed Classifier Nominal Concept. This method
is a distributed version of CNC, which handles nominal data. Dist-CNC was imple-
mented using Distributed Weka Spark which is a distributed framework for weka. Dur-
ing the learning phase, the master node divides the input data into partitions and then
distributes the training task and the partitions obtained to the slave nodes. Slave nodes
apply CNC on each partition and return results to master node. To evaluate the model,
the master node distributes the model formed to the slave nodes. Then, each slave node
uses its partitions to evaluate the model. The final results are merged and then returned.

5. Discussion

Tables 1 and 2 show a comparison between supervised classification methods based
on FCA by category. The comparison criteria chosen show the characteristics of each
method. As shown in tables 1 and 2, these methods handle various data types as binary,
numeric and nominal data. In table 1, the methods construct complete lattices, sub-lattice
or cover concepts. These methods classify the datasets which contain several classes with
the exception of LEGAL, RULEARNER and CLANN. For lattice construction, these
methods use algorithms to generate concept lattices. These algorithms can be incremen-
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Table 1. Comparison between mono-classifier based methods

Methods GRAND GALOIS RULEARNER NAVIGALA LEGAL CIBLe CLNN &
CLNB

CLANN IPR CITREC

Data type Binary Nominal Nominal Binary Binary Numeric Numeric Binary Binary Binary
Number of
classes

multi-
class

multi-
class

2 classes multi-class 2 classes multi-class multi-
class

2 classes multi-class multi-
class

Construction
lattice algo-
rithm

Oosthuizen Carpineto
and Ro-
mano

Oosthuizen Bordat
extension

Bordat Modified
Bordat

Top-
down
approach

Modified
Bordat

Heuristic
approach

Godin

Concepts
structure

Complete
lattice

Complete
lattice

Complete lat-
tice

Complete
lattice

Sub-lattice Sub-lattice Sub-
lattice

Sub-
lattice

Cover
concepts

Cover
concepts

Concept
selection

Maximally
complete
concepts

Maximally
complete
concepts

Maximally
complete
concepts

Distance
measure

Maximally
complete
concepts

Lattice level
Entropy

Support
Preci-
sion

Heuristic
algo-
rithms

Entropy Support

Incremental Yes Yes Yes Yes No No No No Yes Yes
Learned
knowledge

Rules Relevant
concepts

Ordered and
unordered
rules

Concepts Relevant
concepts

Relevant
concepts

Rules Relevant
concepts

Rules Rules

Classification Vote Similarity
or vote

General rule Navigation
in a GA-
LOIS lattice
like naviga-
tion in the
decision tree

Vote k-nearest
neighbors
algorithm

Verified
rule +
vote

Neural
networks

weighted
rules

Vote

Complexities O(2l ×
l4 with
l is the
minimum
between n
and m.

O(3m ×
2n × n) <
O(32m ×
n)

Idem to
GRAND.

O(|L| × n3)
+ O(nm2)
with |L| the
number of
concepts

O((|L| × n
(1-α)) with
|L| the num-
ber of con-
cepts and α
the validity
criteria

O (|L| ×
m3 with |L|
the number
of con-
cepts of the
sub-lattice

O (|L| ×
n × (1-
α))

O(2min(n,m)) O(n2 × m2

× (m+n))
O(2m × n)
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Table 2. Comparison between ensemble based methods

Methods BFC BNC FPS-FCA DNC RMCS B-RCL

Concepts struc-
ture

Cover Cover Sub-lattice Cover Complete
lattice

Sub-lattice

Data type Binary Nominal Nominal Nominal Binary Nominal

Concept selection Shannon
entropy

Informational
gain

Relevant pat-
terns

Informational
gain

Distance Eu-
clidian

Random cov-
erage

Learned knowl-
edge

Rule Rules Graph pattern
structure

Rules Concepts Rules

Classification Weighted
vote

Weighted vote Hypotheses Majority vote Maximum
number of
neighbors

Majority vote

Ensemble Sequential Sequential Parallel Parallel Parallel Parallel

Complexity O(nlog(n)+
nm)

O(nlog(n)+ nm)
with m= nomi-
nal attribute

O(nm/k) with
k is the num-
ber of proces-
sors

O(n’) with
n’= stratified
samples

O(nmlog(n)) O(N3) with N
is the number
of base classi-
fiers

tal or non-incremental. All methods in tables 1 and 2 use the concept selection to induce
rules in order to classify new instances through these rules.

However, these rely on different selection measures such as the Informational Gain
for BNC and DNC, the support for CITREC and the Shannon entropy for BFC. IPR and
CLNN & CLNB uses support, precision and recall to obtain concepts.
Methods based ensemble classifiers use multiple classifiers that are combined by vote
techniques. These methods choose to represent the learned knowledge by relevant con-
cepts or rules. In the classification phase, each system uses its appropriate method to de-
termine a class for each new object. The majority vote is applied by GRAND, CITREC,
LEGAL, BFC and DNC. It may also be used for GALOIS that also applies the similarity
calculation. CLNN & CLNB applies voting strategy and verified rules for prediction. To
predict a class for a new object, RULEARNER makes a selection of rules by respecting
the order of the antecedents, CIBLe applies K-Nearest Neighbors algorithm and CLANN
utilizes neural networks algorithm for classification. IPR uses weighed rules and BNC
uses the weighed vote. RMCS classifies new examples by looking for the maximum
number of neighbors and FPS-FCA uses hypothesis.

Tables 1 and 2 also propose a comparison of the theoretical complexities of different
classification methods based on FCA where n is the number of objects and m is the
number of attributes. As shown in table 1, all methods have an exponential complexity.
Sub-lattice methods reduce this complexity because the build is a part of the lattice.
Cover concepts methods have minimal complexity thanks to the generation of only the
most relevant concepts.However, for ensemble classifiers, parallel methods like DNC,
RMCS and FPS-FCA have a linear complexity, a polynomial logarithmic complexity
and a polynomial complexity, respectively. For BFC and BNC, there is a complexity
optimization that reaches a polynomial logarithmic order. The extraction of knowledge
from large data sets still a challenge and a difficult task for traditional data mining tool.
Distributed classifiers constitute a solution to answer this problem.
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6. Conclusion

In this paper, we presented several FCA-based classification methods. First, we intro-
duced methods based on mono-classifier that regroup the methods based on full lattice,
sub-lattice and cover concept. Second, we presented methods based on classifiers ensem-
ble. They rely on the use of many classifiers by parallel or sequential training. Finally, we
introduced methods based on distributed classifiers to answer the problem of knowledge
extraction from large data sets.
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Abstract. Edge-preserving and structure-preserving smoothing filtering has 

attracted much interest in the last decades. A conventional linear filter effectively 

smoothens noise in homogeneous regions but blurs the edges of an image. This study 

aimed to present an adaptive guided filter using a cross-based framework. The 

proposed method outperformed many other algorithms in terms of sharpness 

enhancement and noise reduction. Moreover, the cross-based adaptive guided filter 

had a fast and nonapproximate linear-time algorithm as the guided filter. 

Keywords: Adaptive denoising, cross-based framework, edge-preserving 

smoothing, guided filter 

1. Introduction 

Image enhancement and image noise reduction are two opposing technologies. The 
former aims to improve the high-frequency components of the image and enhance the 

edge and texture features, while the latter aims to smooth the signal and remove high-

frequency noise. These two technologies have been the research hotspots in the field of 

image processing. Nowadays, many filtering techniques, such as bilateral filtering [1], 
anisotropic diffusion [2-5], guided filtering [6], and so on are available, which can 

remove high-frequency details while removing noise in smooth areas. 

Anisotropic diffusion can be used to preserve and strengthen large edges, but its 

oversmoothness filters out noise and small textures at the same time. Bilateral filtering 
has been widely used [7], which achieves image noise reduction according to spatial 

correlation and gray correlation. However, it has certain limitations due to the complexity 

of the adaptive value of the coefficients. At the same time, it has a staircase effect during 

smooth operations. 
The effect of guided filtering is similar to that of bilateral filtering. However, its 

algorithm complexity is much lower than that of bilateral filtering, and it has unique 

advantages in terms of detail enhancement and high dynamic range compression [8]. 

Different from bilateral filtering, guided filtering is essentially a local multi-point 
estimation [9]; that is, the calculation of multiple observation points in the neighborhood 

is needed to estimate a certain point. Bilateral and guided filtering can be combined to 

make an overall combined estimation because the points in these neighborhoods are also 
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used for other points. The estimates are worthy of calculation. This type of combined 

estimation of multiple points has a great improvement over previous operations for 

domain window estimation [10-12]. 

Edge enhancement leads to clearer subjective perception of the image and more 
comfortable visual effect for people. However, the a forementioned algorithm is only for 

the noise reduction and smoothing effect in the neighborhood. Therefore, the selection 

of the domain window is crucial in edge enhancement. Compared with global stereo 

matching, local stereo matching has more advantages in terms of calculation amount, 
parameter setting, and implementation efficiency [13]. For video noise reduction, the 

real-time requirement cannot be ignored. A previous study focused on real-time 

matching and introduced speed comparison in stereo matching [14]. The principle of 

bilateral filtering and stereo matching was described in previous studies for the 
effectiveness of dynamic stereo processing architecture [15-16]. 

In response to the need for edge enhancement, this study proposed a cross-based 

adaptive guided filter. The cross-based neighborhood was introduced into a guided filter, 

and a locally adaptive variable was added [17]. The adaptive change in the neighborhood 
might guide the smoothing effect of filtering. 

2. Guided filtering 

A previous study proposed guided filtering to make a linear transformation of the guided 

image, which had edge protection characteristics like those of bilateral filtering. 
Compared with bilateral filtering, guided filtering avoided the gradient reversal effect 

[6]. 

2.1. Definition 

The main idea of guided filtering is to have a linear relationship between output image 

Q
 and guided image I , that is:  

 
kiiki wibIaQ ���� ,  

(1) 

kw is a square filter window with radius r , and ),( kk ba is a linear coefficient. Within 

a certain range kw , their values are fixed. Eq. (1) shows that if image I has edges, image 

Q  also retains the edges, and IaQ ��� . 

The value of ),( kk ba is determined by minimizing the difference between input 

image P and filtered output image Q  as shown in Eq. (2): 

�
�

����
kwi

kiiikik aPbIabaE ))((),( 22 	
 (2) 

	 is a normalization coefficient used to adjust ka
, preventing its value from being too 

large. 
),( kk ba

is calculated using Eq. (3) and Eq. (4): 

M. Yan et al. / Cross-Based Adaptive Guided Filtering 31



 

	


�

�

�
�

��

2

||

1

k

wi kkii

k

k
PPI

wa  (3) 

 kkkk aPb ���  (4) 
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  are the mean value and variance value of guided image I  in the filter 

window, respectively.
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 is the number of pixels in kw
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is the mean value of input image P  in the filter window kw
. 

The proposed linear model was used for all partial windows of the entire image. The 

occurrence of pixel i  in different windows iQ  leads to its uncertain values in 

different windows. Therefore, the average value of iQ  is calculated using Eq. (5): 

 iii
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In Eq. (5), � �
�

iwk ki a
w

a
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1
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w
b

||

1
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After such adjustments, the linear coefficient ),( ii ba  refers to the spatial mean 

value, and a direct linear relationship no longer exists between Q�  and I� . 

),( ii ba  is the output of an average filter, and its gradient is much smaller near the 

strong edge than I . However, IaQ ���  is still used here, indicating that the 

gradient changes in I can still be largely retained in Q . 

A function that contains the guided image I , input image P , and output image Q  

is obtained as follows: 

 ��
j

jiji PIWQ )(  (6)  

ijW is a function that guides the image and is independent of input image P . 

ka  can be written as a weighted sum of P : �� j jkjk PIAa )( , which is 

relevant to only the weights of. If Eq. (5) is rewritten as Eq. (6), then: 
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2.2. Edge Protection Filtering 

If 0�	 , Eq. (2) has an optimal solution when 
0,1 �� kk ba

. If 0	 , two 

situations occur: 
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Flat area: If the pixel value of image I  is constant in the window, then the solution 

of Eq. (2) should be kkk Pba �� ,0 . 

Fluctuation area: If the image pixel value of image I  changes greatly within 

window kw , that is, its variance value is large, then the value of ka  tends to 1 and the 

value of kb  tends to 0. 

ia  and ib are the average values of ka  and kb , respectively, which can be 

obtained using Eq. (5): If a pixel is a point in the undulating region, its value does not 

change. If it is in a flat region, its value is replaced by the average value of the 
surrounding pixels. The difference between the flat area and the undulating area is 

defined by 	 . For image blocks with large variance values, that is, when 2
 is larger 

than 	 , the pixel values in the image blocks are retained, and conversely, the pixel 

values are replaced by the mean value. The effect of 	  is similar to the gray variance 

in bilateral filtering. 

2.3. Summary 

The edge protection smoothing characteristics of guided filtering can be illustrated by a 

1D signal as an example. As shown in Figure 1, if iI
 and jI

 are on the same side of 

the edge, kiI ��
 and kjI ��

 have the same +/  sign. However, if they are on 

different sides, they have opposite signs. Then, the value of 
	


��
�

��
�

2

))((
1

k

kjki II

in this case is much smaller than the value in the case of the same side, which tends to 0. 

This means that the pixel values on both sides of the edge are not averaged; when
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k  (flat area), 
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, it is equivalent to a low-pass filter. 
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Figure 1. A 1D example of an ideal step edge. 

M. Yan et al. / Cross-Based Adaptive Guided Filtering 33



3. Improved cross-based adaptive guided filtering 

3.1. Offset�  

This study introduced an adaptive offset 
�

 in the guided filtering to ehance the ability 

of bilateral filtering to strengthen edges [18]. The improved adaptive guided filtering was 
found to have better filtering effects at the edges and better detail retention. 

In the filter window of guided image I , the maximum value kMAX , minimum 

value kMIN , and average value kMEAN  can be used to replace the pixel values in 

the image. Supposing that kiki MEANI ��� , kj� is the difference between each 

pixel in the image and the average value.�  is defined as Eq. (8): 
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��
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�
0,0
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kiik
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i

if
ifIMIN
ifIMAX
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)( kiiI �� ��
 is used instead of the 

)( kiI ��
 in the original guided filter. If the 

pixel value iI
 to be obtained is greater than the average value, its value is replaced 

with kMAX
; if the pixel value is less than the average value, it is replaced with 

kMIN
; and it is not replaced if it is equal to the average value. Substituting the original 

value with the lowest value helps strengthen the edges, thereby making the border texture 

clearer. 

3.2. Cross-Based Adaptive Guided Filtering Algorithm 

Scharstein and Szeliski proposed a stereo matching algorithm [19]. Compared with 

global stereo matching, local stereo matching is more efficient and easier to implement 

[20-22]. A cross-based local stereo matching algorithm was proposed to work out the 

size and shape of the adaptive window of the pixel [17]. A cross-based adaptive guided 
filtering algorithm is more practical through orthogonal integral image technology. The 

present study introduced this method into guided filtering and adjusted the size and shape 

of the neighborhood window. 

The local cross-based adaptive guided algorithm is divided into two steps: First, a 
cross-based with a base radius is established with the pixel to be measured as the center, 

and the central pixel can be called a base pixel 
p

. As shown in Figure 2, the color 

similarity is calculated for the pixel values in its four directions to adjust the arm length 

},,,{ ����
pppp vvhh

. Using 

�
ph

, for example, to calculate the difference between 

consecutive pixels in this direction and 
p

, and to find the maximum arm length 
*r

similar to the base pixel value, 
*r is calculated as shown in Eq. (9): 
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, L is the preset maximum arm length value, 

),( 21 pp�
 is the 

color similarity indicator function between pixels 1p
 and 2p

, and Eq. (10) provides its 

definition: 
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�  is the pixel color difference threshold between 1p  and 2p . When the 

maximum arm length *r is obtained, it equals the value of 
�
ph . 

Second, the determination of the cross-based shows that each pixel only needs to 
store four arm length values, and the field determination of the base pixel is the 

superposition of the horizontal basis on its vertical basis, that is: 

 �
)(

)()(
pVq

qHpU
�

�
 (11) 

q  is the pixel on the vertical basis of p , as shown in Figure 2, )(qH  is the 

horizontal basis of q , and )( pU  is the adaptive neighborhood of pixel p .  
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Figure 2. Configuration of a cross-based frame. 

4. Experimental results 

The value of ε in the ζ was determined. The three images in Figure 3 are the processing 

results of waterfall images under different ε values. Through the combined results of 

peak signal to noise ratio and subjective vision, �	 8.0� was finally selected, where τ 

is the threshold value of the difference in the cross-based pixel. 
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Figure 3. Effect of different coefficients of guided filtering. 

Standard sequences such as Akiyo and Foreman were selected for experimental 

simulation to compare the advantages and disadvantages of the proposed algorithm and 

the original guided filtering algorithm. 

Figure 4 is the 20th frame of the Akiyo sequence. Random noise with a magnitude 
of 0.05 was added. Bilateral filtering, guided filtering, and cross-based adaptive guided 

filtering proposed in this study were used to reduce the noise. Figure 4a and 4d are 

original images of noise reduction, and Figure 4e to 4h are corresponding enlarged views. 

Figures 4a and 4e are images with random noise added, Figure 4b and 4f are images 
processed with bilateral filtering on the noise map, and Figure 4c and 4g are directed 

noise filtering with guided filtering, Figure 4d and 4h are the effect diagrams of noise 

reduction after cross-based adaptive guided filtering. The cross-based adaptive guided 

filtering had better filtering effects at the edges and had obvious advantages in terms of 
detail processing. 

 

Figure 4. Denoising comparison of Akiyo. 

Figure 5 is an effect diagram of noise reduction processing on a night-time real shot 

image. From left to right are an original image, a bilateral filter image, and a cross-based 

improvement guided filter image. At night, the noise of the image is large due to the 

insufficient exposure, which causes problems such as large color spots and blurred 
borders. The figure shows that the bilateral filtering and the improved cross-based guided 

filtering in this study both had a better smoothing effect and a better effect on removing 

speckles, but the over-smoothing of the bilateral filtering caused the distortion of the 

picture. The detailed enlarged view of Figure 5(d f) reveals that the smoothing effect of 

bilateral filtering blurred the boundary at the texture and edges, while the cross-based 

improved guided filtering still had clear boundaries. 
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Figure 5. Denoising process on the picture of real objects. 

Table 1 shows the results of the peak signal-to-noise ratio, and the structural 

similarity of standard sequence noise reduction based on previous studies [1, 6, 18] and 

the cross-based adaptive guided filtering algorithm.  

Table 1. PSNR and SSIM comparison of four methods 

 GF [6] BF [1] ABF [7] Proposed method 
PSNR comparison (dB) 

Akvio 27.0561 27.105 28.4098 29.3644 

Foreman 26.7908 26.8976 27.549 28.7079 

Waterfall 24.9809 25.4488 25.9767 27.6231 

Bus 28.4903 29.099 29.9811 30.9946 

Mobile 28.3293 28.0561 29.3002 30.724 

Bottle 25.3579 25.6792 26.0593 27.4684 

Flower 26.1684 26.5467 27.4918 28.3674 

Luggage 27.6492 27.7843 28.8139 28.4627 

Tempete 31.0575 31.1183 32.0243 33.0527 

Bridge-close 26.8309 26.8976 27.9832 28.2753 

SSIM comparison 

Akvio 0.827 0.835 0.842 0.860 

Foreman 0.834 0.841 0.856 0.873 

Qaterfall 0.825 0.834 0.844 0.865 

Bus 0.838 0.846 0.862 0.884 

Mobile 0.819 0.836 0.854 0.868 

Bottle 0.805 0.826 0.848 0.861 

Flower 0.821 0.837 0.853 0.875 

Luggage 0.839 0.854 0.876 0.902 

Tempete 0.828 0.842 0.865 0.887 

Bridge-close 0.827 0.840 0.849 0.868 

 

Compared with GF, BF, and ABF, the proposed method achieved better 
performance in terms of PSNR and SSIM when denoising the image. At the same time, 

the proposed algorithm still retained the advantages of guided filtering in computing time 

and implementation complexity. 
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5. Conclusions 

This study proposed a cross-based adaptive guided filter. In this method, the adaptive 

selection of the filtering neighborhood was added to the framework of the guided filter. 

Filter blocks were generated whose size could be adjusted automatically and their shape 
could be adjusted adaptively based on gray similarity and stereo matching, which was 

beneficial to the smoothing effect of the filter. The improvement of the offset was added 

to the processing of the guided image, which enhanced the slope of filtering at the edges, 

reduced the blur, and made the image sharper. The selected value of the offset changed 
proportionally with the gray threshold of the filter window, which had a better effect than 

the hard threshold. The improved guided filtering still retained the original characteristics 

of easy hardware implementation with low algorithm complexity, and had good 

prospects in engineering. 
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Abstract. We propose a deep learning framework for anisotropic diffusion which
is based on a complex algorithm for a single image. Our network can be applied not
only to a single image but also to multiple images. Also by blurring the image, the
noise in the image is reduced. But the important features of objects remain. To apply
anisotropic diffusion to deep learning, we use total variation for our loss function.
Also, total variation is used in image denoising pre-process.[1] With this loss, our
network makes successful anisotropic diffusion images. In these images, the whole
parts are blurred, but edge and important features remain. The effectiveness of the
anisotropic diffusion image is shown with the classification task.
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1. Introduction

Many approaches to object classification make essential use of machine learning meth-
ods. To improve the accuracy, we collect larger datasets, make more complicated models,
and pre-process the training, testing dataset. But from the pre-processing point of view,
the noise of image is a big problem to train and test a deep learning network model. There
is a lot of research to reduce noise in images.[2] Like other denoising with deep learning,
we try to decrease the noise in the image by diffusing using our deep learning network. In
our experiments, we define noise as not important information for the classification task.
For image denoising, we make a network that executes Anisotropic Diffusion. Filters
in anisotropic diffusion can outperform isotropic diffusion to certain applications such
as denoising of highly degraded edges.[3] And anisotropic diffusion reduces noise in the
image without removing significant parts of the image content, typically edges[4]. With
anisotropic diffusion, we can reduce the noise of the image and blur unnecessary parts of
the image except the edge. It resembles the process that creates a scale space[3] where an
image generates a parameterized family of successively more and more blurred images
based on the diffusion process. This anisotropic diffusion is a generalization of this dif-
fusion process. To observe the effect of our anisotropic diffusion image result, we check
the classification accuracy.

Section 2 reviews anisotropic diffusion and its traditional algorithm. Section 3 de-
scribes the training process of our network. Section 4 includes the experiment results of
our experiment. Finally, section 5 finish the paper by summarizing.
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2. Anisotropic diffusion

Anisotropic diffusion reduces noise in the image without removing significant parts such
as the edge. To make this image, anisotropic diffusion produces a family of parameter-
ized images. Each resulting image is a combination of original images and a filter that
depends on the local content of the original image. So anisotropic diffusion is a non-
linear and space-variant transformation of the original image[5]. To produce a family of
parameterized images, anisotropic diffusion iterates the algorithm under the assumption
that ’Inside of edge will be the same area’. This is the simple algorithm of anisotropic
diffusion.

Algorithm 1

for number of training iterations do

1. Calculate edge gradient in four directions based on the current pixel.
2. In each direction, generalize it using generalization constant and sum it.
3. Output sum of the above-calculated values and weights(Lambda).

The traditional anisotropic diffusion algorithm works with Eq. (1).[4] In Eq. (1).
∇ denotes gradient, Δ denotes the Laplacian, div is the divergence operator and c(x, y,
t) is the diffusion coefficient that controls the rate of diffusion. It is usually chosen as
a function of the image gradient. Because of this coefficient, anisotropic diffusion can
preserve edges in the image.

δ I
δ t

= div(c(x,y, t)∇I) = ∇C ·∇I+ c(x,y, t)ΔI (1)

But the traditional anisotropic diffusion algorithm is just for a single image and the
speed is too slow. So, we apply anisotropic diffusion to deep learning framework for
generalization and faster than the traditional algorithm.

3. Training

3.1. Anisotropic Diffusion Loss

To calculate the gradient of each direction, we try to calculate the total variation of
anisotropic diffusion image which is the output of our network. Given an image I, the
output of the anisotropic diffusion image is U. The loss function is defined as Eq. (2):

Loss = ‖U − I‖2+λ ‖∇U‖ (2)

‖∇U‖= ‖∇Ux‖+
∥
∥∇Uy

∥
∥ (3)
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λ is the regularization parameter. ∇Ux is the gradient in the x-axis direction of the
anisotropic diffusion image and ∇Uy is the gradient in the y-axis direction of the
anisotropic diffusion image. In this loss function, λ term makes the output image is not
too blurred. If this value is too big, the output image is too blurred to recognize the ob-
jects in the image. And if this value is too small, the output image is the same as the orig-
inal image. So we set this value to 0.01 through several experiments. To calculate ‖∇U‖
in Eq. (2), we calculate Eq. (3). To get the value of ‖∇Ux‖ and

∥
∥∇Uy

∥
∥, we use Central-

Difference with Dirichlet boundary condition. With this ‖∇U‖, we can compute the total
variation of network output. For this output images, our network is Auto-encoder net-
work with 4-layers for encoding, and 4-layers.[6] We use the Auto-encoder structure for
decoding to force the learned representations of the input to have useful properties.[7] In
this architecture, the regularization parameter is fixed to 0.01, the filter size is 3 × 3, and
the input, output image size is 256 × 256.

3.2. Classification

To compare the accuracy of classification with the original image and anisotropic diffu-
sion image, we train three networks with the same structure. The first network is trained
with the original images and tested with the original images. The second network is
trained with anisotropic diffusion images and tested with anisotropic diffusion images.
And the third network is trained with CIFAR-10(Canadian Institute For Advanced Re-
search) [8] and tested with anisotropic diffusion images of the CIFAR-10 test dataset. We
use VGG-19(Visual Geometry Group)[9] network for classification network to compare
the results.

4. Experiment Result

4.1. Anisotropic Diffusion Network

We train our network with the celeba dataset[10]. Celeba dataset is a collection of
celebrity faces with a simple background and their faces are clear to recognize. So it is
not too complicated. And face has distinct features such as eyes, nose, and mouth. So
with this celeba dataset, we can compare the original image and anisotropic diffusion
image to see whether important features remain after the denoising process. Figure 1
illustrates the original celeba image and its anisotropic diffusion celeba image from our
anisotropic diffusion network. With anisotropic diffusion, the whole image is blurred ex-
cept the edge of objects in the image. Although the image is blurred, we can still observe
the eyes, nose, and mouth. So, noise in the image can be reduced with anisotropic diffu-
sion by blurring. Also, distinct features remain, so there is no problem in recognizing the
object. Additionally, to see whether the network works on more complex images, we use
the BSDS dataset(Berkeley Segmentation Dataset) which is usually used for segmen-
tation and the PASCALVOC dataset(PASCAL Visual Object Classes) which is usually
used for object detection.[11][12] They are more complicated than celeba dataset. Fig-
ure 2 illustrates the result of the BSDS dataset and Figure 3 illustrates the result of the
PASCALVOC dataset. With this Figure 2 and Figure3, we can see that our anisotropic
diffusion network also works on a more complex image dataset. In each pair of images,
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the left side is original images and the right side is anisotropic diffusion images. The
anisotropic diffusion image is blurred than the original images. As we can see with BSDS
and PASCALVOC anisotropic diffusion images results, the whole images are blurred but
the shape of objects in images remains. Despite the data becoming more complex, the
anisotropic diffusion result images still have their object’s shape. Therefore, we could
see that even complex images could be applied to our network.

Figure 1. In each pair of images, the left side is the original celeba image and the right side is the anisotropic
diffusion celeba image.

Figure 2. In each pair of images, the left side is the original BSDS image and the right side is the anisotropic
diffusion BSDS image.

Figure 3. In each pair of images, the left side is the original PASCALVOC image and the right side is the
anisotropic diffusion PASCALVOC image.
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4.2. Classification

To see the anisotropic diffusion image is effective, we use the result of anisotropic dif-
fusion for three experiments with the CIFAR-10 dataset and VGG-19 network. Table 1
illustrates the classification accuracy(%) results. With case 1 and case 2, we can see that
the anisotropic diffusion image of the original is slightly more effective for classification.
Also with case 1 and case 3, even the network is trained with the original image, test
accuracy with anisotropic diffusion image is higher than the original image. With this
result and Figure 1, anisotropic diffusion reduces noise in the image by blurring the orig-
inal image but remains important features. So important information about the objects in
the image is preserved by this anisotropic diffusion method.

Table 1. Train and Test accuracy(%) with CIFAR-10 and anisotropic diffusion image of CIFAR-10. Case 1
train and test with CIFAR-10. Case 2 train and test with anisotropic diffusion image. Case 3 train with CIFAR-
10 and test with anisotropic diffusion image of the CIFAR-10 test set.

Train Accuracy Test Accuracy

Case 1 88.16 77.56
Case 2 90.24 83.27
Case 3 88.16 80.94

5. Conclusion

The traditional algorithm iterates its process with a single image.[13] So the diffusion
coefficient and other parameters are suitable for only one image. And the speed of the
algorithm is too slow. But with this our deep learning anisotropic diffusion network, we
can apply it to other datasets not just for a single image. Also, by blurring the image,
unnecessary information is reduced but the important features of the object remain. We
show the effect of our result with classification accuracy using anisotropic diffusion im-
age, that the difference from the accuracy of the original image is not so big and even
better. With this result, the anisotropic diffusion image can be used to classification tasks
instead of the original image. Even, although we use the VGG-19 network that is a very
simple network for classification, test accuracy is slightly higher than the original image.
It proves that anisotropic diffusion images still have important features and can be used
for the classification task. Our result is simple, but it shows that anisotropic diffusion im-
age can be used in other areas such as object tracking. Because object tracking does not
need whole information of the image. It just needs important features that can represent
the object. Our experiments show that anisotropic diffusion with deep learning reduces
noise in the images but still have important features of objects.
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Invasive Ductal Carcinoma in 
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Abstract. This study aims to describe a model that will apply image processing and 

traditional machine learning techniques specifically Support Vector Machines, 

Naïve-Bayes, and k-Nearest Neighbors to identify whether or not a given breast 

histopathological image has Invasive Ductal Carcinoma (IDC). The dataset 

consisted of 54,811 breast cancer image patches of size 50px x 50px, consisting of 

39,148 IDC negative and 15,663 IDC positive. Feature extraction was accomplished 

using Oriented FAST and Rotated BRIEF (ORB) descriptors. Feature scaling was 

performed using Min-Max Normalization while K-Means Clustering on the ORB 

descriptors was used to generate the visual codebook. Automatic hyperparameter 

tuning using Grid Search Cross Validation was implemented although it can also 

accept user supplied hyperparameter values for SVM, Naïve Bayes, and K-NN 

models should the user want to do experimentation. Aside from computing for 

accuracy, the AUPRC and MCC metrics were used to address the dataset imbalance. 

The results showed that SVM has the best overall performance, obtaining accuracy 

= 0.7490, AUPRC = 0.5536, and MCC = 0.2924. 

Keywords. Invasive ductal carcinoma (IDC), oriented FAST and Rotated BRIEF 

(ORB), Support Vector Machines, Naïve-Bayes, K-Nearest Neighbors. 

1. Introduction 

Breast cancer is one of the most common types of cancer worldwide with over two 

million new cases of breast cancer diagnosed in 2018 [1]. This represents around 12.3% 

of the total new cancer cases that year. In the Philippines, breast cancer had the highest 

number of new cases in 2015, representing 19% of the overall new cancer cases in both 
men and women [2]. The most common subtype of breast cancer is called Invasive 

Ductal Carcinoma (IDC) which makes up 80% of all invasive breast cancer cases [3, 4]. 

At present, there is no definite main cause of breast cancer. Aside from genetics, there 

are still several risk factors that have been known to influence a person’s susceptibility 
to breast cancer [5]. Therefore, the key to improving breast cancer survival is early 

detection and screening [6]. In most cases, IDC can manifest as micro-calcifications or 

thickening of breast tissues [7, 8]. For further confirmation, doctors may recommend a 
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breast biopsy, the only diagnostic procedure that can determine and verify the presence 
of cancer [9, 10]. 

Research has shown that the application of artificial intelligence and machine 

learning during diagnosis has helped further improve cancer detection and staging [11, 

12]. Computer-aided diagnosis has helped with automating labor-intensive steps and 
reducing reader bias [13-15]. Several studies have shown that accurate breast cancer 

predictions may depend on the right combination of feature selection and/or ML 

techniques [16, 17]. 

2. Methodology 

A literature review was conducted to determine the performance of traditional machine 

learning as well as deep learning approach for classification of histopathological images 

particularly for invasive ductal carcinoma. The dataset used in this study, the “Breast 

Histopathology Images”, consisted of 162 whole mount slide images of Breast Cancer 
specimens scanned at 40x magnification. From there, 277,524 patches of size 50 x 50 

were extracted (198,738 IDC negative and 78,786 IDC positive). This dataset was 

originally described by Cruz-Roa [18] and is now hosted in Kaggle [19]. Due to hardware 

limitations, for this particular study, only 54,811 images were selected of which 48,848 
was used for training and 10,963 was used for training. This new set maintained the

original 28:72 or approximately 3:7 ratio of positive to negative images. 

 

 

Figure 1. General Workflow 

 

The general workflow is common to all ML applications and is illustrated in Figure 

1.  The images are loaded and then split into two for training and testing. The model is 

built after undergoing a series of pre-processing steps which includes feature extraction 
via ORB, feature scaling via Min-Max normalization, then clustering via K-Means over 

the training set. The model is then evaluated using the test set. 

To train the classifier, hyperparameter values for each of the classifiers (Support 

Vector Machines, Naïve-Bayes, and k-Nearest Neighbors) must be specified. The user 
may experiment by providing these values or they may opt to use automatic 

hyperparameter tuning. This uses GridSearchCV, which runs a 10-fold cross validation 

to determine which hyperparameter values will produce the best performing estimator 

(classifier), ranked by the mean test score. The trained model is then saved using Joblib 
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to be used for image classification of new biopsy images. This process will result in a 
trained model and the average classification accuracy attained by that model.  

The machine learning classifiers are implemented via the scikit-learn libraries: SVC 

for SVM classifier, MultinomialNB for Naïve-Bayes classifier, knn for the k-Nearest 

Neighbor classifier. The performance metrics to be used is also implemented using 
scikit-learn and include the accuracy, precision, recall, average precision, and Matthew’s 

Correlation Coefficient (MCC).  

The ORB features of the training and test sets were extracted on a local machine 

while the remaining steps (codebook generation, training, testing, and performance 
evaluation) were performed in Google Colaboratory.  

2.1. Bag of Visual Words 

The Bag-of-Visual-Words (BoVW) is a technique used in image classification [20]. It 

represents an image as a set of features consisting of corner points, edges, and flat regions. 
Since an image can have multiple features, for each image, features are extracted then a 

visual dictionary or bag of visual words is generated using k-means clustering [21]. This 

visual dictionary, represented by a collection of histograms, will be used in training 

machine learning algorithms in order to classify a new input image [22-24]. In this study, 
we extracted the features of each image in the training set using ORB (Oriented FAST 

and Rotated BRIEF), applied normalization on each feature and then reduced the number 

of features via KMeans clustering. The clusters are then collected into a visual dictionary 

or codebook. The generated codebook is then used to build a histogram of features for 
each of the training images. These histograms will serve as the input for training the 

classifier. 

2.1.1. ORB (Oriented FAST and Rotated BRIEF) for Feature Extraction 

ORB, also known as Oriented FAST Rotated BRIEF, was first presented in 2011 by 
Ethan Rublee et. al. [25] for computer vision tasks such as object recognition, detection, 

and matching. ORB was developed by OpenLabs as an open source alternative to SIFT 

and SURF. ORB uses FAST or Features from Accelerated Segment Test to create a 

sequence of images, all of which are versions of the image at different resolutions [26-
28]. Next, it extracts keypoints or regions in the image which are points of interest. 

BRIEF or Binary Robust Independent Elementary Feature then takes all keypoints found 

by the FAST algorithm then converts each keypoint into a binary feature vector [29]. 

BRIEF uses a randomly-selected distribution of point-pairs relative to a central point to 
create the descriptor [25, 30]. Since BRIEF is sensitive to rotation, ORB used the rBRIEF 

(rotation aware BRIEF) in order to make it invariant to rotation. 

2.1.2. Normalization of Extracted Features 

Normalization is a feature scaling technique used to ensure that each feature contributes 
approximately proportionately to a measure. In this study, we used the min-max 

normalization scaled to unit range to linearly transform the extracted features to values 

ranging from 0 to 1. This will ensure that each data point will be on the same scale 

making each feature equally important while preserving the distribution of the original 
data. [31, 32] 
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2.1.3. Feature Reduction through K-Means Clustering then Codebook Generation 

K-Means clustering is an algorithm used to find groups in data where k represents the 

number of groups or clusters. It is typically used as an unsupervised learning algorithm 

but is also commonly used as a vector quantization step in codebook generation in the 

BoVW Model [24]. Each cluster contains a centroid, a data point at the center of a cluster 
representing a multi-dimensional average of the cluster [32]. Now that the clusters are 

formed, the next step is to quantify and represent an image as a histogram by counting 

the number of times each visual word appears. This histogram is our actual bag of visual 

words. In this study, k = 500 is the number of clusters used. 

2.2. Model Training 

2.2.1. Support Vector Machines 

Support Vector Machine or SVM is a supervised machine learning algorithm that aims 

to determine the optimal separating hyperplane to correctly classify the data in a given 
space [33, 34]. SVM has parameters that may be tuned to increase accuracy, especially 

if given non-linearly separable data points. These parameters include regularization 

parameter, gamma, and the kernel. The regularization parameter, known as the lambda 

(λ) parameter, represents the degree of importance that is given to misclassifications. The 
higher the value of λ, the smaller the max-margin and the lesser incorrect classifications 

are allowed. A lower λ value allows the classifier to find a larger max-margin but with a 

greater tendency to misclassify data points. The gamma (γ) parameter describes the 

degree of influence a single data point has over the decision boundary. For a higher 
gamma value, the closer data points to the hyperplane are considered which can help 

handle more complexity in data, but if it is considerably high, it may have a tendency to 

overfit the data. A lower gamma value considers farther data points but may lead to 

underfitting to the data, making less stable classification. The kernel trick makes use of 
a kernel function φ, another parameter in SVM which transforms the data into a higher 

dimensional feature space so that a linear separation is possible [35]. The different types 

of SVM kernels include: Linear kernel, Sigmoid kernel, and Radial Basis Function 

(RBF) kernel [36]. In this study, we used the RBF kernel with λ = 1, and gamma = 0.01 
and resulting to accuracy = 0.7490, Precision = 0.6991, and Recall = 0.2135. 

2.2.2. Naïve-Bayes Classifier 

The Naïve-Bayes algorithm is commonly used for classification problems and is suitable 

for high dimensional input. Based on Bayes’ Theorem of Probability [37], the goal of 
Naïve -Bayes is to maximize the posterior probability from the training data to formulate 

a decision rule for new data [38]. For variables that have categories not observable in the 

training set, the Naïve-Bayes model may use the alpha (α) value, also known as the 

additive smoothing parameter or the Laplace correction. This hyperparameter is more 
commonly applied in histogram steps of text classification. Certain instances that are not 

encountered in the training set have zero frequency, thus having zero probability. The 

smoothing parameter prevents the model from assigning this null probability by 

converting the instance count into a “pseudo-count”. In this study, we used α = 1.0 
resulting to accuracy = 0.6485, Precision = 0.421, and Recall = 0.6135. 
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2.2.3. K-Nearest Neighbor Classifier 

K-Nearest Neighbor or K-NN is another supervised learning algorithm known for its 

simple implementation and low calculation time. This is commonly used in statistical 

estimations and pattern recognition. This algorithm stores the entire training dataset, 

making use of all the data while classifying a new data point or instance [39]. 
The value of K affects the shape of the decision boundaries and is usually an odd 

numbered integer if the number of classes is even. A small K results in a flexible but less 

stable decision boundary having low bias and high variance with a tendency to overfit 

data. When K is relatively large, the classifier is more resilient to outliers, making 
smoother decision boundaries but can consequently have higher bias. Some methods like 

ten-fold cross-validation can be used to estimate the optimal K value. In this study K = 

3 resulting to Accuracy = 0.7071, Precision = 0.2563, and Recall = 0.0131. 

2.3. Performance Metrics 

Although the accuracy score is reliable, it may not always be relevant to diagnosis, 

especially given an imbalanced dataset. Instead, the following metrics, Area Under the 

Precision-Recall Curve (AUPRC) or Average Precision, and Matthews Correlation 

Coefficient (MCC) were applied as these are the most commonly used metrics when 

dealing with imbalanced data [40, 41].  
To know if the classifier performance is good, the performance of the random 

classifier must be computed first using Eq (1). 

 (1) 

For the dataset used in this study, the baseline performance of the random classifer 

is 0.2839.  

Precision refers to the percentage of results that are relevant and is a good measure 
to determine when the cost of false-positives is high. High precision relates to the low 

false positive rate which is important in diagnostics so as not to subject patients without 

a disease to expensive and even invasive procedures. The best value for precision is 1 

and the worst value is 0. Recall, on the other hand, expresses the ability to find all relevant 
instances in a dataset. This is commonly referred to as the true positive rate or sensitivity. 

A precision-recall curve shows the relationship between precision and recall for 

every possible cut-off. This focuses on the minority class making it an effective measure 

whenever there is class imbalance [42]. The resulting score, AUPRC, also called average 
precision, can be used to compare performance of different classifiers. A classifier’s 

performance is rated good if the average precision is higher than the performance of the 

random classifier. 

The Matthew’s Correlation Coefficient or MCC measures the correlation between 
the predicted and observed binary classification of a sample and can be directly computed 

from the confusion matrix. An MCC score of +1 describes a perfect prediction, a 0 is no 

better than a random prediction, and a -1 score represents a complete disagreement 
between prediction and outcome. 

MCC is generally regarded as a balanced measure which can be used even if there 

is a class imbalance problem. In some studies, MCC is regarded as the most informative 

single score to establish the quality of a binary classifier prediction in a confusion matrix 
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context since its score is high only if the classifier does well on both the negative and the 
positive elements [41]. 

3. Results and Discussion 

Although deep learning using convolutional neural networks and its variants are popular 

techniques for image classifications, there are still a number of recent studies that still 
use traditional machine learning techniques such as support vector machines, Naïve-

Bayes, logistic regression, k-nearest neighbors, and random forest, among others.  

In some studies, the performance of traditional ML specifically SVM, is comparable 

to the performance of deep learning approach but requiring less resources (less number 
of parameters to consider, less number of training samples, less number of iterations to 

reach convergence, effectiveness of application of active learning techniques [43-45]. 

The number of available high-quality annotated images, the pre-processing techniques, 

the feature selection methods, and the classification algorithms employed including the 
selection of the best hyperparameters are factors that can affect the performance of the 

classification model using traditional approaches. The search for the best combination of 

these factors for the given dataset is the challenge ML experts are working on.  

 
 

 

 

Table 1. Hyperparameter Values for Each Machine Learning Classifier 

Model Hyperparameter Value 
SVM (RBF 

kernel) 

regularization (λ) 

gamma (γ) 

1 

0.01 

Naïve-Bayes additive smoothing (α) 1.0 

KNN Neighbors (K) 3 

 

Table 1 shows the hyperparameter values used in each model. The hyperparameter 

values chosen were obtained by performing 10-fold cross validation on 2,500 images, a 

separate set of images from the training and testing dataset. K-means clustering was 
implemented with k = 500. 

As summarized in Table 2, the AUPRCs of both SVM and Naïve Bayes are way 

above the baseline of the performance of the random classifier computed as 0.2839 based 

from the formula in [42] with SVM as higher among the two. K-NN was the worst in all 
aspects, even obtaining a negative value for MCC.  

Table 2. Summary of Model Performances Based on Different Evaluation Metrics 

Model Accuracy AUPRC Precision Recall MCC 
SVM 0.7490 0.5536 0.6991 0.2135 0.2924 

Naïve-Bayes 0.6485 0.5089 0.421 0.6135 0.2538 

KNN 0.7071 0.2827 0.2563 0.0131 -0.0139 

 

SVM’s precision at 69.91% means the SVM model is good at finding relevant results. 
MCC is also good (29.24%) indicating that the SVM model is doing well on both the 

negative and the positive IDC cases. 

Although a simple and traditional method has been presented, it is worth 

experimenting with newer methods such as [46, 47] that have shown to perform better. 
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4. Conclusion 

This paper describes a method for Invasive Ductal Carcinoma (IDC) breast cancer 

classification. This is based on the Bag-of-Visual-Words (BOVW) model as a general 

approach and utilized the Oriented FAST and Rotated BRIEF (ORB) descriptors for 

feature extraction, Min-Max Normalization for feature scaling, and K-Means Clustering 
on the ORB descriptors to generate the visual codebook before feeding it to the SVM, 

Naïve-Bayes and K-Nearest Neighbor machine learning classifiers.  

After evaluating the three machine learning models on various performance metrics, 

it was found that SVM obtained the best results in terms of accuracy (74.90%), AUPRC 
(55.36%), and MCC score (29.24%). 
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Energy Disaggregation Using Principal
Component Analysis Representation
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Abstract. The main purpose of disaggregation is to decompose a signal into a set
of other signals that together constitute it. This approach could be applied to audio
signals, health care, home automation, ubiquitous systems and energy systems. It
may be unworkable to individually measure the energy consumption of loads in a
system simultaneously and, through disaggregation, we can make an inference
using a main meter. The main contribution of this work is to use PCA to extract
representativeness of an energy consumption signal we want to disaggregate,
identifying its most relevant characteristics. The field of study is relevant because
it allows information to be obtained in a simpler and cheaper way about the
individual consumption of loads that make up a system. This opens up
perspectives for other approaches such as smart grids and IoT. We demonstrate
that when compared to other techniques, the proposal produces more accurate
disaggregation results.

Keywords. energy disaggregation, principal component analysis (PCA),
representativeness.

1. Introduction

Energy disaggregation consists of infer individual consumption of equipment that
compose an amount of energy consumption, knowing only the latter. In this case, only
one main meter is sufficient, which can make the measurement simpler and cheaper. In
several situations, when we work with a database of great magnitude, may be more
appropriate to work with the representativeness of a data set, which is a common
condition in the area of signal processing [1].

In this work, we use principal component analysis (PCA) to extract
representativeness from an energy consumption database and, thus, process
disaggregation. We choose PCA in this work because it is widely used in multivariate
analysis, used to transform a data set, with supposedly correlated variables, into a data
set with uncorrelated variables and reduced dimensionality [2]. There are applications
in data compression, extraction detection and pattern recognition [3, 4] and
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beyond [5, 6, 7]. PCA can be also analyzed as a projection issue where a vector in
multidimensional space is projected in a vector subspace of smaller dimension, seeking
to minimize the mean squared error or to maximize the variance of the projected vector.
Although understanding that PCA has a higher computational cost operation, when
compared to other techniques [8], we want to analyze the accuracy of disaggregation
when dealing with representativeness. The increase in the accuracy of the
disaggregation, in this case, may justify the use of a more complex previous processing.

We construct a new combination of initial variables in such a way that the new
variables (i.e., principal components) are uncorrelated and most of the information is
compressed into the first components, that is, we obtain representativeness from energy
consumption database to process disaggregation. So, the idea is PCA tries to put
maximum possible information in the first component, then the maximum remaining
information in the second and so on. Thus, the main idea is to assume that components
of the highest energy of an energy signal corresponds to a signature (pattern). In this
work, we observed that the six first principal components contain more than 99.9% of
the signal energy, considering this the criterion for delimiting the dimension of the
signal decomposition.

Regarding the database, we use the public Reference Energy Disaggregation Data
Set (REED) database [9], prepared by Massachusetts Institute of Technology (MIT) for
research purposes in energy disaggregation.

This article is organized as follows: first we present a related work section,
detailing the advantages and disadvantages of techniques used in disaggregation. Then,
we present a methodology section, detailing the procedures used to disaggregate an
energy consumption signal using PCA, how the data were acquired and how we
disaggregate the signal. Then, we detail the experiments, followed by a results section
and, in the end, the discussions and conclusions of the work.

2. Related Work

There are several approaches to deal with energy disaggregation such as analyzing
transitions in time domain, factorial hidden Markov models (FHMM), neural networks
and machine learning algorithms. For a comprehensive survey and more details on
non-intrusive load monitoring methods and techniques for energy disaggregation
problem, reader should refer to a survey presented in [10]. We present next a summary
of the main approaches.

2.1. Event and State-Based Approach

The approach to the problem of disaggregation had its first work published in 1992 [11],
where the transitions of energy consumption signals in the time domain were analyzed.
The event-based strategies center on the transition generated by appliances and use
change detection algorithm to identify start and end of an event. Simple mean [12]
calculates the mean squared error between the estimated energy consumption of each
appliance and the consumption measured. Powerlets [12] uses a set of electrical energy
consumption data from different appliances for training and identifies energy
consumption patterns. Then, created a dictionary with the identified patterns and
executed the disaggregation.
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2.2. Hidden Markov Model

Hidden Markov model (HMM) is a technique whose each state is represented by a
probability distribution function, modeling the observation corresponding to that state.
Regardless of how HMM-based approaches were used in disaggregation [13, 14],
specialized a priori knowledge is required. Consequently, its presentation is constrained
by the way in which the models obtained seem approximate to true. In addition,
HMM-based approaches have better success in controlling multi-state appliances, but
their performance degrades for multi-state and variable uncontrolled appliances.

2.3. Graph Signal Processing

Graph signal processing (GSP) is an emerging field that extends the classical theory of
signal processing to general graph indexed data. GSP is a powerful, scalable, and flexible
approach to signal processing suited to machine learning and data mining issues. GSP-
NILM disaggregates active power dataset without prior knowledge and relies on GSP to
accomplish adaptive threshold, signal clustering and pattern matching [15, 16]. It works
well if the average load of each appliance is sufficiently distinct from that of the other
appliance load and if the power of each load does not fluctuate much. GSP approach
requires that appliances be manually labeled after disaggregation.

2.4. Deep Learning

Deep learning is an approach to machine learning that has drawn on the human brain
knowledge, statistics and applied mathematics. This is the artificial neural networks
(ANN) that are made up of several layers. Recently, various deep learning architectures
have been applied to the issue of energy disaggregation [17, 18, 19]. Some methods
have been trained using few data, but in order to be well generalized, deep learning
models need a lot of data. SSI-SD methodology [18] address disaggregation using data
mining techniques and elaborate clusters (dictionaries) considering that the states of
operation of the appliances and the signal of main consumption are dependent instances.

3. Methodology

The first stage of the methodology consists of elaborating a dictionary formed by the
combining the energy consumption of the devices and the respective main consumption.
This is a supervised learning where we use around 150,000 samples of energy
consumption from each device of the energy consumption database [9]. In order to
apply the PCA to extract representativeness, we performed the singular value
decomposition (SVD) [2] of an array arranged from the energy consumption data via
Hankel transformation [12]. With this transformation, we make it possible to treat a
one-dimensional signal as a two-dimensional signal, in order to apply matrix
operations. At the end of this operation, we obtain a matrix of eigenvectors arranged
according to the energy of their eigenvalues.

Thus, we consider the eigenvalues with the highest signal energy to apply the
concept of selection of principal components, that is, those that correspond to more than
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Figure 1. Framework for obtaining dictionary using PCA. The red line means electric power flow and the blue
line means data flow. The blocks in the form of a cloud mean that we have a set of an appliance associated with
an energy consumption meter.

99.9% of the total energy. Thus, we developed a dictionary composed of the eigenvalues
and eigenvectors with the highest signal energy. We illustrate this situation in Figure 1.

After the training stage, we perform the second step of the signal disaggregation.
At this point, we applied the PCA to a set of samples different from those selected for
the training stage, in this case, considered as test samples, also around 150,000 samples.
In this case, we only use the main electricity consumption data. We performed the PCA
for each sample in the test set, obtaining a representation that allows comparison with
the dictionary content obtained in the first step. Thus, we try to find, in the dictionary,
the most similar set of this representation, called matching procedure [20], that consists
on calculating dissimilarity, inferring about the solution of the disaggregation. With this,
we estimate the most likely disaggregation set of energy appliances consumption. The
estimated energy consumption signals of the L appliances are designated by x̂{1,2,...,L}(t).
We illustrate this situation in Figure 2.

4. Experiments

To evaluate the generalization of proposed method, we used holdout validation. We split
up the data set into a training and test set. The training set is what the model is trained
on, and the test set is used to see how well that model performs on unseen data. We
divide the total data set in the ratio of 50% for training and 50% for testing. We decided
to work with this proportion because we understand that, given the nature of the energy
consumption signal, the number of samples is sufficient to allow a training stage with
this proportion.

In the first stage of disaggregation, which consists in the elaboration of the
dictionary, we use 150,000 samples of the main electrical energy consumption signal
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Figure 2. Framework for disaggregation of energy signal using PCA. The red line means electric power flow
and the blue line means data flow. The blocks in the form of a cloud mean that we have an appliance.

and the same quantity for the electrical energy consumption signal of the appliances.
Each signal was divided into 15,000 segments of dimension w = 10 to allow the
application of Hankel’s transformation. We apply this transformation of dimension
� = 5. Then we apply singular value decomposition (SVD). We consider using the six
principal components on PCA because we observed that this amount is sufficient to
represent at least 99.9% of the signal energy. Then, for each segment of energy
consumption signals, we select the first principal component and we elaborate the
dictionary.

In the second stage of the disaggregation, we use 150,000 samples of a main
electrical energy consumption signal only, divided into 15,000 segments of dimension
w = 10, and we extracted the dictionary. Then, for each principal component, we look
for a similarity in dictionary obtained in training step. Then, we recover the electricity
consumption signals of the appliances, obtaining the estimates x̂{1,2,...,L}(t).

This procedure was developed in MATLAB, after importing the energy
consumption database. For the experiments, we used a computer with a 1.7GHz Intel
Core i5 processor, 2 cores, 4GB memory, 1,600MHz DDR3, macOS Sierra operating
system version 10.12.5.

5. Results

In Table 1, we present the accuracy of disaggregation obtained with the application of
PCA. Note that the accuracy obtained is greater than the other methodologies used in
comparison. We were careful to compare the results with other methodologies that also
used the REDD database to implement the disaggregation. Likewise, the metric for
calculating the disaggregation is the same in all works. Note that there are several
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parameters that influence the accuracy of the disaggregation and we found that, given
the same methodology, the result of the accuracy may be different.

Note that the accuracy is calculated at the end of the disaggregation of all samples in
the test data set. In order to determine accuracy, it is necessary to know the true solution
of the disaggregation. In this case, the database used allows this possibility, given that
this database was specifically designed for these purposes. In a different case, it would
not be possible to calculate the disaggregation accuracy and we would have to use the
performance parameter of the test step to rate the effectiveness of the training. In these
cases, it may be necessary to use unsupervised learning methods [21, 22] given that it
does not require any labeled data.

Table 1. Accuracy of methodologies of energy disaggregation.

Methodology Acuracy (%)

PCA 97,2

SSI-SD 87,3

Powerlets 79,0

FHMM 59,6

Simple Mean 39,0

6. Conclusion

A new approach for disaggregating energy consumption signals by a non-intrusive
method is proposed. The estimate of the individual energy consumption of devices in a
household, given the knowledge of general consumption only, is based on the extraction
of representativeness, the elaboration of a dictionary and the search for a solution of
disaggregation by metrics of dissimilarity analysis. The approach is based on the
application of principal component analysis (PCA) to develop dictionaries that
represent the operating states of the devices that make up the general energy
consumption. This allows the elaboration of the dictionary based on the analysis of the
magnitude of the signal energy.

The proposed algorithm was tested using a data set specifically made for the
purpose of studies on the disaggregation. The result showed better performance, on
average, for other methodologies that used the same database and the same accuracy
calculation metrics. Emphasizing that this estimation method is supervised. The
advantages of the proposed algorithm include obtaining greater disaggregation accuracy
at the expense of a higher computational cost, given the required matrix decomposition
operations. This method is, therefore, a new highly accurate disaggregation method.

7. Acknowledgment

This research, as provided for in Article 48 of Decree No. 6008/2006, was funded by
Samsung Electronics of Amazonia LTDA, under the terms of Federal Law No.
8387/1991, through agreement No. 004, signed with the Center for R&D in Electronics
and Information from the Federal University of Amazonas - CETELI/UFAM.

P.V. Dantas et al. / Energy Disaggregation Using Principal Component Analysis Representation 59



References

[1] Elhamifar E, Sapiro G, Sastry SS. Dissimilarity-based sparse subset selection. IEEE Transactions on
Pattern Analysis and Machine Intelligence. 2016;38(11):2182–2197.

[2] Syms C. Principal components analysis. In: Encyclopedia of Ecology. Elsevier; 2018. p. 566–573.
[3] Harris T, Yuan H. Filtering and frequency interpretations of singular spectrum analysis. Physica D:

Nonlinear Phenomena. 2010;239(20-22):1958–1967.
[4] Roy ChowdhuryM, Tripathi S, De S. AdaptiveMultivariate Data Compression in Smart Metering Internet

of Things. IEEE Transactions on Industrial Informatics. 2020;PP:1–1.
[5] Qi J, Jiang G, Li G, Sun Y, Tao B. Surface EMG hand gesture recognition system based on PCA and

GRNN. Neural Computing and Applications. 2019;p. 6343–6351.
[6] Jafarzadegan M, Safi F, Beheshti Z. Combining Hierarchical Clustering approaches using the PCA

Method. Expert Systems with Applications. 2019;137.
[7] Aı̈t-Sahalia Y, Xiu D. Principal Component Analysis of High-Frequency Data. Journal of the American

Statistical Association. 2017;114(525):287–303.
[8] Tkachenko R, Izonin I. Model and Principles for the Implementation of Neural-Like Structures Based

on Geometric Data Transformations. In: Advances in Computer Science for Engineering and Education.
Springer; 2019. p. 578–587.

[9] Kolter J, JohnsonM. REDD: A Public Data Set for Energy Disaggregation Research. Artif Intell. 2011;25.
[10] Faustine A, Mvungi N, Kaijage S, Kisangiri M. A Survey on Non-Intrusive Load Monitoring Methodies

and Techniques for Energy Disaggregation Problem. CoRR. 2017;abs/1703.00785.
[11] Hart G. Nonintrusive Appliance Load Monitoring. Proceedings of the IEEE. 1992 01;80(12):1870 –

1891.
[12] Elhamifar E, Sastry S. Energy Disaggregation via Learning ’Powerlets’ and Sparse Coding. In:

Proceedings of the Twenty-Ninth AAAI Conference on Artificial Intelligence. AAAI Press; 2015. p.
629–635.

[13] Kolter JZ, Jaakkola T. Approximate inference in additive factorial HMMs with application to energy
disaggregation. In: Journal of Machine Learning Research; 2012. .

[14] Yang C, Wu Z. Research on Non-intrusive Load Decomposition Based on FHMM. IOP Conference
Series: Materials Science and Engineering. 2020;768:62046.

[15] Stankovic V, Liao J, Stankovic L. A graph-based signal processing approach for low-rate energy
disaggregation. In: 2014 IEEE symposium on computational intelligence for engineering solutions
(CIES). IEEE; 2014. p. 81–87.

[16] Li D, Dick S. A graph-based semi-supervised learning approach towards household energy
disaggregation. In: 2017 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE). IEEE; 2017.
p. 1–7.

[17] Shin C, Rho S, Lee H, Rhee W. Data requirements for applying machine learning to energy
disaggregation. Energies. 2019;12:201–213.

[18] Dantas P, Junior W. Energy Disaggregation via Data Mining. In: Brazilian Technology Symposium.
Springer; 2019. p. 541–546.

[19] Kelly J, Knottenbelt W. Neural NILM: Deep neural networks applied to energy disaggregation. In:
BuildSys 2015 - Proceedings of the 2nd ACM International Conference on Embedded Systems for
Energy-Efficient Built; 2015. .

[20] Hakak S, Kamsin A, Palaiahnakote S, Gilkar G, Khan W, Imran M. Exact String Matching Algorithms:
Survey, Issues, and Future Research Directions. IEEE Access. 2019;PP:1–1.

[21] Holweger J, Dorokhova M, Bloch L, Ballif C, Wyrsch N. Unsupervised algorithm for disaggregating
low-sampling-rate electricity consumption of households. Sustainable Energy, Grids and Networks.
2019;19:100244.

[22] Hosseini S, Kelouwani S, Agbossou K, Cardenas A, Henao NF. Adaptive on-line unsupervised appliance
modeling for autonomous household database construction. International Journal of Electrical Power &
Energy Systems. 2019;112:156–168.

P.V. Dantas et al. / Energy Disaggregation Using Principal Component Analysis Representation60



 

Research on Optimization Method of Tool 

Path in Five-Axis Process Singular Region 
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Abstract. For the five -axis machine into the singular region in the process of parts 

processing, resulting in a discontinuous and rapid rotation of the axis of rotation of 

large angles. Based on the analysis of the cause of the obvious ripple on the 

machined surface and the influence on the machining precision, a mathematical 

model of the singular region is established, and an optimization method of the tool 

path in the singular region is proposed. The simulation and practical machining 

results show that the method can effectively overcome the problem of excessive 

movement of the rotating shaft in the Song singular region of 5-axis machine tool, 

and solve the surface corrugated defects caused by the problem, while improving 

the processing efficiency. 

Keywords. Digital control process, Singular region, Tool path optimization 

1. Introduction 

The shape of aircraft structural parts is related to the aerodynamic layout of the aircraft, 

and the machining quality of the shape is closely related to the aerodynamic 
performance. Therefore, most of the contour surfaces of aircraft structural parts are 

curved, which need five -axis NC machine tools to complete. 

The five-axis machining adds two rotating shafts to the three-axis machining, 

which makes the machining mode more flexible, the material removal rate is higher, 
the processing time is shorter, and the more complex parts can be dealt with. Therefore, 

five-axis machining has been widely used in aviation, aerospace, automobile, ship and 

other industrial fields. But the motion of rotation axis also makes the attitude control of 

tool more complex, which introduces many special problems of five axis machining. 
The singular point problem is an important one. When the tool passes through the 

region near the singular point, the rotation axis will produce discontinuous and rapid 

rotation, which greatly increases the non-linear error, and it is easy to destroy the 

workpiece, and even damage the machine parts. 
Because of the existence of singular region, when the five -axis NC machining is 

carried out, it is easy to appear in a very short cutting length, the rotating axis rotates 

rapidly and discontinuously, and the variation is very large, which will produce 

obvious ripples on the machined surface, resulting in a great increase in the amount of 
grinding and grinding difficulty of the subsequent fitters, which seriously affects the 
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machining quality of the parts and reduces the machining efficiency of the parts [1], as 
shown in Figure 1. 

Therefore, it is very important to optimize the tool path in the singular region for 

improving the machining accuracy and efficiency [2]. In this paper, the cutter axis 

vector in the singular region is taken as the research object to solve the problem that the 
motion of rotation axis in the singular region is too large. In order to improve the 

machining accuracy and efficiency of five axis machine tool, the relevant research is 

carried out by means of theoretical analysis, mathematical calculation, computer 

programming and experimental verification. Finally, the tool path optimization 
software is formed, and the optimization method is verified by simulation analysis and 

trial cutting. The processing quality and efficiency are improved synchronously. 

 

 
Figure 1. Surface ripple caused by excessive movement of the axis of rotation. 

2. Theoretical study on the optimization method of tool path in singular region 

Singular region is characterized by very large changes in the axis of rotation when the 

tool-axis vector changes very little one-dimensional angle [3]. Therefore, through the 

establishment of singular region tool path optimization mathematical model, analysis of 

the surface profile error as a guide to calculate the tool axis variation tolerance, The 
optimization vector is found in the tolerance region to minimize the angle between the 

starting vector and the target vector on the projection plane, so that the motion of the 

rotation axis in the singular region is minimized. 

2.1. Singularities in 5 Axis Machine Tools 

In 5-axis NC machining the so-called singular problem arises when there is inverse 

kinematics singular point in the machining space [4]. The inverse kinematics problem 

of machine tool can be expressed as solving the coordinates of each moving axis of the 

machine tool under the condition of known coordinate value of tool tip in workpiece 
coordinate system and vector direction of cutter axis. Take the AC double turntable 

five-axis machine tool as an example. The solution of A and C angles is obtained from 

the inverse kinematical transformation as follows [5]: 
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where i, j, k  is tool vector, A is in [-90°, 90°], C is in [0°, 360°]. The value of A, C in 
Table 1 and Table 2 based on Eq. (1). 

Table 1. AC corner numerical value(A [-90°,0°]). 

A  [-90°, 

0°] 

i 0 0 0 0 =0 

j 0 0 0 0 0 

C 2π-arctan(i/j) -arctan(i/j) π-arctan(i/j) π-arctan(i/j) 2π 

i =0 0 0 =0  

j 0 =0 =0 =0  

C π 3π/2 π/2 Can't be sure.  

 

Table 2. AC corner numerical value(A 0°,90°]).  

A 0°, 

90°] 

i 0 0 0 0 =0 

j 0 0 0 0 0 

C π/2-arctan(i/j) π-arctan(i/j) 2π-arctan(i/j) -arctan(i/j) π 

i =0 0 0 =0  

j 0 =0 =0 =0  

C 2π π/2 3π/2 Can't be sure.  

 

From the Table 1, it can be seen that there is no singular problem in the solution of 

angle A, but when the solution of angle c is in i=0 and j=0, the solution of c= -arctan 

(0/0) or C=-arctan (0/0) has no solution, so it is impossible to determine the value of c, 

that is to say, it is singular point. At this time, the turntable of the machine tool and the 
tool shaft are vertical, no matter what the value of the C angle does not affect the 

direction of the tool axis of the point, that is, the c axis can swing at any angle to obtain 

the tool axis vector at the singular point position, so for the AC double turntable five- 

axis machine, the point of the tool axis vector is the singularity point, and the normal 
axis of the C turntable is the singular axis. 

In fact, When the angle between the tool axis vector and the singular axis is less 

than a certain angle, the angle of the rotation axis will change more and more, resulting 

in large error [6]. This angle is singular value, and the area formed by it is a cone area 
in space, as shown in the Figure 2.  

Singular area

 

Figure 2. Schematic diagram of singular regions. 

2.2. Mathematical Modeling of Singular Regions 

According to the definition of singular region, the geometric model of the singular 

region is established, as shown in Figure 3. 

In Figure 3, V1 and V2 represent the starting vector and target vector of tool axis 
motion, respectively, the angle between the starting vector and the target vector on the 

Y. Wang et al. / Research on Optimization Method of Tool Path 63



 

projection plane, O for the origin, Vp for the polar axis, Vp as the axis, V1 and V2 
vectors as the busbar as the conical surface, and projection to the plane as circle A. 

When the angle between V1, V2 and polar axis Vp is very small, even if the angle 

between V1 and V2 is very small, But the angle Δβ of their projection on the plane of 

the polar axis Vp as the normal vector may be very large. This is the reason why the 
tool axis vector on the same surface changes very little, but the machine tool rotation 

axis movement still needs to swing substantially. 

Secondly, after understanding the problems existing in the singular region, in 

order to reduce the movement of the rotation axis, the tool path in the singular region 
must be optimized. The optimization principle is to establish the mathematical model 

of the tool path optimization, as shown in Figure 4. The results show that the variation 

tolerance of the tool axis is calculated by using the machining surface profile error as 

the guide, and the optimal vector is found in the allowable region to minimize the Δβ, 
so as to minimize the movement of the rotation axis in the singular region. 

 

vP

V1

V2

O

Δβ

A

 

V

vP

O

-

�V

V

 

Figure 3. The geometric model of singular region. Figure 4. Geometric model of tool path 

optimization. 

 
In Figure 4, the vector V to be optimized is used as the center line of rotation, the 

origin O is taken as the item point, and the tolerance Δα as the half-top angle as the 

conical face. The angles between the bus and the vector V of the conical surface is 

Δα.The super polar axis Vp does two planes tangent to the conical surface, and the 

tangent vectors are represented by vectors V �
andV 


. 

The projection angles of V �
 and V 


 on the plane where the polar Vp is the 

normal vector are Δγ and -Δγ, respectively. V and V �
,V 


 make plane p and p

respectively. The previous tool axis vector is used as the optimization objective vector 

of the current tool axis, and the included angle θ of the projection between the 
optimization objective vector and the vector VTARGET to be optimized on the plane 

where the polar axis Vp is the normal vector is calculated. 

Assuming that V is the vector optimized by the cutter axis, it can be divided into 

four cases by geometric judgment 

Case 1: �� ���  is yV V �� ;  

Case 2: � �� �  is yV V 
� ;  
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Case 3: �� ���0 , yV  is p with the intersection of the target vector 

VTARGET and the plane of the polar axis. 

Case 4: 0���� �� , yV  is p with the intersection of the target vector 

VTARGET and the plane of the polar axis. 

2.3. Tool Path Optimization Method 

Generally, the motion path of five axis CNC machine tool (tool path) is obtained by 

CAM software, and the running NC program can be recognized by post-processing 
software. We can optimize the tool path through post-processing software to solve the 

problem of singular region. According to the mathematical model of tool path 

optimization in singular region, the flow diagram of tool path optimization is shown in 

Figure 5. 

Determine the vector to be 

optimized,optimization goal 

vector,polar axis vector and cutter 

axis vectoe tolerance of

For the optimization vector as 

the center line,the tool axis vecor 

deflection tolerance  is half 

top angle for the conical surface

Find the tangent plane through 

the polar axis and tanget to the 

cone and the corresponding 

tangent linesv-v+

Find the angel between the 

optimal vector and the tangent line 

projected on the plane taking the 

polar axis as the normal vector 

Find the angel  between the 

optimal vector and the objective 

vector projected on the plane with the 

polar axis as the normal vector

Optimization vector to 

be optimized v-

Compared

with

The plane of the vector v-

To be optimized

Optimization vector to 

be optimized v+
The plane of the vectorv+

 

To be optimized

The plane of the optimized 

objective vector and the polar 

axis vector

The plane of the optimized 

objective vector and the polar 

axis vector

Find the intersection of two 

planes,to be optimized vector 

optimization for the intersection 

of the vector

Find the intersection of two 

planes,to be optimized vector 

optimization for the intersection 

of the vector

-
- 0 0

 
Figure 5. the flow diagram of tool path optimization. 

Know: Optimize tool vector � �1 1 1 1v i j k� , optimizing vector 

� �kjiv � , axis vector � �p p p pv i j k� ,tolerance ��  

Find: Optimize the cutter axis vector � �' ' 'yv i j k� , make the angle between 

the tool axis vector and the vector to be optimized ( )pv v �� � , and projected on 

the plane with the polar vector as the normal vector of the objective optimization vector 

� �1y pAng v v v . 

By the above analysis, the model can be reduced to a three-dimensional quadratic 

system of equations.  
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Put Eq. (2) simplify 
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From the Eq. (3) the optimized polar axis of the cutter axis vector can be obtained 

by the mathematical calculation � �' ' 'yv i j k�  

3. Software Development and Software Testing of Tool Path Optimization in 
Singular Region 

In order to realize the automatic optimization of tool path, reduce the difficulty of 

calculation, improve the working efficiency, and facilitate the engineering application, 
this paper develops the tool path optimization processing software based on VB.NET 

language, and verifies that the function of the software meets the requirements of tool 

path optimization by optimizing the preprogram of typical parts. 

3.1. Software Development 

The software input is the tool path file processed by CAM. The tool axis vector in the 

file is identified line by line, and the tool axis vector (target vector) meeting the 

optimization conditions is identified as 0. Then read the tool axis vector marked as 0 

for optimization. The tool axis vector after optimization is judged. If the tool axis 
vector meets the requirements of optimization objectives, the tool axis vector is 

identified as 1. If it does not meet the requirements of optimization objectives, the 

optimization cycle will be carried out until the requirements of optimization objectives 

are met. The software running framework is shown in the Figure 6. 

Read tool axis 

vector

Whether or not 

the polar axis

The cutter axis 

vector is defined as 

the objective vector 

of optimization.

Set optimization 

objective vector 

marked 1

Set the optimization 

target

vector to 0

The tool axis vector 

is defined as the 

vector to be 

optimized

Optimize target 

vector lable to 0

Tool axsi vector

Set the optimized tool axis 

vector to the optimized target 

vector

NO

NO

YES YES

Figure 6. Block diagram of software. 
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3.2. Software Testing 

After the completion of the software, the ability test is carried out to test whether the 

software can effectively optimize the cutter axis vector, reduce the amount of rotation 

axis movement, and realize the tool of tool-path optimization method. 

The "S" specimen is taken as the specimen for testing the machining accuracy of 
the machine tool in five axes. Its structure is shown in Figure 7. In the label area, there 

is a typical singular region problem, so we choose "S" pre-program to optimize the test. 

 

Figure 7. The schematic diagram of “S” specimen. 

 

NC program of singular region before and after optimization are shown in Figure 

8. Before the optimization, C angle enters and leaves from the singular region of s 
specimen, and then decreases from 113° to -34°.The C angle is transported in a short 

time. After optimization, the C angle remained almost unchanged at -230°, effectively 

reducing the C angle movement. 

 
Figure 8. Comparison of Pre-optimization program and Optimization program. 

 

Statistical optimization program C Angle travel range and C Angle total movement, 

the data as shown in Table 3, we can see, the range of C angle travel is -234° to 277° 

before optimization and -230° to -82° after optimization. 
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Table 3. "S" specimen simulation of the cutting results. 

Contrast items. Before optimization After optimization 

The range of C -234°~277° -230°~ -82° 

C angle exercise 10892.916° 4669.791° 

 

Therefore, after testing. the software can achieve tool path optimization algorithm, 

to reduce the rotation axis of the target to be. 

4. Application and Verification of Tool-Path Optimization Method in Singular 
Region 

The tool path optimization software is used to optimize the typical parts. Through 

simulation analysis and trial cutting, the machining states of the parts before and after 

optimization are compared to verify the optimization effect of the tool path 
optimization method in the singular region. 

4.1. Tool Path Optimization Simulation Analysis 

Select a typical part of the tool path optimization test verification, the simulation 

diagram of trial cutting part model formed by Vericut (A simulation software for NC 
machining) as shown in Figure 9. 

 

Figure 9. Simulation diagram of trial cutting part model. 

The part outline program is optimized before and after the comparison, as shown 

in Figure 10. The tool path file processed by CAM was imported into the software for 

optimization. The N2172-N2185 a typical C angle with a large variation, is selected 

for case study. 

postoptimality before optimization 

 

Figure 10. Comparison of actual optimization. 

Before optimization, the C angle of the program changes rapidly from -182.8°to 

C0°. After optimization, the range of C angle variation is very small, and there is no 
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change at all. Therefore, the optimization of C angle variation in the optimization 
process is basically the same as that in C -63.4. The effect is obvious as shown in 

Figure 11. 

-190

-165

-140

-115

-90

-65

-40

-152171 2174 2177 2180 2183 2186

program segment

before optimization 

postoptimality 

 

Figure 11. C angle change before and after optimization. 

4.2. Verification and Application of Cutter Path Optimization Test 

In order to verify the effectiveness of the tool path optimization method, some typical 

parts are tested and verified on the spot. The real-time machining time of the pre 
optimization and post optimization of the inner contour of the test cutting part is 

accurately collected by the DNC real-time monitoring module of the machine tool. The 

specific values are shown in Table 4. 

Table 4. Comparison of actual cutting time before and after optimization. 

 pre-process 

work time 

after 

optimization 

work time 

Shorten 

processing 

time 

Improve 

processing 

efficiency 

Contour finishing process 270s 187s 83s 44.38% 

Inner form finishing process 221s 123s 98s 79.67% 

 

As can be seen from Table 4, the processing time before shaper optimization is 

270s. After optimization, the efficiency is 44.38%, the pre-process time is 221s, after 
optimization123s, improve processing efficiency is 79.67%.  

The actual cutting effect is shown in Figure 12, 13 and 14. Before the optimization 

of the surface of the surface are corrugated, seriously affecting the surface quality, the 

need for benchwork follow-up grinding, but also for the final delivery of parts of the 
quality of filling the hidden dangers. 

 

Figure 12. Comparison before and after optimization. 
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After the optimization, the surface waviness has disappeared completely. The 
effect is good. Not only the machining efficiency is improved, but also the surface 

quality is greatly improved. It is verified that the optimization method of tool path in 

singular region can effectively solve the problem of workpiece surface waviness caused 

by oversized rotation axis of machine tool, and improve machining efficiency at the 
same time. 

     

Figure 13. Surface Before Optimization        Figure 14. Surface After Optimization 

5. Conclusions and Prospects 

Based on this method, the tool path optimization software of singular region is 
developed. Through the simulation comparison and trial test, it is verified that this 

method can effectively solve the problem of workpiece surface waviness caused by the 

excessive rotation axis of the machine tool, and can also improve the machining 

efficiency significantly. 
Looking ahead, as the new research project cycle is getting shorter and shorter, 

aircraft junction component quality requirements are getting higher and higher, five 

-axis NC machining applications will also be more and more, The engineering 

application and popularization of tool path optimization software can effectively 
improve the quality and efficiency of zero-part machining, so as to alleviate the 

pressure of production delivery and quality. We will continue to study the tool path 

optimization of five -axis machine tool in the future to make the tool path optimization 

method more reasonable and more effective, while optimizing and promoting tools 
software, strengthen engineering application, solve practical problems in production. 
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Big Data System for Medical Images 

Analysis 
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Czestochowa University of Technology, Department of Computer Science, Poland 

Abstract. Big Data in medicine contains conceivably fast processing of large data 

volumes, alike new and old in perseverance associate the diagnosis and treatment of 

patients' diseases. Backing systems for that kind activities may include pre-

programmed rules based on data obtained from the medical interview, and automatic 

analysis of test diagnostic results will lead to classification of observations to a 

specific disease entity. The current revolution using Big Data significantly expands 

the role of computer science in achieving these goals, which is why we propose a 

computer data processing system using artificial intelligence to analyse and process 

medical images. We conducted research that confirms the need to use GPUs in Big 

Data systems that process medical images. The use of this type of processor 

increases system performance. 

Keywords. Big data, intelligent systems, deep learning, multi-data processing. 

1. Introduction 

The demand for solutions offering effective analytical tools has been increasing in recent 

years. This trend can also be observed in the field of Big Data analysis. Almost all sectors 
are interested in these solutions, although undoubtedly business organizations excel in 

the use of this type of analysis. However, it can be seen that the healthcare sector is also 

more likely to use these solutions. Theory and practice show that Big Data analytics in 

this sector can contribute, among others to: improve patient care, designate and 
implement appropriate paths (methods) for patient treatment, support clinical treatment 

and diagnostic support [1]. However, Big Data is also associated with a certain type 

challenges in the form of complexity, threats to security and privacy as well as the 

demand for new technologies and human skills [2, 3].  
In Big Data, the main problem is the integration and homogeneity of data, because 

they come from different sources and there are different formats, for example, the format 

of dates in the US and in Europe, whether upper and lower case letters in the name of 

their own. This results in the need to control their condition [4, 5]. The key factor here is 
the correctness and quality of the data, because in the case of their lack the results of the 

system will be unsatisfactory, according to the principle: garbage at the input-garbage at 

the output. Therefore, the system should be equipped with a data control and conditioning 

module, analogous to signal processing systems where the input signal is filtered to 
eliminate interference [6, 7]. 
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In modern IT, we have two main trends, big data and deep learning. The 
development of these fields will significantly affect technological progress. By adding 

Computer Vision to this you can talk about the systems of the future. That is why we 

decided to develop a system for analysing large volumes of images using artificial 

intelligence for the needs of medicine [7]. 
Image labelling is crucial in big data image processing systems. Improving the 

efficiency of labelling is essential to the development and speed of operation of such 

systems. In this article, we conducted research that confirms the need to use GPUs in Big 

Data systems that process medical images. The use of this type of processor increases 
system performance. 

2. Big Data architectures 

2.1. Lambda  

Lambda architecture is a popular architecture used in Big Data systems. It allows 
simultaneous access to large data sets and their parallel processing. 

The main feature of the Lambda architecture is the presence of two identical data 

streams (Figure 1), where one is processed in real time and the other in batch mode [8].  

In real time mode, data is processed continuously, and thanks to the short time of 
data access it is possible to quickly search for information. In this case, access to 

historical data is not possible and not all operations are possible. The quality and 

reliability of data in this mode is lower. Batch mode is more reliable, however, due to its 

longer processing time, the real mode allows you to process data in real time. 
In batch mode, calculations are made for the entire data set and take much longer, 

but the data received is of high quality and contains a full history. This dataset has an 

indivisible form that only needs to be expanded without removing data from it. This 

ensures data consistency and access to historical data.  
Data views are created based on real and batch data in access mode. Their 

aggregation causes them to bond in such a way that they are visible as a whole. Views 

give the opportunity to perform various ad hoc examines while providing quick access 

to data. 
The idea of Lambda construction offers a compromise between real-time and batch 

processing. The biggest disadvantage of this solution is the necessity to maintain two 

sovereign subsystems - one for the real-time layer and second for the batch layer. The 

implements used in each layer are unlike, hence the need to use different solutions for 
each mode, which makes this structure more complicated and costly to preserve. 

2.2. Kappa  

Kappa architecture is an alternative without the main disadvantage of Lambda [8] 

architecture. Its idea results from four core assumptions: 

� Everything is kind of a stream that any data source can generate. 

� The data is immutable and can be reused at any time. 

� KISS - Keep principle is short and simple. 

� You can restore the data state at any time. 
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The data in the stream must remain original and unchanged, otherwise you will not 
be able to get consistent calculation results. In figure 1 we can see the structure of the 

Kappa architecture. There are a real-time mode and an access mode that implements the 

identical roles. There is no Batch layer mode here, which was redundant, for the reason 

that the story can be restored at any time. Because of these advantages, we chose this 
architecture for our system [9, 10]. 

 

 

Figure 1. Comparison of Lambda and Kappa architectures. 

3. Elements of the system 

The broad structure of the system is exposed in the figure 2. Key parts of the structures 
are:  

1. System for processing to some extent kind of data that is capable to find 

solutions to new problems; the objective of the system is to gather information, 

not data. 
2. Users: a person, system or device capable  to communicate with the system,  

3. Data: a set of data stream or files.  

4. External commands: questions from the external users, e.g.: “Find all images 

with red hat”.  
5. Methods library: a set of procedures work on external data provided to the 

system, based on algorithms of artificial intelligence, deep learning, application 

algorithms, data processing and analysis; this library will be used by the 

processing unit. 
6. Pre-processing: identification of input data; and analysis of correctness and 

error repair. 

7. Language interpreter: convert external command to internal commands of 

system. 
8. Internal commands list: a set of methods and instructions that can do system.  

9. Knowledge database.  

10. Analysis module: based on deep learning and artificial intelligence.  
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11. System output: results of data processing. 

 

Figure 2. Architecture of propose system. 

 

Preliminary data analysis has to control the data quality, for the reason that agreeing 

to the GIGO (“garbage in - garbage out”) principle - incoming incorrect data 

consequences in incorrect results. Deprived data makes it difficult to pull correct 

conclusions, and henceforward, decision making and knowledge mining. Pre-processing 
ought to include data cleaning for further investigation. It is estimated that the 

preliminary data processing is 70-80 % of the information finding procedure. Data 

afterward verification e.g. a range, will be transformed to the correct internal layout. 

Then in the system appears a fused data structure. An next profit of this stage is data 
standardization.  

4. Data model for knowledge database 

Database model is understood as a set of rules that describe the structure of data in a 

given database. Allowed operations or data structure are defined by specifying 
representations of entities and relationships allowed in a given model. In the context of 

Big Data processing, NoSQL (Not only Structured Query Language) databases that have 

no SQL database (Structured Query Language) restrictions apply. 

The graph model of data representation is a model with labelled and directed multi-
graphs, which contains attributes. Labelled, because it has labels for all edges. Directed, 

because it has edges with certain direction (from the source to the end node). The 

presence of attributes in the graph causes the attribute list variable to be assigned to each 

node and edge. The attribute is the value associated with the name. 
A multigraph can have multiple edges between two nodes. Therefore, different 

edges can connect two nodes many times, without paying attention to whether these 

edges have the same source, end node and label. 

In GBD, graph is a native form of information storage. It is often stated that GBD 
provides index-free neighbourhoods. In GBD, information about vertex neighbours is 
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stored locally. For comparison, in RBD there would be a reference to an index that would 
show the vicinity of the vertices. Therefore, in the graph option, the neighbourhood 

search time depends on the number of vertices neighbours. In the relational option, 

however, on the number of all edges [11, 12]. 

Semi-structured data is often modelled as large tables, with lots of columns, blank 
for most rows, which significantly reduces performance. The alternative in the form of 

modelling this data, with the participation of many table connections, is also not an 

efficient solution, considering the costs of joins during queries. In addition, 

normalization of graph structures in RBD degrades performance during queries. Such a 
decrease in performance is related to the recursive nature of e.g. file trees or social 

networks, as well as to the form of recording data as relationships. Each operation 

performed on the edge of the graph gives the effect of joining between tables in a 

relational database. This is a very slow operation, which in addition is not scalable [13]. 
GBD support a graph model that allows direct storage of specific objects and 

relationships between them in a database. GDB should allow access to query methods 

that cope not only with stored objects, but with the graph structure itself. The best-known 

example is traverse, which in its simplest form can be used to obtain adjacent vertices in 
the graph. The use of the graph database in the propose System has the additional 

advantage of being able to search graphs in depth and breadth [14].  

The use of GDB technology will result in the creation of a semantic data network. 

The semantic net is a graph in which individual elements have their meaning. A semantic 
graph is not a specific product, specification or standard. It's more of an idea or vision 

than technology. The goal of the semantic graph project is to make data available for 

processing: people and machines so that they can be used not only for display purposes, 

but also for automation, integration and reuse in many different applications, such as 
intelligent agents. They will use distributed databases in the form of semantic networks. 

This in turn will allow the creation of an automatic infrastructure that, if properly 

designed, will make a significant contribution to the evolution of human knowledge [15]. 

In addition, the semantic web enriches the current web with annotations written in a 
machine-process able language, which can also be associated with each other [16]. 

5. Analysis module on the base deep learning 

In connection with the growing need to provide remote diagnostics systems, new 

methods are being sought to enable automatic performance of tasks that until now were 
only possible for people, e.g. speech understanding, object recognition or the entire 

image context. One of these techniques is deep learning. This rapidly growing field of 

machine learning, based on deep (having many hidden layers) neural networks, has 

become an indispensable tool that allows computers to solve problems of perception of 
the world around us. Deep learning is a technique known for many years. The earliest 

deep learning models, consisting of many layers of nonlinear features, date back to the 

1960s. In 1965, Ivakhnenko and Lapa [17] published the architecture of the first deep 

one-way (feedforward) neural network based on polynomial activation functions. 
Unfortunately, in those days models based on deep learning were not effective. Only 

recently has deep learning become a key approach used, among others, in image 

recognition. One of the reasons for this progress is the ability to perform calculations on 

larger models, thanks to the availability of faster processors and graphics cards. In 
addition, better regularization methods are now known that allow the training of large 
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networks that respond to complex problems. Another important aspect is the ability to 
provide models with the right amount of data (Big Data) necessary to successfully train 

a neural network. The Big Data trend has made machine learning much simpler because 

the significance of the main limitation of estimation techniques (incorrect reasoning 

based on a small data set) has been reduced [18]. 
Many aspects have contributed to the success of the deep neural networks observed 

over the past few years. First of all, thanks to the development of the Big Data trend and 

much greater availability of various databases, neural networks using deep learning 

algorithms can draw appropriate conclusions. It turned out that these algorithms become 
very effective when we provide models with the right amount of data necessary to make 

proper observations, min. 5000 tagged data in each class. Another reason for developing 

deep learning is the ability to perform calculations on larger models. Networks consisting 

of a small number of neurons are not able to model complex problems. However, the 
more neurons, the more intelligent our system becomes. The use of large models is now 

possible due to the availability of much faster processors and graphics cards, as well as 

better methods of preventing over fitting of the network, such as early termination, L2 

regularization (adding an additional factor to the error function that imposes a penalty on 
high weights obtained by the network), or dropout (removing a selected portion of the 

activation function at random). The greater availability of data used to train models and 

much better hardware resources meant that deep learning could compete with other 

algorithms in the world-wide image recognition professions 'ImageNet Large Scale 
Visual Recognition'. In 2012, convolutional neural networks [19] achieved first place for 

the first time, reducing the error of detecting the correct category in the first five results 

(top-5 error) from 26.1% to 15.3%. Since then, deep neural networks have been winning 

this competition every year, and now the top-5 error has been reduced by up to 3.6%. 
Due to the rapid development of the deep learning technique, several models developed 

on large data sets have been created, which allow classification of objects with great 

efficiency - Inception model trained using ImageNet [20]] containing 1000 categories of 

images is subject to a top-5 error of 5.6%). In addition, using transfer learning [21 - 23], 
it is possible to re-train existing proven and effective models for new tasks by using 

existing network weights for all layers except the last one, which is removed and re-

trained using a new data set. Transfer learning opens up a number of options for using 

deep learning algorithms when the training data set is too small to learn full deep 
representation or when we have limited network training time. Recently, several papers 

have been devoted to the issue of transfer learning used for the purpose of medical 

diagnostics in order to improve and improve the quality of services provided, e.g. celiac 

disease diagnosis and detection of anomalies in duodenal endoscopic images [24]. In 
both works, the revolutionary neural networks trained using the ImageNet image 

database [25] were re-trained on a new smaller set of images. The applied transfer 

learning procedure allowed to significantly reduce the time of network training while 

maintaining high accuracy of classification. In addition, the same model has been 
adapted to two completely different tasks, giving very good results in both cases. On this 

basis, we can conclude that known effective models can be used for virtually any object 

classification task, as long as we provide the appropriate input data to the networks. In 

this regard, it becomes very important to create publicly available collections of medical 
images that could be used to overtrain deep neural networks. The trained models can 

then be used for remote medical diagnostics. 
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6. Experiments 

Image labelling is crucial in big data systems that process medical images. Improving 

the efficiency of labelling is essential to the development and speed of operation of such 

systems. This study looked at the main aspects of image labelling, namely the time 

needed for labelling. Reducing the required time will allow for an increase in the number 
of processed images, which in turn will improve the efficiency of the system. We 

conducted research on the time needed for image operations using the CPU and GPU. 

The same artificial neural network was used in both cases. The results show a significant 

reduction in computation time during labelling. The time efficiency is based on the 
average of a hundred runs of a test program in which a thousand photos are labelled. 

Four series of tests were performed in which labelling and image processing were 

performed: 

� only labelling 

� Labelling and improvement of image contrast 

� Labelling and image sharpening 

� Labelling and histogram equalization 

The results of the measurements are presented in Table 1. As can be seen, the use of 

GPU processors allows to reduce the computation time by 35%. 
 

Table 1. Times executions for 1000, 500, 100 example images [s], Comparison CPU and GPU. 

 

CPU 

 Labeling + 

 - contrast unsharp histogram equalization 

1000 images 761 758 775 767 

500 images 381 383 391 391 

100 images 76 77 78 78 

GPU 

 Labeling + 

 - contrast unsharp histogram equalization 

1000 images 502 498 520 501 

500 images 251 253 253 254 

100 images 50 51 51 51 

 

7. Conclusion 

In the article, we conducted research that confirms the need to use GPUs in Big Data 

systems that process medical images. The use of GPU processor increases system 
performance and reduce computing time. Additional advantage is decreasing power 

consumption.  

Thanks to the development of deep learning algorithms, image analysis can be 

performed in real time on generally available desktop computers while maintaining high 
accuracy of obtained results. However, it should be remembered that models based on 

deep learning become effective only when we provide them with the necessary amount 

of data to make the right observations. The development of the Big Data trend has meant 
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that we have much more information at our disposal, thanks to which we can create 
universal deep neural networks and adapt them to our needs using the transfer learning 

technique. In order to be able to use them also in medicine and remote medical 

diagnostics, it is very important to create further databases of medical photos with open 

accesses, which will be used to create neural networks and appropriate inference when 
analysing new images. 

Big Data significant tasks of the modern digital world. Big Data as a complex of IT 

issues requires the creation of new data analysis techniques and technological solutions 

that will allow to extract valuable and valuable information from them. New technologies 
of data gathering and processing force interdisciplinary exploration and the need to 

combine existing solutions. Next generation huge computer systems will be grounded on 

performances that use Deep Learning, Computer Vision, Big Data and others [26], so 

new technologies should be developed that may process large volumes of data and mine 
suitable data for medical world. 
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Abstract. Compared with ordinary large-scale structural parts, super-large aircraft 

aluminum alloy integral frame parts have the characteristics of large size, high ribs 

and thin-walled, which lead to the difficulty of deformation control and dimensional 

accuracy assurance in the machining process, and the problems of spring knife and 

broach are easy to occur. In this paper, the research on super-large aluminum alloy 

integral frame parts is carried out, and a set of methods with part deformation control 

and coordinate drift error control are proposed, and the processing programming 

strategy is further optimized. This method has been successfully applied to a super-

large aircraft aluminum alloy integral frame part, which greatly reduces the 

deformation of parts, improves the processing stability, and improves the processing 

efficiency by about 30%. 

Keywords. super-large integral frame part, deformation control, drift error 

reduction, thin-walled high rib 

1. Introduction 

With the rapid upgrading of modern aircraft and the continuous improvement of aircraft 

performance, more and more integral frame parts are used in aircraft, and the 
development trend is towards super-large and complex structure. Figure 1 and Figure 2 

shows a large integral frame part of Eurofighter Typhoon and a wing rib of Airbus plane, 

respectively [1]. 

The size of super-large aluminum alloy integral frame is generally larger than 3000 
* 1500 * 150 mm. The minimum thin-walled thickness is 1.5mm. To achieve high 

precision and high efficiency machining of this kind of parts is one of the difficult 

problems to be solved in the field of NC machining [2]. 

Zhang et al. have put forward effective vibration method in deformation control 
technology, which can solve the deformation problem of small and medium-sized wall 

plate thin-walled parts [3]. Dong and Cheng and others put forward a finite element 

correction scheme for parts deformation correction, which can predict the deformation 

trend of specific parts in advance and adjust accordingly [4]. However, the above 
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methods cannot solve the deformation problems such as side bending, warping and 
shrinkage existing in the machining of super-large aluminium alloy integral frame, and 

cannot effectively guarantee the machining accuracy of super-large aluminium alloy 

integral frame. Therefore, this paper takes a super-large aluminium alloy integral frame 

as the application object, and puts forward a new process method which integrates 
deformation control, drift error control and machining strategy optimization, which can 

improve the deformation control ability and precision guarantee ability of super-large 

aluminium alloy integral frame. 

 

 

Figure 1. A large integral frame part of Eurofighter 

Typhoon. 

Figure 2. A wing rib of Airbus plane 

(15V2). 

2. Analysis of Machining Difficulties 

At present, the main problems existing in super-large aluminium alloy integral frame are 

as follows: 

2.1. Difficulties of Deformation Control 

The major influential factors leading to processing deformation are summarized as: 
� Super large size and asymmetric structure. 

� Unevenly release of residual stress and internal stress caused by large amount 
of material removal in the stage of rough machining. 

The typical deformation trend of large-scale integrated structural component in 

machining is illustrated as follows (as shown in Figure 3): 

� Lateral bending along the length with deformation of about 0.4 mm; 

� Warping along the thickness with deformation of about 3 mm; 

� Shrinking along the length with deformation of about 0.4 mm. 

 

  
(a) (b) 
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(c) 

Figure 3. Schematic diagram of typical deformation trend for large integrated frame part machining: (a) lateral 

bending; (b) warping; (c) shrinking. 

2.2. Difficulties of Drift Error Control 

The coordinate drift exists in all axes of large-scale CNC machine tools. The maximum 

stroke of the coordinate axes of the machine tools is about 4000mm when machining. 

Statistics of the coordinate axes drift of large-scale CNC machine tools are usually about 

0.2-0.4mm by field data collection, which seriously affects the accuracy of parts and the 
quality of products [5]. 

2.3. Poor Stability of Machining Process 

Generally, the external profile of super-large integral frame part is designed with 1.5~2.5 

mm ribs along outer profile, accompanied by asymmetric structure, such as the depth of 
cavity on one side approaching 70 mm, that on other side reaching 95 mm. On strong 

consideration for light weighting, web plates and hig-ribs are empirically designed as 1.5 

mm, except for the key areas where are susceptible to fatigue damage. In addition, the 

lug for mounting flange and some lightening holes are also used to saving in weight. In 
the high-speed milling process, such structures, like thin wall and high rib (as shown in 

Figure 4), make it easy to rebound or scrape the cutter. Because cutting force on the 

cutter is complicated, especially when it simultaneously contacts with three sides, the 

bottom and the lateral of lug boss as well as the web plate [6].  

 

  

Figure 4. Typical structure of high ribs and thin web plates. 
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2.4. Long Period of Machining Process 

A typical super-large aluminum alloy integral part weighs about 3500 kg. After rough 

machining, the weight of the part is about 500 kg, the amount of blank removed from 

rough machining exceeds 3000 kg, and the material removal rate is about 85%. The 

manufacturing cycle of the whole part is 21 days. It can be imagined that such a high 
material removal rate and such a long-time span will pose a serious challenge to the 

deformation control of the part [7]. 

3. High Efficiency and High Precision Strategy 

Based on the analysis of machining difficulties and production experiences on large 
integral frame parts, present work investigated the CNC technology with high machining 

precision from two aspects: distortion control and product quality control. 

3.1. Multi-Dimensional Deformation Control by Improving Process Scheme 

Technology of distortion control proposed for super large integrated frame parts is shown 
in Figure 5.  

 

Figure 5. Technology roadmap of high-precision machining on large integral frame parts. 

3.1.1. Priority milling convex surface and symmetrically machining to reduce warping 
Increase natural aging, combined with axial priority process compensation to reduce 
side bending 

Forging piece as mentioned in section 2.4 (size of 3800×1800×180 mm) itself has 

warping deformation of 10 mm, but that can be even worse in case of improper distortion 
control during machining. In order to overcome this problem, present study proposed a 

method illustrated in Figure 6: first mill the convex surface on workblank that caused by 

itself warping after forging, and the milling depth is half of the forging blank. Warping 

deformation occurring in machining opposites to that from itself through all processing 
steps. As a result, the amount of warping deformation of final product can be reduced.  
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Figure 6. Method of symmetrically machining to reduce warping deformation. 

3.1.2. Increase natural aging, combined with axial priority process compensation to 
reduce side bending 

Due to the huge amount of material removal (sometimes even reach to 97%) in the CNC 

operation of large aluminum alloy integral frame, lateral bending and shrinking often 
happen resulting from the effect of residual stress and cutting force on material. 

Generally, residual stress releases constantly as the process proceeds; then larger material 

removal, more distortion in parts. Thus, some approaches, such as priority milling along 

axis direction and natural aging, should be adopted to assist the release of residual stress.  
However, machining distortions are so complicated that cannot be eliminated. 

According to the actual data collected about lateral bending and shrinking, aluminum 

alloy component with size of 1000 mm undergoes undesirable deformation of around 0.1 

mm during machining. For the aluminum alloy integral frame part with profile of 
3600×1600×165 mm, it can be up to 0.4 mm that much larger than the tolerance 

requirement. To solve these problems, the method of technological compensation (as 

shown in Figure 7) is often used in practice. It can help not only minimize the distortion 

during milling, but also homogenize deformation in the frame parts. 
 

 
 

Figure 7. The origin is set at the center line of 

symmetry. 

Figure 8. Set baseline. 
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3.2. Drift Error Distribution and Calibration 

Statistics show that, the drift error along X-axis on large CNC machine is around 0.05 

mm at intervals of 1000 mm, and that on aged CNC machine is about 0.1 mm. Through 

setting the symmetry center as the origin for processing, it can be reduced to (0.1-

0.1/2/2=)0.075 mm. In addition, with the help of baseline on both sides of workpiece 
(Figure 8), the drift error along X-axis can be further decreased to 0.05 mm. Based on 

this method, the drift error from machining large integral structure components of 

aluminum alloy can be smaller than 0.1 mm.  

3.3. Optimization of Dynamic Rigid Machining Strategy for Thin-Walled High-Ribs 
Strip 

1. Rough machining 

The material removal rate of rough machining is about 85%, which is the main factor of 

long manufacturing cycle. Therefore, more efficient cutting parameters should be used 
in rough machining. The cutting parameters before and after optimization are shown in 

the table 1. 
Table 1. Rough machining parameters of previous and optimized program. 

Roughing Cutter Speed (S) Feed (F) Depth of cut 
(AP)

Width of cut 
(AE)

Previous program D32*65R3 9000 4500 5 mm 24 mm

Optimized program D32*65R3 9000 4500 5 mm 18 mm 

 

2. Semi finishing 

In this case, high-ribs was divided into two parts for processing. During the process, the 

cutting depth was changed layer by layer. Finally, the upper of ribs were tapered as 
shown in Figure 9. 

 

 

Figure 9. Semi-finishing approach: layer-by-layer machining taper. 
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3. Finishing 
As shown in Figure 10, the finishing process of upper part was divided into two steps. In 

this approach motion, spiral machining method was applied for the first part due to its 

poorer stiffness. But the conventional method that is single-side layer-by-layer 

machining, was used at the second step, because the lower part has greater stiffness and 
processing stability.  

 
Figure 10. Finish machining approach motion: dividing finishing process for the upper part into two steps. 

4. Process Validation and Application Evaluation 

Above machining strategy was applied to a representative super-large integrated frame 

part of aluminum alloy. The results show that above methods possess certain processing 

accuracy and can be adopted in similar parts. 

4.1. Results of Distortion Control

According to Figure 11, the deformation amount of the final product is sampled. The test 

results (Figure 12) indicate that distortion caused by residual stress and inhomogeneous 

machining stress has been controlled well and the final product is qualified. It can be 

concluded that the machining strategy proposed in this article can effectively solve the 
distortion problem in super large integrated frame parts of aluminum alloy. 

 
Figure 11. Sampling points used for collecting data of distortion deformation. 
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Figure 12. Comparison of deformation amount between previous and optimized program. 

4.2. Results of Surface Quality Control 

According to requirements for large structural components, surface roughness in key area 

for preventing fatigue damage is 1.6, that of other areas is 3.2; dimensional tolerance of 

ribs, grooves and web plates is 0.2 mm. Data from the actual measurements indicates 

that, after applying above machining strategy in the frame part, machining precision and 

surface quality were all qualified. As shown in Figure 13, there no evident trail from 
cutter rebounding and scraping is observed.

 

    
(a)                                     (b) 

Figure 13. Surface quality in ribs (a) before and (b) after optimization. 

4.3. Results of Efficiency Improvement 

Statistics for actual processing time show that, it usually took about 21 days to finish a 

large integral frame part before. But, nowadays, the whole process only took 15 days by 

using efficiency strategy mentioned above. The processing efficiency for each product 
has increased by 30%. In combination with the comparison of processing time in every 

operation between conventional method and optimized method (Figure 14), it can be 

concluded that the methods of efficiency improvement in present work is useful and can 

be implemented in super large integral frame parts. 
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Figure 14. Processing time before and after optimization. 

5. Conclusions 

The machining strategy for representative super-large integrated frame parts of 
aluminum alloy was investigated. Based on analysis of technical difficulties in such parts, 

this study discussed the factors affecting machining deformation and dimension accuracy, 

proposed key technological solutions for deformation control and quality control. These 

machining methods were successfully implemented and promoted in NC factory of 
AVIC CAC. Finally, through the mass production, the qualified rate reached 99.5%, and 

the processing efficiency increased by about 30%. In summary, technological solutions 

of this paper are applicable to similar parts or structures with same technological 

characteristics. Studies in present work lay a solid foundation for super large integral 
frame part in aviation and accelerate the development of aviation manufacturing 

technology. 
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Abstract. We present an automated pipeline for the generation of synthetic datasets 

for six-dimension (6D) object pose estimation. Therefore, a completely automated 

generation process based on predefined settings is developed, which enables the user 

to create large datasets with a minimum of interaction and which is feasible for 

applications with a high object variance. The pipeline is based on the Unreal 4 (UE4) 

game engine and provides a high variation for domain randomization, such as object 

appearance, ambient lighting, camera-object transformation and distractor density. 

In addition to the object pose and bounding box, the metadata includes all 

randomization parameters, which enables further studies on randomization 

parameter tuning. The developed workflow is adaptable to other 3D objects and UE4 

environments. An exemplary dataset is provided including five objects of the Yale-

CMU-Berkeley (YCB) object set. The datasets consist of 6 million subsegments 

using 97 rendering locations in 12 different UE4 environments. Each dataset 

subsegment includes one RGB image, one depth image and one class segmentation 

image at pixel-level.  

Keywords. synthetic dataset, 6D pose estimation, domain randomization 

1. Introduction 

Computer vision based on deep neural networks (DNNs) enables robots to perceive their 
environment in a human like manner. Intelligent robots depend on robust perception 

strategies to perform their key tasks: autonomous navigation [1,2] and adaptive 

manipulation [3,4]. State-of-the-art approaches for 6D pose (object position and 

orientation) estimation [5–9] as well as object tracking [10–12] and novel grasping 
techniques [13–16], enable adaptive task execution and closed loop control of high 

precision manipulation tasks.  

One major factor closely related to the model performance is the quality and quantity 

of the training dataset [17]. Traditionally, the generation of a dataset for object detection 
is time-consuming and costly. It is a two-step task, which is divided into: data acquisition 

and data annotation, including manually executed operations [18]. The difficulty is 
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increased in case of 6D pose estimation datasets, caused by the need of object pose 
information in each dataset subsegment. 

In contrast to data sets obtained from the real world, the generation of synthetic data 

can be fully automated, making it suitable for computer vision tasks with high object 

variations. The major challenge using synthetic data is closing the gap between the 
simulated data and its real-world counterpart, i.e. the reality gap. For this reason, 

different techniques were developed, divided into two basic categories: domain 

adaptation and reality match. Domain adaptation describes the problem to generalize a 

trained model from its source space to an unknown target space [19]. Reality match 
approaches simulate the feature rich real-world data as realistic as possible. It was proved 

that a model, fully trained on synthetic data, can provide state-of-the-art performance for 

6D pose estimation [7]. This supports the hypothesis that synthetic data is an effective 

alternative when the acquisition and annotation of real-world data is not feasible. 
In this paper, we present a fully automated pipeline for the generation of a 6D object 

pose dataset. The result is a significant reduction in preparation time and a minimization 

of necessary human interaction. The pipeline can be easily adapted to different objects 

and environments. It provides multiple improvements to comparable approaches, such 
as various parameter settings and detailed metadata for each dataset subsegment. An 

exemplary dataset is generated including six million subsegments. Each subsegment 

consists of an RGB, depth and class segmentation image at pixel level. Two metadata 

files provide the 6D object pose and a corresponding 3D bounding box as well as the 
parameter settings for randomization. Based on the detailed metadata, the data set can be 

divided into smaller sub-datasets, allowing the study of different parameter combinations. 

2. Related Work 

Methods to generate synthetic data for training neural networks can be split into two 
general categories: superimposing and rendering.  

The main idea of superimposing is to project object images onto background images. 

In [20] a method is presented to generate synthesized data from existing real-world 

datasets. Object images are extracted by cropping the images according to the provided 
metadata. The object images are projected onto another set of background images, using 

support surfaces estimated by semantic segmentation and plane fitting. The dataset in 

[21] is generated using rendering models and real-world images. This method was 

improved in [22] by adding variations like random illumination, noise and blurring of 
the object images before superimposing. The implementation of superimposing is 

straightforward and easy to automate. However, the missing interaction between the 

environment and the object results in a reality gap due to the absence of important real-

world features, e.g. shadows. 
Rendering refers to the generation of an image from 2D or 3D models as well as 

complete environments [23]. Typical rendering software provide numerous setting 

options for e.g. the ambient lighting, the object appearance, the shape and the poses. Due 

to the numerous setting options, the generation of datasets in detail is a very time-
consuming process. Various methods were developed to provide synthetic data - as 

realistic as possible - based on rendering. Domain randomization techniques [4] increase 

the ability of generalizing the trained model to real-world data. An optical flow dataset 

[24] was presented derived from an animated short film by modifying the motion blur 
pipeline of the 3D creation suite Blender [25]. The resulting Sintel dataset has been 
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extended to depth and segmentation images. In [26] the Unity development platform [27] 
was used to create a virtual urban world, populated with cars, vans, pedestrians and 

cyclists. The resulting Synthia dataset was generated using a dynamic illumination 

engine and provides different scene appearances related to the four seasons. The 

approach proposed in [28] creates a unique virtual world for each dataset subsegment, 
instead of generating the whole dataset based on a single virtual world. The resulting 

Synscape dataset [29] is a photorealistic synthetic dataset for street scene parsing. The 

dataset SceneNet-RGBD [30] provides indoor scenes including household objects. It is 

an extension of the work presented in [31], using an automatic random scene generator 
based on 174683 potential 3D objects. In contrast to the previous mentioned approaches, 

the synthetic dataset Falling things (FAT) [32] is focusing the field of robotic 

manipulation. Therefore, it uses objects of the real-world Yale-CMU-Berkeley (YCB 

[33]) object set. In addition to RGB, depth and segmentation images, each dataset 
subsegment also includes metadata in form of 6D pose information. The SIDOD dataset 

[34] is closely related, since both datasets were generated using the Unreal Engine 4 

(UE4 [35]) and the open-source custom plugin NVIDIA DeepLearning Data Synthesizer 

(NDDS [36]), a tool to extract view data during rendering. 

3. Method 

Our approach differentiates from others by focusing a high automation level to enable a 

wide parameter range for randomization and less human interaction. The pipeline was 

developed based on the game engine UE4, providing functionalities to predefine 
parameter settings for environments and objects, including the manual chosen rendering 

locations, later referred to as training spots. The actual rendering process is highly 

automated, which simplifies the generation of large object-related datasets and the usage 

of synthetic data in real world applications. An exemplary dataset was generated using a 
RTX 2080 Ti, where each rendering process per dataset subsegment takes around 50ms. 

The UE4 project, including one open-source environment is available at: 

http://autosynpose.fh-aachen.de. 

3.1. Domain Randomization 

The presented pipeline simulates the following aspects with an user adjustable 

variability: environment, training spot, object appearance, camera-object transformation, 

ambient lighting, number and size of geometric primitive distractors, presence of 

complex object distractors, and multiple instances of the object of interest. 
The object appearance can be randomized by an adjustable percentage for the base 

color. In addition, the appearance parameters roughness, metallic and specular are 

configurable. The camera describes a motion alongside the surface of a sphere during the 

automated rendering processes (see Figure 1). The camera motion is reduced to a circular 
motion in case of training spots on flat surfaces, e.g. tables. The origin of the sphere 

coordinate system  is located at the manual selected training spot. The optical axes of 

the camera, which is represented by the z-axis of the camera coordinate system , points 

towards the origin of the coordinate system  during the rendering processes. 

The object of interest is randomly positioned in a 3D cube with adjustable 

dimensions. The so-called object cube describes a linear motion alongside the z-axis of 

the coordinate system  during the rendering processes. Therefore the location of the 
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object-cube origin can be described as a vector   in reference to the 

coordinate system , with 0.2 m ≤ zoc ≤ 1.5 m. The pivot point of the vector  is located 

at the origin of the coordinate system , during the motion of the camera and the object-

cube. This approach generates a large number of dataset subsegments with different 
perspectives. An additional 3D cube encloses the object-cube. Inside this distractor-cube, 

the distractors are positioned randomly around the object of interest, including geometric 

primitive and object distractors. The distractor-cube will be partly outside the field of 

view of the camera at close distances. Thus, not all distractors will be present in the 
corresponding image data. Therefore, we introduce the concept of distractor density, 

which depends on the size of the distractor-cube, the size of the distractors itself and the 

number of distractors present. 

 

Figure 1. Spherical camera motion around the object of interest. 

3.2. Metadata 

The presented pipeline provides two metadata files in JSON format for each dataset 

subsegment. The first one is generated by NDDS, including the 6D object pose and its 

bounding box in the coordinate system . The second file contains detailed information 

of the parameter configuration for domain randomization as shown in table 1. 

Table 1. Description of the metadata file for domain randomization. 

Category Name Description 

Generating Info 
EnvironmentNo Environment Number 

SpotNo Spot Number 

Appearance 

HueShiftPercent Shift in object hue in percent 

Roughness Object roughness value 

Metallic Object metallic value 

Distractors 

WithDistractors Presence of distractors 

DistractorSize Size of primitive distractors in 10 mm 

DistractorCount Number of distractors in scene  

WithObjectDistractors Presence of object distractors 

Configurations 

WithLightningVariations Presence of lightning variations 

MultipleInstances Presence of multiple object instances 

InstanceCount Number of object instances 

MultipleObjects Presence of additional objects 
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4. Dataset Analysis 

The proposed pipeline was used to generate the exemplary dataset AutoSynPose, which 

can be downloaded here: http://autosynpose.fh-aachen.de. The dataset includes six 

million subsegments rendered at 97 training spots spread over 12 environments. The 

environments vary from realistic indoor to game-like outdoor scenes (see Figure 2) in 
order to bypass the machine learning specific problem that the factors of variation cannot 

always be directly observed [37]. 

 

Figure 2. Environments of the AutoSynPose dataset. 

As object of interest, the mustard bottle of the YCB dataset was chosen. In addition, 

the YCB objects: toy plane, meat can, power drill and hammer are in 17% of the dataset 

present. Each subsegment consist of one RGB image, one depth image and one 
segmentation image providing class instance information at pixel level. The subsegment 

does not include object instance information to reduce the size of the dataset. Figure 3 

shows one subsegment including the object of interest and geometric primitive as well 

as object distractors. 

 

Figure 3. Subsegment of the AutoSynPose dataset. 

Figure 4 shows the statistics of the dataset, across the different environments and 
manually selected training spots. Furthermore, Figure 4 shows the composition of the 

dataset regarding the presence of distractors, lightning variations, multiple instances of 

the object of interest and multiple objects. 

 

Figure 4. Dataset statistics. Left: Distribution of subsegments over environments and training spots. Right: 

Dataset composition. 
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Figure 5 shows a statistical analysis of the six million dataset subsegments. The edge 
length of the object-cube was set to 0.3m and the edge length of the distractor-cube was 

set to 0.75m. 

 

Figure 5. Statistical analysis of the dataset: Object appearance, object instance count, geometric primitive 

distractors, and camera-object transformation. 

 
The first column of Figure 5 shows the randomization of the object appearance, 

which is equally distributed around the selected parameter settings. The second column 

shows the distribution of the instance count and the geometric primitive distractors. The 

distractor density inside the distractor-cube varies from 0% up to 8%, with a peak in the 
range between 0% and 1%. The third column shows the distribution of the 3D object 

position in the camera coordinate system, which is almost uniformly distributed. The 

distributions of the Euler angles reflect the orientation of the object in the camera 

coordinate system. 
Table 2 shows our dataset in contrast to comparable state-of-the-art datasets. To our 

knowledge the AutoSynPose dataset is the only 6D object pose dataset providing detailed 

information about parameter settings used for domain randomization at subsegment level.  

H. Engemann et al. / AutoSynPose: Automatic Generation of Synthetic Datasets94



Table 2. Comparison of synthetic datasets (Masks* IS – instance segmentation, CS – class segmentation; FD* 

– Flying Distractors. DI* – Domain Randomization Information). 

Dataset #Segments Scenes Masks* Poses B-Box FD* DI* 
Sintel (2015) [24] 1.6 k movie IS 3D ✗ ✗ ✗ 
Synthia (2016) [26] 200 k urban CS ✗ ✗ ✗ ✗ 
SN-RGBD (2016) [31] 5 M household IS CS 3D ✗ ✗ ✗ 
Synscape (2018) [29] 25 k urban IS CS 3D 2D ✗ ✗ 
FAT (2018) [32] 60 k household IS CS 6D 3D ✗ ✗ 
SIDOD (2019) [34] 115 k household IS CS 6D 3D ✓ ✗ 
Ours (2020) 6 M various CS 6D 3D ✓ ✓ 

The SIDOD and the FAT dataset are closely related to our dataset. Table 3 shows a 
detailed comparison of the three datasets. 

Table 3. Detailed comparison with the synthetic datasets FAT and SIDOD. 

Parameter FAT (2018) [32] SIDOD (2019) [34] Ours (2020) 
No. of objects 21 21 5 

No. of environments 3 3 12 

No. of training spots 15 18 97 

Object appearance variations ✗ ✗ ✓ 

Lightning variations ✓ ✓ ✓ 

Object position distribution normal normal uniform 

Object orientation distribution mixed mixed mixed 

 

We were able to significantly increase the number of environments and training 

spots, because of the high automation level of the proposed pipeline. In addition to the 

lightning domain, our pipeline also provides configurable settings for the object 
appearance domain. Another improvement is the uniform distribution of the object 

position in the camera coordinate system. The compared datasets provide a normal 

distribution for x and y, whereby the mean is located at the optical axis of the camera. 

The same applies for the camera-object distance, whereby the mean is located at the mid 
of the intended range. A uniform distribution represents a larger number of different 

perspective viewpoints and reduces overfitting problems at test time. The focus of our 

dataset is to enable studies on the impact of different parameter settings for domain 

randomization. Therefore, the AutoSynPose dataset only includes five different objects, 
whereby the mustard bottle of the YCB object set is prioritized. 

5. Conclusion 

We developed an automated synthetic dataset generating pipeline, based on the game 

engine UE4 and the open-source plugin NDDS. Adjustable parameters for domain 
randomization and the rendering process allow a simple change between different objects 

of interests and environments. The required knowledge about game and rendering 

engines is reduced. The pipeline generates a uniform distribution of the 3D object 

position in reference to the camera coordinate system. In addition, the presented camera-
object motion concept covers different perspective viewpoints per training spot. To our 

knowledge, it is the first approach providing detailed information about the parameter 

settings used for domain randomization at subsegment level. In addition, we introduced 

the concept of distractor density as a metric for distractors. We hope that the proposed 
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pipeline makes it easier for other researchers to generate synthetic data from 3D models 
and environments. 

The presented pipeline can be used to synthesize a variety of different datasets. 

However, the identification of the important factors of variation, which cannot directly 

be observed, has the potential to decrease the reality gap of future synthetic dataset 
generation. Therefore, the exemplary generated dataset AutoSynPose aims to study the 

effect of randomization parameters in detail.  
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Abstract. In this work, a fuzzy linear equation AX + B = 0, is solved, were A, B y 

C are triangular diffuse numbers, could also be trapezoidal. For this type of 

equations there are several solution methods, the classic method that does not always 

obtain solutions, the most used is the method of alpha cuts and arithmetic intervals 

that although it always finds a solution, as a value is taken closer to zero (more 

inaccurate), the solution satisfies less to the equation. The new method using the 

expected interval, allows to obtain a smaller support set where the solutions come 

closer to satisfying the equation, also allows to find a single interval where the best 

solutions for decision making are expected to be found. It is recommended to study 

the incorporation of the concept of the expected interval in the methods to solve 

systems of fuzzy linear equations 

Keywords. Fuzzy number, expected interval, fuzzy arithmetic, alpha cut, fuzzy 

equations. 

1. Introduction  

The fuzzy logic created by Lofti Zadeh in 1965 is an adequate means to represent and 

model a type of uncertainty such as imprecision, which appears in various reality 
problems [1].  

Fuzzy linear equations are applied in various areas such as optimization, control 

systems, physics, economy [2-5]. In this work, we focus on the case of the linear equation 

of the form;  

                                                     (1) 

where ,  y  are inaccurate data; since the imprecision is represented with fuzzy 

triangular numbers, the equation is called the fuzzy linear equation (FLE). 

The problem of solving a FLE is not trivial, even for cases such as , were  

y  are triangular fuzzy numbers (TFN), i.e., for some TFN  y , you can't find a fuzzy 

set  , such that, using fuzzy arithmetic,  is exactly equal to  [6]. 
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In [7], a strategy is proposed for the solution of a FLE: First, to seek the solution 

with the classic method , because it is the most accurate solution, but it does not always 

exist; second, if there was no classic solution, look for the solution by the principle of 

extension  whose construction process is quite complicated (very little used); and 

finally the solution by the method of alpha cuts and interval arithmetic  that gets an 

approximate solution, but with the condition that always exists. The relationship is true 

                                                                                      (2) 

While the alpha-cuts and arithmetic interval method always gets a solution for Eq. 

(1), of the form  , α ϵ [0,1]; has a problem, according to the ratio 

(2), the solution support set is much wider than the other methods, i.e. for the alpha cut 

α =1, you get the most accurate (exact) solution, which completely satisfies the equation;  

as the equation's tends to 0 (increases inaccuracy) the solution of the equation tends to 
satisfy every single thing much less to the equation. 

  That is why, in this work it is proposed to incorporate the concept of the expected 

interval to the method of alpha cuts and interval arithmetic to obtain a solution with a 

smaller support set and find a single interval where the best solutions for decision making 
are found. 

The method of alpha cuts and interval arithmetic is the basis of several current 

methods for solving systems of fuzzy linear equations [8-10].  

2. Material and Methods 

2.1. Fuzzy Numbers  

Definition 1:  A generalized LR fuzzy number  with the membership function , 

 can be defined as [11].  

=  

Where L(x) is the left membership function that is an increasing function on [a, b] and 

R(x) is the is the right membership function that is a decreasing function on [c, d] such 

that L(a) = R(d) =0 and that L(b) = R(c) =0.  
 

Definition 2: A triangular fuzzy number (TFN) (see Figure 1) is represented by   

. 

 

Definition 3: A TFN   is positive if and only if   . 

 

Definition 4: Given a fuzzy set   , the support of   Ã   is defined as the 

ordinary set. 
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Definition 5: The alpha cut set of a fuzzy set    is given   by: 

,    

For a fuzzy set with a triangular type membership function (see Figure 1) the alpha 

cut is given by: [ ] 

The alpha cut is perhaps the most important concept of fuzzy sets, because by 

adjusting the value , the range or set of values that satisfy a certain degree of belonging, 

the level of satisfaction, precision of the result or robustness of the model can be 
determined [12]. 

  

Figure 1. Triangular fuzzy Number. 

 
Theorem 1: (Representation theorem [13]) If    is a fuzzy set and  its alpha cuts,  

,  it is verified that: 

 

This formal notation should be understood as the equality between the membership 

functions of both sets, where  

 

On the other hand, 

 

R. Abramonte et al. / Solving a Fuzzy Linear Equation with a Variable100



 

2.2. Interval arithmetic operations 

Definition 6: The four basic arithmetic operations in closed intervals are: addition, 

difference, multiplication and division, they are defined as follows [14]: 

 

 

 

 , provided that  

2.3. Expected Interval of a Fuzzy Number  

Given a fuzzy number , if we denote by   with  the sets of level  or 

- cuts, we define the expected interval of  by [15]. 

 

The expected interval of a fuzzy number is an interval that concentrates the best 

information of a fuzzy number. 

2.4. Fuzzy Linear Equation 

The imprecision of the parameters of the equation, we will represent it with TFN of the 

form , that is, the value of the parameter with the most possibility of 

occurrence is  but it can occur between   and  . 

Given the TFN   ,   and   , then the 

FLE is defined by: 

                                                                                                         (3) 

 

One of the methods proposed to solve this equation was that of alpha cut and interval 

arithmetic [7]. To this method we incorporate the concept of the expected interval. 

2.5. Alpha Cut Method and Interval Arithmetic + Expected Interval 

This method consists of obtaining the solution from a classical linear equation, that is, 

without imprecision, the alpha cuts of the fuzzy numbers representing the imprecise 

parameters are then replaced, then simplified by interval arithmetic [2]. 

Given the equation (3) and assuming that , to find the solution, follow 

these steps: 

Step 1: Determine the cut of alpha coefficients imprecise entities: ,  y . 
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Step 2: Replace the alpha cuts in the equation:    

 

Step 3: Simplify using the definitions of interval arithmetic. 
 The interval difference is made    

 

And then the interval division. 

 

 

 

The solution of (3) with a degree of precision , is an interval 
; these intervals are the alpha sets of the fuzzy number (not necessarily a 

TFN) that will be the solution of the  (3) [14]. 

According to Theorem 1 (see Subsection 2.1), the number that is the solution of the 
FLE is given by: 

 

where  is the membership function of .    

The most used values are ;  gives the most robust 

(most imprecise) solution;   gives the most precise (exact) solution. 
The concept of the expected interval is incorporated into the alpha cut method. 

 

Step 4: Calculate the expected interval of   

 

In this interval, we find most solutions of the FLE. This interval corresponds to a 

unique   . 
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3. Results and Discussion  

3.1. Case study: let be the linear equation (3). 

Given de TFN To find the solution, we 

apply steps 1 to 4 of Section 2.5. 
 

Step 1: We find the alpha cut of the triangular fuzzy numbers: 

 ,    ,   

Step 2: We replace the alpha cut in the solution: 

 

Step 3:  Apply the interval difference in the numerator 

 

Interval division is performed 

 

 

   ,   

The solution to the fuzzy linear equation is the fuzzy number, 

 

 

 

The graph of the fuzzy number    where 

,            

 
The intersection point of the curves   occurs at:      
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Solving for  you have  ,  which corresponds to a value of        
The graph of the fuzzy set    can be seen in Figure 2. The fuzzy number    in 

Cartesian form is given by 

=  

 

 

Figure 2. Solution of the first-degree linear fuzzy equation. 

 

The fuzzy set is a fuzzy number (See Definition 1). The solution of the FLE will 

most likely occur at 2.5, but it can occur between 0 and 10. 

The solution of the FLE with different degrees of precision is shown in Table 1. 

The most robust (most imprecise) solution is the interval [0, 10], obtained with    

.  The most precise (exact) solution is the interval [2.50, 2.50], obtained with ; 

this interval is the real number x = 2.5 For   , the solution is the interval [1, 5].  In 

other words, you have different alternatives to choose the solution interval with the 

precision you want. 
Table 1. Alfa cuts for the solution of the fuzzy linear equation of the first degree 

Precision  degree  Alpha Cuts 
0.0 [0, 10 ]         
0.1 [0.17, 8.64] 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

[0.36, 7.50] 
[0.56, 6.54] 
[0.77, 5.71] 
[1.00, 5.00] 
[1.25, 4.38] 
[1.52, 3.82] 
[1.82, 3.33] 
 [2.14, 2.89] 
[2.50, 2.50] 

 
Step 4: Evaluate the expected interval of   
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The solution intervals with different degrees of precision  are infinite, if 

an interval where the majority of solutions, of the fuzzy linear equation possibly occur is 

desired, this is the expected interval [1,081, 5,317] (see Figure 2). 

3.2. Comparison of Solutions 

For α = 1 (total precision) 
The solution to (3) with the method of alpha cutting and interval arithmetic is the 

TFN  = (2.5, 2.5, 2.5), replacing in (3) and performing interval operations you get 11 

= 11, i.e. the equation is satisfied. 
For α = 0 (maximum inaccuracy) 

The solution to equation (3) with the method of alpha cut and interval arithmetic is 

the fuzzy number   = (0, 2.5, 10); replacing in (3) and performing intervalar operations 

gets [5, 37]  [7, 15], that is, the equation is not satisfied, and what is worse, the interval 

of the first member is very different from that of the second member. 

The solution to (3) incorporating the concept of the expected interval to the method 
of alpha cutting and interval arithmetic, is the fuzzy number (1,081, 2.5, 5.317); replacing 

in (3) and performing interval operations results in [6.0811, 22.951]  [7, 15], which 

also does not satisfy the equation, but is closer to equality than the solution obtained with 
the alpha cuts and interval arithmetic method. 

It is noted that for  the expected interval  = [ , 

and decreases the inaccuracy, which is the difficulty of the solution by arithmetic interval 

according to the ratio (2).  

4. Conclusions  

The new method of solving a fuzzy linear equation of a variable using the expected 
interval, allows to obtain a smaller support set where the solutions come closer to 

satisfying the fuzzy linear equation, also allows to find a single interval where the best 

solutions for decision making are expected to be found. 

This method can be applied to problems where inaccuracy can be represented by 
triangular fuzzy or trapezoidal numbers. 

It is recommended to study the incorporation of the concept of the expected interval 

in the methods to solve systems of fuzzy linear equations. 
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Abstract. Currently, the software handled by hackers is the main one to tackle a 

series of empirical knowledge, with this software attacking and helping 

organizations. The main objective is to analyze and systematize the software that is 

detected by hackers and crackers, in order to prevent risks and study the tactical 

levels and strategies for a given process. The analytical method is used in this 

investigation, for the study or analysis of the offensive software structure in public 

organizations. The results obtained from this research were an attack launching 

algorithm, software prototype taken by hackers, massive obfuscation model, and 

quantitative encryption model. It was concluded that piracy tools are used for 

preventive prevention and systems aggression, that is, to be defensive or offensive 

for a period, throughout an attack cycle. 

Keywords. hacker, hacking tools, hacking, malicious program, public organizations. 

1. Introduction 

Within the penetration processes towards organizations or establishments of each type 

are based on a consecutive row of manipulation techniques for each specific case, these 

courses have enlarged many organizations[1]. Organizations choose hackers to 
manipulate these events in neighboring establishments and thus begin a launch of 

competitions between organizations or companies, they are generally having a very high 

level of appointment, while hackers are the most benefited today for its great ability to 

manipulate technology[2]. Old penetration software has been very useful for attack 
situations, exploits in a more practical way for individuals who know about these 

techniques and their vulnerabilities[3]. The software may have poorly developed code, 

which will allow ineffective functionality within an attack process, it is recommended 

that a check be performed before starting or violating a system, this refers to the high 
vulnerability of mobile phones[4]. Tracking the signals by means of an attack between 

two distant nodes, it will be possible to carry out a respective analysis on the different 

 
1Corresponding Author: Segundo Moisés Toapanta Toapanta, Department Computer Science, Salesian 

Polytechnic University of Ecuador (UPS), Chambers 227, Ecuador. Email:stoapanta@ups.edu.ec 

Machine Learning and Artificial Intelligence
A.J. Tallón-Ballesteros and C. Chen (Eds.)
© 2020 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA200772

107



types of software that come onto the market, due to automation and execution problems 
within a software, a large part of the structure will be found running on one level. low[5]. 

For the processes of a comparative evaluation to the tests that these software undergo, 

they have a lot to do with the hardware parts, as indicated by the strategies of the 

components retracted by the intangible processes of each stage in their permanence[6]. 
As a result of the above analysis, the following possible risks can be concluded 

within public organizations by each hacking software. 

� Public institution provides access control at occupational levels. 

� The security that is equated is extremely low, giving continuity to an incidence 

management. 

� Physical preparation is mitigated by risk management presented in processes 

and activities of public services. 

Why is it necessary to analyze penetration software in public organizations? 

It is necessary to analyze the software, because there is a high risk of violation 
creating malicious functions that will reproduce and stagnate within a system.  

The main objective is to analyze and systematize the software that is obtained by 

hackers and crackers, in order to prevent risks and study the tactical levels and strategies 

for a certain process. 
The reviewed articles are: PsyBoG: A scalable botnet detection method for large-

scale DNS traffic[1], An application of linear algebra theory in networked control 

systems: Stochastic cyber-attacks detection approach[2], Structural analysis of packing 

schemes for extracting hidden codes in mobile malware[3], An Empirical Evaluation of 
the Effectiveness of Attack Graphs and Fault Trees in Cyber-Attack Perception[4], 

Reinforcement learning for efficient network penetration testing[5], Hybrid detection of 

intermittent cyber-attacks in networked power systems[6], Effect of anti-malware 

software on infectious nodes in cloud environment[7], An Approach to Optimize the 
Management of Information Security in Public Organizations of Ecuador[8], A 

Malicious Web Site Identification Technique Using Web Structure Clustering[9], 

Andro-Dumpsys: Anti-malware system based on the similarity of malware creator and 

malware centric information[10], Analysis and Findings of Social Engineering Industry 
Experts Explorative Interviews: Perspectives on Measures, Tools, and Solutions[11], 

Smart Contract: Attacks and Protections[12], Security Verification via Automatic 

Hardware-Aware Exploit Synthesis: The CheckMate Approach[13], Detection and 

elimination of spyware and ransomware by intercepting kernel-level system routines[14], 
A Comprehensive Overview of Government Hacking Worldwide[15], Definition of 

parameters to perform audit in cybersecurity for public one organization of ecuador[16], 

Creation of a DDOS attack using HTTP-GET Flood with the Cyber Kill Chain 

methodology[17]. 
The analytical method is used in this investigation, for the study or analysis of the 

offensive software structure in public organizations.  

The results obtained from this research are disclosed in each structural phase that is 

developed with the hacking tools, these tools are expanded by each system that composes 
it. 

It is concluded that the phases revealed with piracy software are part of a rigorous 

prevention and exploitation of computer processes in public organizations, as well as the 

security and management of a business structure. 
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2. Materials and Methods  

The research resources and treatments are based on the scientific articles investigated, 

with a sequential aspect in their results. 

2.1. Materials 

It is considered a formal analysis taking into account the research references that are 
presented with the research material. 

It was verified that for a meticulous penetration environment it is specified that, 

within the programming of the software, the implementation of a subsystem is necessary 

in order to integrate remote access within the social and strategic localities, such as public 
organizations[1]. Hackers evaluate their network before launching an attack, with the 

respective software they manipulate the functions of the public organization side, apart 

from quantitatively analyzing each and every risk within their own network, engineers 

continually determine the flaws of these software, starting from a structural analysis to 
give the appropriate answers to all the systems that surround the organization or 

institution[2]. Domain threats, it is required for most security within dynamic routes, 

improving the resistance of self-defense security is the most useful way for a static 

software course. Hackers run in parallel the critical analyzes your infrastructure needs 
when planning an assault on your public organization[3]. By performing different types 

of algorithms, it would help the software establish a design protocol for the analysis of 

vulnerabilities that have been run in the system, this helps not to decrease the 

development or progress that was established in the regulations[4]. The software and 
techniques that hackers have used in many public and private organizations. These have 

been very helpful for the security of the organization[5]. Indirect penetrations are 

observed indirectly, since their components are similar to the functions of attacks with 

defects to their launches[6]. It is analyzed that, with the technology and tools specified 
for a certain piracy purpose, it is advisable to study the receiving points[7]. Given that in 

a computer attack it is intentional and it is not possible to consider all the counter attack 

scenarios, as much as possible that the target is declaring a tracking attack in self-defense, 

as well as activating an alarming signal where it has defense support[8].  
Social-engineer was used software with the participation of wireshark, an extended 

process of exploit launches occurs for full access of internal nodes through social 

engineering[9]. It should be recognized that the level of compatibility with the end user 

is unavoidable for this analysis, without this knowing what would happen within the 
source services in their environment[10]. The participation of tcp, http, udp and dns 

traffic is classified and detected, by identifying them within the network, producing 

better precision and the data transfer rate improving[11]. Using the Hoffman code, it will 

be possible to understand the valuation of the data received, if the strict way of the exact 
values of that information will be represented[12]. In itself, the use of software in a public 

organization is automated in its application profile since employees do not have the 

corresponding knowledge in coding[13]. The permanencies of the current states of the 

software operations are: 
1. The probability of software decay with its encoding is low. 

2. The standard that is set to the software has a length of responses the same as the 

arrival information. 

3. Diagram the coding structure must be probable. 
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Also to the states, the servers and / or complete infrastructure of the public 
organization will be verified [14]. Sharing a remote connection to this destination, we 

proceed to investigate areas and check each point inside and outside the organization. 

[15]. A method that is very misleading for individuals with a lack of knowledge is 

analyzed when entering a website, which is classified as adware [16]. Therefore, this 
method is a considerable achievement for the general staff, the function of this method 

is to add badware while the person navigates and fulfills the needs that are within their 

reach [17]. 

2.2. Methods 

In this study the analytical method was carried out, to make known the criteria that each 

software process analyzed by Institute for Security and Open Methodologies (ISECOM). 

2.2.1. Manipulation of Hackers  

To carry out the secret writing of a system or a file in general, one must focus on its 
encryption, developing an difficult function for the user in general, with this an initial 

space is made in the encoding of messages, where it requests the different characters for 

a secure structure within a system. In cryptographic systems the vast majority are made 

up of different settings, among them we have: 

� Transmission of the encrypted message. 

� Algorithms to decrypt the element. 

� Data transmission rate combinations. 

2.2.2. Systems with Gnu / Linux 

Publicize this free system, which has allowed hackers to distribute distros in the 
development processes for each specific task, thus achieving the operation of generating 

different types of files, uniform to Table 1. 

Table 1. The impact of each file extension generated in the GNU / LINUX system. 

Impact 
Level Malicious Extensions 

Low .exe 

Low .pif 

Half .com 

Half .scr 

Half .sys 

Half .ovl 

High .drv 

High .bin 

High .dll 

High .bat 
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2.2.3. The Adware  

Assimilating Table 2, the function for the structure of a malicious program is applied in 

the presence of browsing a website. This program can be hidden as a backdoor, without 

disclosing the structure to the end user. 

Table 2. Ability level to denote the structure of a malicious program. 

Technique in a Malicious Program 
Level Structure Capacity 

1 Directives Very low 

2 Main Features Low 

3 Coding Low 

4 Instruction Half 

5 Organization Loops High 

6 Root Element Very High 

7 Depuration Critical 

2.2.4. Using the Web Audit 

To get vulnerabilities (XSS) complying with your command chain. On sites crossed with 

customer penetration on that website.  

� Attack target vulnerable points of (DOM). 

� Execution of the attacker script by the client. 

� Theft of cookies. 

� Inject (SCRIPTS JAVA, SCRIPTS CODE) into the website. 

3. Results 

Below are the phases acquired for the analysis of the software most used by hackers, 

these are: 

� Attack Launch Algorithm. 

� Prototype of Software taken by Hackers. 

� Massive Obfuscation Model. 

� Quantitative Encryption Model. 

3.1. Attack Launch Algorithm 

In the algorithm of Figure 1, the presence of attack launches to a given medium can be 

manifested, to intercept security rings and penetrate the secondary systems of public 

organizations and spread their coding in them. 
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Figure 1: Algorithm for launching attacks on a secondary node. 

3.2. Software prototype taken by Hackers 

In this prototype the main computer security tools on the side of a hacker are enunciated, 

knowing the status of the Manual of the Open Method of Security Verification 

(OSSTMM) (Figure 2).  

 

Figure 2: Prototype of Software taken by hackers. 
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3.3. Massive Obfuscation Model 

In this equation a data template is expressed, with which information can be hidden 

within a process without limits to the amount of creation, data and malicious information 

of the software, thus giving rise to the exploitation knowledge of the Method Penetration 

Test (ISSAF). 

!
( ) ...

( )! !

xx C r z n
x r r

� �
�

                                  ( 1) 

Where: Desired number of data (x), combinations of information taken from the data 

(Cr). 

3.4. Quantitative Encryption Model 

In this quantitative encryption model, a process restart is performed for encrypted attacks, 
which occurs on an attack path between two nodes (primary, secondary). 

0 0 1 1 2( ) ( )R f x z f R� � �                               ( 2) 

Where: attack numbers (R), Primary node (f), Secondary node (z), Denial processes. 

4. Discussion  

The triumphs achieved for this investigation are related to the means of software 
transmission through an attack zone, in such a way that they can obfuscate or carry out 

the respective assault launches, both to prevent and attack an organization and perform 

these acts on an impassive system[13]. 

The information in this research is not limited to learning actions or facts, generally 
based on computer attacks using cybersecurity software. 

The results contracted by other authors and researchers in this research were pleased 

by techniques and tactics of software management and executions inside and outside 

public institutions or organizations. 
It was concluded that any result obtained with piracy software can be attacked or 

prevented by an act of cybersecurity in a public organization. 

5. Future work and conclusion  

Given the bad information that is extracted by hackers, it is advisable to carry out an 
intense test on hacking software, it should be noted that the software can leave signs or 

can carry out searches in the primary software.   

It is concluded that the dominated results are ways of preventing an unwanted act 

before an organization, placing yourself on the side of the individual who defends or 
mitigates the supernatural laws of technology. 
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Abstract. This research work proposes a Facial Emotion Recognition (FER) system 

using deep learning algorithm Gated Recurrent Units (GRUs) and Robotic Process 

Automation (RPA) for real time robotic applications. GRUs have been used in the 

proposed architecture to reduce training time and to capture temporal information. 

Most work reported in literature uses Convolution Neural Networks (CNN), Hybrid 

architecture of CNN with Long Short Term Memory (LSTM) and GRUs. In this 

work, GRUs are used for feature extraction from raw images and dense layers are 

used for classification. The performance of CNN, GRUs and LSTM are compared 

in the context of facial emotion recognition. The proposed FER system is 

implemented on Raspberry pi3 B+ and on Robotic Process Automation (RPA) using 

UiPath RPA tool for robot human interaction achieving 94.66% average accuracy in 

real time. 

Keywords. Facial Emotion Recognition, Deep learning; CNN, GRUs, Raspberry Pi 

II, Robotic Process Automation platform 

1. Introduction 

One of the prominent robotics research areas is the design of intelligent robots that can 
communicate and act as a human companion. With rapid advancements in hardware, 

computer graphics, robotic technology and artificial intelligence, more and more cobots 

and social robots have been designed. For a robot to act as a human companion, it should 

have emotional intelligence for effective human interaction. Emotions include cognitive 
evaluation, body language, expressions and feelings [1]. Emotion recognition is 

fascinating and a challenging task. Text, speech, facial expressions, biological signals 

and gestures can be used to recognize human emotions. Facial expressions have 

significant importance in the identification of human emotions in direct human to human 
interaction [2]. Researchers and engineers have attempted to design artificial intelligence 

frameworks, which are cognitively and/or physically similar to human behavior. The 

increase in computational power since a decade has largely contributed to the 

development of fast learning machines. In addition, the internet has generated a 
substantial amount of training data. These two development triggered research into smart 

 
1 Corresponding Author: Suchitra Saxena, Faculty of Engineering PES University, Bangalore, India; E-

mail: suchitra@pes.edu.in, suchitrasaxena10@gmail.com 

Machine Learning and Artificial Intelligence
A.J. Tallón-Ballesteros and C. Chen (Eds.)
© 2020 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA200773

115

mailto:suchitra@pes.edu.in
mailto:suchitrasaxena10@gmail.com
mailto:suchitra@pes.edu.in
mailto:suchitrasaxena10@gmail.com


self-learning systems, with one of the most successful emerging techniques being deep 

learning networks. Progress in robot-human interaction over the past decade has 

contributed to several applications in robotic technology where robots need to 

comprehend human actions and emotions. With emotional intelligence robots, human 
action can be better predicted and performance can be increased in many applications 

such as Human Robot Interaction (HRI) for kid’s therapy with autism and attention 

deficit hyperactivity disorder (ADHD), driver awareness alerting system, legal disciples, 

medical guides, E-Learning, psychology and entertainment feedback system, emotional 
support as socially assistive robots for kids [3-8]. Developing an algorithm, which can 

identify emotions from facial images, is therefore desirable to improve HRI. The 

advancement of automated processes, tools such as the Robotic Process Automation 

(RPA) have been successful in many fields in improving operational accuracy and 
performance. RPA is the implementation of automated robots or bots that use artificial 

intelligence techniques to automate repetitive tasks in real time.  Also, implementation 

of the proposed architecture on the RPA platform would be relevant for HRI or Industry 

4.0 applications [9]. 
In this work, a robust and efficient GRUs Facial Emotion Recognition System 

(GFERS) is proposed for recognizing emotions from facial expressions. In real time, the 

proposed method achieves 94.66% accuracy. CMU Multi-PIE [10] and FER 2013 

databases [11] are used for training. GFERS is developed using GRUs, which is found 
to be efficient and robust in recognizing emotions under constraints such as head pose, 

illumination variations and age differences. The proposed system is deployed on 

Raspberry Pi3 B+ [12] and also implemented on UiPath robotic process automation tool 

which can be used in HRI applications. The performance of the proposed system is also 
compared with CNN and LSTM based facial emotion recognition. 

The paper overview is as follows: In Section II related work and contributions are 

discussed, Section III describes proposed architecture of GFERS, Section IV explains 

results and analysis. Conclusion and future directions are discussed in Section V. 

2. Related Work 

Since several years, considerable work on recognition of emotions for HRI applications 

has been reported. Deep learning techniques, Convolution Neural Networks (CNN) and 

Recurrent Neural Networks (RNN) as applied to facial emotion recognition have been 
explored in recent years. In 2014, Jung H, et al., used CNN to recognize emotion in real 

time. They have used three convolution layers and two fully connected (FC) layers. They 

have used CK+ and FER-2013 databases for training and achieved 72.78% & 86.54% 

respectively [13]. In 2017, Chen et al. also used CNN with four convolution layers and 
two FC layers. They have used CK+ and JAFFE databases [14] and achieved 98.15% 

recognition accuracy for frontal pose. In [15], Saxena et al. proposed an algorithm based 

on CNN with three convolution layers and two FC layers with batch normalization to 

address overfitting. They have used Softmax classifiers and CMU MultiPIE databases 
for training.  They have achieved average accuracy of 95.8% with pose and illumination 

variations in real time with 25 subjects. In [16], Baddar et al. used LSTM to address the 

influence of mode variability on the encoded spatio-temporal attributes. They have 

shown that LSTM encoded spatio-temporal features and retains a bias due to different 
variations such as illumination variation or pose variations by using static sequences. 

They have used Oulu-CASIA, AFEW and KAISI facial expression datasets and achieved 
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85.185, 51.44% and 84.98% accuracy respectively for these databases. In [17], Hasani 

et al. used an Inception-ResNet 3D CNN with LSTM to extract the spatial-spectral 

relationships within images and between different frames in the videos. They have used 

CK+, MMI, FERA, DISFA and achieved 67.52%, 54.76%, 41.93% and 40.51% 
respectively for head pose variations. In [18], Kim et al. used a spatio-temporal 

representation of a hybrid combination of CNN and LSTM to recognize facial expression 

and achieved 78.61% and 60.98% for MMI, CASME II databases respectively. In 2018, 

Yan et al. proposed a framework Joint Convolutional Bidirectional LSTM (JCBLSTM) 
to jointly model discriminative facial textures and spatial relationships between different 

regions [19]. They achieved average accuracy of 90.89% and 71.99% for different pose 

and illumination variations using Multi-PIE, FER-2013 databases. In 2019, Ilyas et al. 

proposed a hybrid CNN and LSTM model to address complexities and limitations of 
Traumatic Brain Injured (TBI) human-robot interaction. They used TBI-patient database, 

which is a collection of multimodal data annotated by physiotherapists, caretakers, 

experts, and doctors [20]. They have used CK+ database and achieved accuracy of 

86.16% for pose and illumination variations. In [21], Deng et al. used 3D CNN algorithm 
for FER in videos.  They used the framework of 3D Inception-ResNets structure, Stem 

layer, RNN special type GRU layer, Island layer, Dropout layer and Softmax layer to 

capture spatial relationships in facial expression images and temporal relationships 

between different facial frames. They have achieved average accuracies of 68.73%, 
58.76% and 43.56% for CK+, MMI, AFEW databases. The proposed system is pose and 

illumination invariant. In [22], Li et al. proposed an HRI emotion recognition system. 

They first used CNN model to extract features from static images and later LSTM to find 

the relationship between the transformation of facial image sequences. They used CK+ 
database and achieved 90.51% accuracy for the frontal face. In 2019, Kang et al. 

proposed a CNN-RNN hybrid model. In which, first they used VGG16 to extract features 

from video frames and then used convolutional GRU to decode motion features [23]. 

They achieved 47% accuracy with the AFEW database for pose and illumination 
variations. In 2020, An et al. used CNN-LSTM hybrid model for feature extraction and 

Support Vector Machine (SVM) for classification [24]. They achieved average accuracy 

for pose and illumination variation of 98.9%, 99.3%, 86.6%, 87.7% and 88.3% for CK+, 

JAFFE, FER-2013, BU-3DFE, Oulu-CASIA respectively. 
Most of the work reported in literature uses CNN and a hybrid of CNN-RNN. Mostly 

LSTM and GRUs are used for text classification and speech translation or classification 

tasks where sequence of data are used. To reduce training time and to capture temporal 

information LSTM and GRU can be used. Limited work is reported on LSTM based 
facial expression recognition, whereas use of GRUs based RNN for facial emotion 

recognition tasks will be more efficient. In this work, a facial emotion recognition system 

using RNN with GRU is proposed for facial images. We believe that using GRU for 

facial emotion recognition would reduce training time as compared to CNN and LSTM. 
The design of proposed architecture for the framework is described in the next section. 

3. Proposed Architecture of GFERS 

In Facial emotion recognition there are three main steps: first step is face detection, 

second is feature extraction and third is emotion classification. In the proposed work, 
face detection is obtained by using Viola-Jones face detection technique [25] and facial 

emotion recognition is implemented using Gated Recurrent Units (GRU) deep learning 
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technique. In GRUs model algorithm, GRU is used for feature extraction and followed 

by two dense layers for emotion classification as shown in Figure. 1. Layers details are 

given in Table 1.  

 
 

Figure 1.  GFERS architecture 

 

Figure 2.  Few samples of Datasets used in GFERS 

Table 1. Details of GFERS Layers 

Input Image: 48x48x1 

GRUs Block 

*GRU (512, Input_shape = (32,48,48), return_sequences = True) 

GRU (256, return_sequences=True) 

GRU (128, return_sequences=True) 

GRU (64, return_sequences=False) 

Dense Block 
Flatten: **FC1: 64 Activation function layer (ReLu) 

FC2: 6 Softmax 

Notes: *GRU: Gated Recurrent Units Layer , **FC: Fully Connected layer 

CMU MultiPIE and FER-2013 databases are used to train the layered model with six 

basic emotions (Happy, Anger, Neutral, Disgust, Sad and Surprise). The CMU MultiPIE 
database consists of 750,000 images of 5 basic emotions (Happy, Anger, Neutral, Disgust, 

and Surprise) posed by 337 subjects in different sessions. To add one more basic emotion 

(sad), we have used the FER-2013 database. FER-2013 database consists of 35685 

images of 48x48 grayscale images with basic emotions (Happy, Sad, Neutral, Anger, 
Surprise, Anger and Disgust). The sample images used in training and validations are 

shown in Figure. 2. The algorithm of GFERS is shown in Table 2 and explained in the 

following section. 
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Table 2. GFERS Algorithm 

Step1: Load training labeled data as  
S = S  (1), S (2), S (3) ….,S(N);N is the total class 

Step2: Define Layers to extract and learn features 
Input image Layer (Dimensions) 
GRU: {Units, Activation, Input_shape, return_seq} 
GRU: {Units, Activation,return_seq} 
GRU: {Units, Activation}  
… 
Dense: {Dimensional_vector} 
Activation function layer 
Dense: {Dimensional_vector =N} 
Softmax layer 
Step 3: Training process 
Set training options for training network Initial Weights W = W0; Initial bias θ = θ0 

options = Training_Options_Adamwithproperties: 
{Initial_Learning_Rate, beta_1, beta_2,Decay,MaxEpoch, MiniBatchSize} 
[network, info] = train_Network (labelled_data, layers, options) 

Step4: Testing Process in real time 
Capture Image (webcam)   

     while (true) 

           Face = detect_faces (Haar_Cascaded classifier)  

           for face: Faces        

Predicted Class = classify (net, Face) 

          classified _emotions (Display) 

      end 

end  

3.1. Feature Extraction 

Gated Recurrent Units (GRU) layer is used for extracting features from images. GRUs 

are a new generation of Recurrent Neural Networks (RNN), which are a new gated 

mechanism introduced in 2014.  GRU is equivalent to other RNN mechanisms like 

LSTM but has shown better performance on smaller datasets. GRU has only two gates; 
a reset gate and an upgrade gate, they omit an output gate as shown in Figure. 3.  

GRU’s use the hidden state to pass information.  The function of an updated gate decides 

the set of data that can be retained for inclusion and remaining data to be excluded. The 

reset gate decides about how much of prior information should retain and discard. 
Equations for gated unit of GRU are shown below Eq. (1)-(3): 

           (1) 

           (2) 

       (3) 

where, , ,  and  are input, output, updated gate and reset gate vectors respectively. 

 are parameter matrices and  vector respectively.  and  are hyperbolic 

tangent and sigmoid activation functions respectively.Initially, for  the output 

vector .  

In this work, after repeated experimentation with different layers of combinations 

and units, it was found that better training and validation accuracy could be obtained 

using the proposed layered architecture. In this architecture there are four GRU layers 

with the first layer of 512 units, second layer of 256 units, third layer of 128 units and 
fourth with 64 units with input image dimensions of 48x48x1. In the preprocessing stage 

CMU MultiPIE database is resized from 205x260x3 to 48x48x1 for five emotions 
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(Happy, Anger, Neutral, Disgust and Surprise) and for sad emotion FER-2013 database 

is used without any modification.  

 

Figure 3.  Gated Recurrent Unit 

3.2. Classification 

The GRUs output is fed to first dense layer as input for classification of emotion. The 

dimensional vector N = 256 with ReLu activation function is used for first dense layer 

output. The first dense layer output is given to second dense layer with N = 6 dimensional 

vector which is followed by Softmax classifier to get 6 emotion classes probability 

distribution using following Eq. (4): 

             (4) 

where,  is the input vector, and since there are six emotions,   varies from 1,2,3…N=6. 

4. Results and Analysis 

In this section, GFERS performance evaluation and analysis has been discussed. 25 

subjects are used for real-time performance testing, that resulted in an average accuracy 

of 94.66%. 2266 images per emotion were used (Happy, Neutral, Anger, Sad, Disgust, 
and Surprise), resulting in a total of 13596 images. The system’s robustness and efficacy 

is measured under varying head pose and illumination conditions. It can recognize facial 

emotions from a distance between 0.30 m to 3 m approximately. The algorithm is 

implemented using Keras with Tensorflow as backend. GFERS is also implemented on 
RPA platform to make it easier to use in future robotic applications. The network is 

trained with adaptive moment estimation (Adam) with learning rate of 0.00008, a decay 

of and beta1 and beta2 of 0.9 and 0.999 respectively for 359 epochs, batch size 32 

and steps per epoch as 350 as shown in Table 3. The training accuracy and validation 

accuracy achieved by the model is 99.5% and 95.5% respectively. In real-time, the 

highest recognized probability value for each emotion is at-least 99%. GFERS achieved 
average recognition accuracy of 94.66% with 25 subjects in real-time as shown in Table 

4. Single face and multi-face snapshots of results are shown in Figure 4 and 5 respectively 

under different illumination effect. GFERS is robust in various conditions of head pose 

and illumination and achieved good results in real time as shown in Figure 6. The system 
supported maximum head pose variation from frontal pose is ± 75º in yaw. It is also 

observed that GFERS could not detect multiple faces in few cases. In some cases, neutral 

is recognized as disgust, sad and vice versa [16]. The results are shown in Figure 7. Also, 

the proposed system is implemented for RPA platform using UiPath RPA tool [26], 
which is considered one of the industry's fastest and robust solution for RPA 
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implementation, since it helps the robots to make certain real-time process changes 

depending on the requirements of the tasks. The snapshot for RPA implementation is 

shown in Figure 8.  

Table 3. Hyper parameters for proposed system GFERS. 

Hyper parameter Values 
Adam optimizer 

learning rate 

decay 

beta1 

beta2 

 

0.00008 

10-6 

0.9 

0.999 

Epoch 359 

Batch size 32 

Step size per epoch 350 

Table 4. GFERS Recognition rate 

Emotion Recognition Rate (25 Subjects) 
Anger 92% 

Disgust 92% 

Happy 96% 

Neutral 96% 

Sad 96% 

Surprise 96% 

Average Probability 94.66% 

 

 

Figure 4.  Results of GFERS for single face under different illumination and head pose

 

Figure 5.  Results of GFERS for  Multiple faces under different illumination and head pose 

 

Figure 6.  Results of GFERS for Pose (Maximum variation ±75º from frontal pose in yaw) 

  

Figure 7.  Failure results of GFERS 
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Figure 8.  Snapshots of GFERS on UiPath RPA tool 

The GFERS results are compared with other related literature and a description of 
comparison is given in Table 5. The accuracy achieved by GFERS with various pose and 

illumination conditions is higher compared to the state-of-the-art techniques. In the 

existing literature, most of the reported work is based on CNN and CNN combined with 
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LSTM or GRU. Mostly LSTM and GRUs are used for text and speech classifications. 

For image classification, LSTM and GRUs are used for classification after feature 

extraction is done by using CNN. In the proposed architecture, standalone GRUs are used 

for feature extraction followed by dense and Softmax layers for classification achieving 
comparable accuracy with CNN and LSTM. Training time for GFERS, LSTM based 

model and CNN based model is 17.08 hours, 21.78 hours and 48 hours respectively. The 

training of all models is carried out by using same hardware platform (Intel i7-7700 CPU 

@ 3.60gHz and 16GbRAM). To train the model, use of GRUs took significantly lesser 
time compared to CNN models for the same number of epochs. The training time was 

reduced by a factor of approximately 30 hours making it feasible to carry out multiple 

experimentations with different combinations. The training process comparison of three 

model is as shown in Figure 9 (a)-(c). 

Table 5. GFERS Results comparison with existing Literature (Real time) 

[Author, year] Technique used Data set used Acc.* PI*/II*/MF* 
[Jung, 2014] [12] DNN & 

CNN 

CK, 

FER 2013 

72.78% 

86.54% 

No/ No/No 

[Chen, 2017] [13] CNN CK+, JAFFE 98.15% No/ No/No 

[Saxena, 2019][14] CNN CMU Multi PIE 95.8% PI/II/MF 

[Baddar, 2018][15] Mode viriational LSTM Oulu-CASIA, 

AFEW, 

KAISTFace MPMI 

85.18% 

51.44% 

84.98% 

PI/ II/No 

[Hasani, 2017] [16] 3D CNN-LSTM CK+, 

MMI,  

FERA,  

DISFA 

67.52% 

54.76% 

41.93% 

40.51% 

PI/No/No 

[Kim, 2019] [17] CNN-LSTM MMI,  

CASME II 

78.61% 

60.98% 

No/No/No 

[Yan, 2018][18] Joint CNN-bidirectional 

LSTM 

Multi-PIE, 

FER-2013 

90.89% 

71.99% 

PI/II/No 

[Ilyas, 2019] [19] CNN-LSTM CK+ 86.16% PI/II/No 

[Deng, 2019] [20] CNN-GRU CK+, 

MMI, 

AFEW 

68.73% 

58.76% 

43.56% 

PI/II/No 

[Li, 2019] [21] CNN-LSTM  CK+ 90.51% No/No/No 

[Kang, 2019] [22] VGG16, GRU AFEW 47% PI/II/No 

[An, 2020] [23] Hybrid CNN-LSTM, SVM CK+,  

JAFFE,  

FER-2013,  

BU-3DFE,  

Oulu-CASIA 

98.9%, 99.3%, 

86.6%, 

87.7%, 

88.3% 

PI/II/No 

GFERS GRU CMU Multi PIE, 
FER-2013  
(for Sad emotion) 

94.66% PI/II/MF 

*Acc.: Average accuracy, PI: Pose Invariant, II: Illumination Invariant, MF: Multiple faces**NR: Not reported 
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(a) (b) 

 

Figure 9.  Comparision of Training Process for 

(a) CNN     (b) LSTM       (c) GFERS 

(c)  
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5. Conclusion and Future Work 
In this work, we have proposed a methodology for facial emotion recognition using 

GRUs. The proposed GFERS works successfully for multiple facial emotion recognition 

under the constraints such as pose, illumination and age variations. Average accuracy of 
94.66% is achieved by proposed GFERS in real time for 25 subjects, which is higher 

than the results reported in existing literature. The probability of recognized emotion is 

almost 100% in some cases. In real-time input images, the processing time is in between 

0.032-0.037 sec for CPU and 0.200-0.350 sec for Raspberry pi implementation 
respectively. The GFERS is also implemented for UiPath Robotic Process Automation 

making it suitable for HRI applications.  
Future work involves developing algorithms to solve the constraints of occlusion and 

to test these techniques on social robots as a real time application.  
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Abstract. With the rapid development of the Internet and big data, the data 

resources in various industries and technical fields are constantly emerging and 

growing. How to monitor and identify the effective data information in the massive 

big data has become one of the key contents of the current scientific and 

technological information work. This paper designs and implements the advanced 

technology monitoring system based on multi-source heterogeneous data. It 

comprehensively uses information collection technology, database technology and 

big data mining technology to realize the accurate monitoring, acquisition and 

analysis of multi-source heterogeneous data. It reveals the coupling relationship of 

technologies, people and institutions in different fields and the future technology 

development trend, and finally visualizes in various states It provides a reference for 

the strategic decision-making of relevant government departments, and provides 

efficient and convenient research tools and methods for scientific research institutes 

and enterprises. 

Keywords. Cutting edge technology, multi-source heterogeneous data, monitoring, 

system, construction 

1. Introduction 

Cutting edge technology is a leading and exploratory major technology in the core or key 

technology field. It represents the latest development trend of high-tech in the world. It 
not only plays an important leading role in the formation and development of emerging 

industries in the country and even the world in the future, but also plays a positive role 

in promoting the technological upgrading and R & D infrastructure construction of 

enterprises. 
With the rapid development of science and technology, a new round of industrial 

technology revolution will be triggered in the fields of information, manufacturing, 

biology, new materials and energy. In the national science and technology innovation 

plan of the 13th five-year plan, China has clearly pointed out that it is necessary to 
strengthen the early warning of the trend of industrial change and major technologies, 

strengthen the prediction of the turning point of disruptive technology replacing 
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traditional industries, and timely lay out the research and development of frontier 
technologies in emerging industries. Therefore, it has become the focus of scientific and 

technological workers and managers to quickly and accurately understand and master 

the state-of-the-art technology situation, so as to help the government and enterprises to 

formulate science and technology development strategy, and improve the national high-
tech research and development ability and the international competitiveness of the 

industry. 

Some government departments or research institutions in some countries have 

established corresponding strategic decision support systems to provide intellectual 
support for their competitiveness and sustainable development in some technical fields. 

The U.S. Department of defense has established a number of information technology 

analysis centers (IACS) to provide information analysis services for managers and 

decision makers of the Department of defense by using databases and intelligence 
analysis tools. Japan's Nomura institute takes consulting and knowledge services, system 

integration services and decision-making services for the government as its core business, 

and takes the construction of information technology service platform as an important 

means to provide high-quality services to users. The British Institute of international 
strategy also has a corresponding Intelligence Analysis Department [1]. 

In recent years, scholars have begun to pay attention to data sources and 

identification methods of cutting-edge technologies. For example, scientific and 

technological media data are used as data sources of frontier technology identification, 
and neural network model is used in citation analysis process. This study holds that the 

biggest characteristic of Internet information is that there are many kinds of data sources 

and rich contents, and the data are not limited by countries and geographical space. These 

characteristics make the acquisition of data more convenient, and the data objects used 
for the monitoring of frontier technologies are more multi-source, which is more 

conducive to improving the accuracy of monitoring results of frontier technologies. The 

corresponding data analysis methods need to be more in-depth data fusion and systematic 

analysis methods [2]. 
In this study, we propose and design a cutting-edge technology monitoring system, 

which is a research method and tool platform. Using network information collection 

technology, database technology and data mining technology, it provides research 

services such as information automatic collection, data depth calculation, knowledge 
intelligent discovery and visualization, and realizes real-time monitoring, automatic 

collection and automatic collection of the latest technology trends and scientific research 

achievements Intelligent analysis can accurately grasp or predict the development trend 

of frontier technology in specific fields, study and judge its development path, provide 
decision-making reference for the government's scientific research plan and major 

project layout in specific fields, and provide research methods and tools for scientific 

research institutes and enterprises to carry out scientific research. 

2. Structure Design of Monitoring System 

The overall structure design of advanced technology monitoring system is divided into 

three layers: data acquisition layer, analysis storage layer and application display layer. 

As shown in the figure 1 as below: 
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Figure 1. Overall design of the system. 

2.1. Data Acquisition Layer 

The data acquisition of this system should meet three characteristics: comprehensiveness, 

multidimensional and high efficiency. The system uses distributed web crawler, and the 

bottom layer of crawler is geckodriver technology. Geckodiver can complete remote web 
content crawling. The system can collect dynamic data related to cutting-edge 

technology according to the set rules. 

Data cleaning includes: 1) data De duplication: only one copy of the same paper or 

patent obtained from different data sources can be retained. The paper title and the author 
can be used to judge whether the paper is duplicate, and the patent title and the inventor 

/ inventor can be used to judge whether the patent is repetitive; 2) data filling: in the 

process of data De duplication, if it is found that the duplicate data of subsequent papers 

/ patents contains the previous data (3) data standardization: if the abbreviation or 
nonstandard elements in the paper / patent data are found, standardization shall be carried 

out. For example, if the address in China is written as Chi, it shall be standardized as 

China; if the unit abbreviation is abbreviated, it shall be changed to the full name. 

2.2. Analysis Storage Layer 

The system needs to extract effective information from multi-source heterogeneous data. 

The entity extraction method based on the deep learning model BilSTM-CRF is used to 

add the manually extracted features such as word segmentation, indexing and word 

frequency statistics into the model to describe the semantic information of each Chinese 
character more fully, and extract new technical keywords from the technical dynamic 

data as far as possible In the future, which technologies may become hot spots provide 
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data support. The dynamic data storage engine of the system implements permanent 
storage of the effective data collected by the web crawler, which can be used for various 

needs analysis of the system or shared to the third party. At the same time, the data 

storage should consider the periodic update of the data. 

2.3. Application Display Layer 

This system uses RESTful architecture to realize the access of display chart to statistical 

analysis data. In this way, the complexity of the system and the coupling degree of the 

system can be reduced. 

This system has statistical analysis algorithm library, all of which can be 
independent of the line algorithm program, and the algorithm library records the meaning 

of each statistical analysis algorithm and the executable SQL statement. The client uses 

the general web request such as GET/ POST to visit the statistical analysis algorithm 

program based on HTTP protocol, and the server receives the request from the display 
side through the distributor Parameters automatically forward the request to the 

corresponding statistical analysis algorithm program in the algorithm library; the 

statistical analysis algorithm program calls the SQL statements stored in the database, 

and then executes to obtain the statistical analysis data. After obtaining the data, the 
statistical analysis results are submitted to the format converter, and the format converter 

converts the statistical analysis result set into JSON format and then transmits it to the 

display terminal. The application display end can use echarts graphic display component, 

which contains rich graphics such as fishbone diagram, hot word graph, relationship 
diagram and so on. After receiving the data in JSON format, echarts displays the 

conclusion through the specified graph. 

3. Function Design of Monitoring System 

The function design of advanced technology tracking and monitoring system is divided 
into four parts: (1) technology dynamic analysis; (2) expert dynamic analysis; (3) 

mechanism dynamic analysis; (4) large screen visualization centralized display. 

3.1.  Technical Dynamic Analysis 

First of all, the dynamic analysis of technology is to display the dynamic information of 
the latest technology development in a specific field, and at the same time, it should have 

the translation function for the collected foreign language information. Secondly, it 

analyzes the development process of technology in specific fields, excavates important 

node figures and events, and displays the development trend of technology in various 
forms. Then there is dynamic information analysis, which is used to show the 

geographical distribution, source type and ranking of all collected information. The last 

is hot word analysis. Through clustering analysis of hot words (or key words), a high-

frequency hot word atlas is formed, and the correlation between technical dynamic 
information and hot words is established, and relevant information such as hot word 

retrieval technology, organization and expert dynamics is realized. 
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3.2. Dynamic Analysis of Experts 

According to the matching degree of the given domain keywords, the domain expert 

database is formed. According to the data collection, the basic information of the experts' 

institutions, research hotspots, technical cooperation and academic achievements is 

displayed. At the same time, according to information sources, journals, patents and other 
information, the distribution of key experts in countries, industries and disciplines is 

analyzed. 

3.3. Dynamic Analysis of Mechanism 

According to the matching degree of keywords in the given field, the Organization 
database can be classified according to the attributes of universities, scientific research 

institutes and enterprises. Display the research direction, research hotspot, key experts, 

cooperation network and research dynamic information of each institution. Cooperation 

network analysis and regional distribution of all scientific research institutions in specific 
fields can be carried out. 

3.4. Large Screen Visual Display 

According to the actual needs, it can realize various functional requirements, such as 

dynamic tracking of new technology, hot word map, new technology trend prediction, 
expert dynamic, organization dynamic, regional distribution of technology dynamic, etc., 

and conduct statistical analysis and display in the form of column chart, broken line chart, 

fan chart, relationship diagram, fishbone diagram, hot word chart, etc. 

4. Application of Analysis and Mining Technology 

There are two main tasks for data analysis and mining in this system: one is to extract 

knowledge from the acquired new technology information to form a new technology 

industry knowledge map, which includes the relationship among new technology, 

institutions, scholars and events. Second, according to the knowledge map of new 
technology industry, we can extract the new rules or relationships among the elements 

of the industry, and provide data basis for the trend analysis, statistical analysis and other 

modules. 

So in general, information analysis and mining includes two sub modules: 
knowledge extraction and knowledge mining. In addition, keyword extraction is also a 

key function of the system, which needs to capture new technology keywords according 

to the information captured. Its function flow is shown in Figure 2 
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Figure 2. System function flow chart 

4.1.  Knowledge Extraction 

The advanced technology tracking and monitoring system needs to extract effective 

information from structured, semi-structured and pure text data from the Internet and 

various thematic databases to form knowledge (structured data) and store it in the 
knowledge map. A lot of hidden information can be extracted from the dynamic data of 

advanced technology. 

This system uses the method of entity extraction based on the deep learning model 

BilSTM-CRF. New named entities will appear in the dynamic information of cutting-
edge technology, such as information source type, organization name, expert name, etc., 

and the core of rule-based naming extraction method is rule-making. Therefore, once a 

new naming entity appears, it will consume a lot of time and energy to update the rules 

manually, in other words, its formulation and the portability of the rules is poor. 
Therefore, in order to solve the deficiency of rule-based name extraction, the system 

adopts the entity extraction method based on the deep learning model BilSTM-CRF. On 

the basis of this model, this scheme adds the manually extracted features such as word 

segmentation, indexing and word frequency statistics into the model to describe the 
semantic information of each Chinese character more fully. Through the above process, 

BilSTM-CRF algorithm can extract new technical keywords from the captured dynamic 

data to the maximum extent, and provides data support for predicting which technologies 

may become hot technologies in the future. 

4.2. Extraction of Structured and Semi-Structured Data 

In the cutting-edge technology monitoring system, structured data mainly refers to the 

archived literature data and patent data, which can be transformed into RDF or other 

forms of knowledge base content. For example, a common W3C recommended mapping 
language is R2RML (RDB2RDF). 

In the cutting-edge technology monitoring system, semi-structured data mainly 

refers to the data captured from major science and technology news websites, official 

websites of authoritative scientific research institutions, microblogs and science and 
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technology columns. This kind of data itself has a certain structure, but it needs further 
extraction and sorting to get the data. Web page data extraction is generally generated by 

wrapper, and the process of extracting information is shown in the following figure 3: 

 
Figure 3. Information extraction process. 

4.3. Keyword Extraction 

Keyword extraction has important applications in dynamic data retrieval, automatic 

summarization, text clustering / classification and so on. Keyword extraction algorithms 

are generally divided into supervised and unsupervised. 

Two unsupervised learning algorithms, TF-IDF algorithm and TextRank algorithm, 
are adopted in the advanced technology tracking and monitoring system. 

  TF-IDF algorithm 

TF-IDF is a numerical statistical method, which is used to reflect the importance of 
a technical dynamic hot word to a news, paper or patent. Its main algorithm is: if a word 

appears frequently in the same document, the TF of the word is high; if the word rarely 

appears in other documents, the IDF of the word is high. In this case, it is considered that 

the word has a good classification ability [3], and it is also proved to be a hot word. 

 TextRank algorithm 

An important feature of this algorithm is that it can analyze a single document and 

extract keywords without a corpus. The algorithm is as follows: 
The first step is word segmentation and part of speech tagging. The effective data 

collected into the database are divided into sentence patterns, word segmentation and 

part of speech tagging are carried out sentence by sentence. At the same time, stop words 

are filtered, and only nouns, verbs, adjectives and other specified part of speech words 
are retained [4]. The second step is the construction of candidate keyword graph. The co-

occurrence relationship is used to construct the edge between any two points in the 

keyword graph. There are edges between the two nodes only if their corresponding words 

appear together in the same technical dynamic [5,6,7]. In the third step, according to the 
formula of TextRank, the weight of each node is propagated iteratively until it converges. 

The node weights are sorted in reverse order to get the most important words as candidate 
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keywords [8]. Finally, these keywords are marked in the original text. If they form 
adjacent phrases, they are combined into multi word keywords [9,10]. 

4.4. Patent Feature Extraction 

The method of artificial intelligence is used to extract the features of data and analyze 

patent features intelligently, such as rule-based clustering algorithm, text clustering 
algorithm. The patent keywords are extracted by automatic summarization method and 

rule-based method. According to the suggestions of domain experts, domain dictionaries 

or professional websites, the keywords are filtered and refined to extract patent features. 

5. Conclusion 

The strategic significance of big data technology is to be able to obtain useful information 

from massive data and apply it to practice after professional processing and mining 

analysis. The traditional methods and means of scientific and technological information 

analysis have been unable to meet the needs of the current world development situation. 
To complete the monitoring of new technologies from massive multi-source 

heterogeneous big data, it is necessary to build an accurate, efficient and stable intelligent 

monitoring system, and give full play to the decision-making and consulting ability of 

think tanks through big data analysis and artificial intelligence assistance. At the same 
time, the diversity of data sources puts forward higher requirements for the rapid 

integration and analysis ability of data. Therefore, this paper proposes the overall process 

structure and functional architecture of the new technology tracking and monitoring 

system based on multi-source heterogeneous data, and explores the establishment of a 
set of intelligent, automatic and more perceptive new technology tracking and 

monitoring system, so as to strengthen the support and leading role of new think tanks in 

scientific and technological innovation, and play a more obvious role. 
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Abstract. In this work, the AutonomousSystems4D package is presented, which
allows the qualitative analysis of non-linear differential equation systems in four
dimensions, as well as drawing the phase surfaces by immersing R4 in R3. The
package is programmed in the computational tool Octave. As a case study applied
to the new Lorenz 4D System, sensitivity was found in the initial conditions, Lya-
punov exponents, Kaplan Yorke dimension, a stable and unstable critical point,
limit cycle, Hopf bifurcation, and hyperattractors. The package could be adapted to
perform qualitative analysis and visualize phase surfaces to autonomous systems,
e.g. Sprott 4D, Rossler 4D, etc. The package can be applied to problems such as:
design, analysis, implementation of electronic circuits; to message encryption.

Keywords. Octave, Autonomous System, fourth dimension, qualitative analysis

1. Introduction

Several physical phenomena are modeled with systems of differentict the phenomenon,
but if they do in a fairly approximate way, the confidence in the results of the model is
given by the qualitative analysis of the system..

In this work, a package in Octave 5.1.0 called AutonomousSystems4D is presented,
which allows qualitative analysis, as well as visualizing phase surfaces of non-linear
systems immersed in a four-dimensional (4D) system. As far as we know, there are no
similar works.

Currently, to visualize the phase maps and the limit cycles of the systems that are
in 4D, they are projected in three dimensions making zero any of the coordinated axes,
which will have four surfaces to analyze (see for example [1–3]). In the developed pack-
age, no projections are used, the Velezmoro model is used, which allows visualizing 4D
objects in a three-dimensional (3D) system (see Section 2.1), so you will have a sin-
gle surface, which can be rotated from different angles, this allows a better analysis of
what happens in the system of 4D equations. The package could be adapted to perform
qualitative analysis and visualize phase surfaces to autonomous systems, e.g. Lorenz 4D,

1Corresponding Author: Flabio Gutierrez, Department of Mathematics, Universidad Nacional de Piura,
Campus Universitario, Urb. Miraflores s/n, Castilla, Piura, Perú; E-mail: flabio@unp.edu.pe
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Sprott 4D, Rossler 4D, etc. In this paper we apply it to perform qualitative analysis and
visualization of a Lorenz hyper-caotic system immersed in R4

Lorenz found the first strange attractor in the three-dimensional autonomous system
of equations. In [4, 5] qualitative analyses are carried out for this type of system. Works
on the Lorenz system in a four-dimensional space can be found in [6–8], these systems
are hyper-caotic systems having two or more positive Lyapunov exponents.

The package can be applied to problems such as: design, analysis, implementation
of electronic circuits [2, 3, 9]; to message encryption [10].

2. Preliminaries

Definition 1 . Hopf bifurcation [4].
Is the bifurcation corresponding to the presence λ1,2 =±iw0, con w0 > 0.

Definition 2 . Break-even point [5].
The point X = a with f (a) = 0 is called the critical point of the equation X ′ = f (X).

Theorema 1 Lyapunov [4].
Consider a dynamic system defined by X ′ = F(X), where X ∈ Rn, F is continuous.
Suppose you have an equilibrium X0, A = FX (X0) (A es A is the Jacobian matrix of F(X)
evaluated in equilibrium). Then X0 is stable if all the eigenvalues λ1,λ2, ...,λn of A satisfy
Reλ < 0.

Definition 3 . In order for the system of 4D equations to be hypercotic it must satisfy
three conditions: [6].
1) A four-dimensional autonomous system is required.
2) Sensitivity in the initial conditions.
3) Two or more positive Lyapunov exponents and the sum of all Lyapunov exponents is
less than 0.

Method for finding two roots in the imaginary axis. Consider the cubic equation.

λ 3+L1(c)λ 2+L2(c)λ +L3(c) = 0 (1)

Let λ = iw0 an imaginary solution, then the cubic equation is equivalent to:

iw0(L2(c)−w2
0)+(L3(c)−L1(c)w2

0) = 0 (2)

Where L2(c)−w2
0 = 0 y L3(c)−L1(c)w2

0 = 0
that is to say, L3(c) = L1(c)L2(c)
Let c = c0 satisfy (3), and let λ1,2 =±iw0 and λ3 = λ0 roots of Equation (1)

w0 =
√

L2(c0) (3)

In addition, it must be observed that (λ − iw0)(λ + iw0)(λ −λ0) = 0

λ 3−λ0λ 2+w2
0λ +(−λ0w2

0) = 0 (4)

From equations (1) and (4) the imaginary roots are obtained:
λ1,2 =±i

√

L2(c0) and λ3 = λ0
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2.1. Velezmoro Diving Model

Based on the model that allows three-dimensional (3D) objects to be displayed on a two-
dimensional (2D) screen; Velezmoro and Ipanaque [11], propose a model that allows
four-dimensional (4D) objects to be displayed in 3D.

Required: four non-collinear vectors in space

B̂ = {(e11,e12,e13),(e21,e22,e23),(e31,e32,e33),(e41,e42,e43)}

a dip that transforms a point p = (p1, p2, p3, p4) ∈ 4D into a point q = (q1,q2,q3) ∈ 3D.
For example ϕ(p) = 1√

3
(p1+ p2+ p3+ p4,−p1+ p2+ p3− p4,−p1− p2+ p3+ p4)

3. Octave Package for Qualitative Analysis and Visualization of 4D System Phase

Surfaces

The AutonomousSystems4D package has been developed in octave 5.1.0, it allows you
to visualize phase surfaces of ordinary differential equation systems, linear and non-
linear, that are immersed in the fourth dimension. The Octave ode45, lsode libraries have
been used to solve differential equations in numerical form. It also allows calculating
the Lyapunov exponents and convergence or divergence of trajectories of the system’s
solutions. In this case it has been adapted to work with the Lorenz system in 4D.

3.1. Program for Graphing Phase Surfaces of 4D Systems

Subprogram 1 (System of Lorenz equations in 4D).
x = 0;
function xdot = func(x, t)

% value of the parameters of the hypercotic system.
a = 10;b = 8/3;c = 35;d = 0.5;
xdot(1,1) = a∗ (x(2)− x(1)); xdot(2,1) = c∗ x(1)− x(1)∗ x(3)− x(2)+ x(4);
xdot(3,1) = x(1)∗ x(2)−b∗ x(3); xdot(4,1) =−d ∗ x(1);

end
x0= [0,2,0,0];% Initial conditionl
t = linspace(0,200,15000);% time interval;
tic;
x = lsode(′ f unc′,x0, t);% solves the system of 4D toc equations
toc;
z = [x(:,1)x(:,2)x(:,3)x(:,4)];% solution matrix
% Velezmoro model
p1= (1/sqrt(3)).∗ [z(:,1)+ z(:,2)+ z(:,3)+ z(:,4)]; p2= (1/sqrt(3)).∗ [−z(:,1)+ z(:
,2)+ z(:,3)− z(:,4)];
p3= (1/sqrt(3)).∗ [−z(:,1)− z(:,2)+ z(:,3)+ z(:,4)];
plot3(p1,p2,p3,’b’,’linewidth’,1.5); xlabel(’X’); ylabel(’Y’); zlabel(’Z’)
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3.2. Program to Calculate Lyapunov’s Exponents

The method for calculating Lyapunov’s exponents can be found in [4]
Subprogram 2 (Lyapunov’s Algorithm).
f unction[Texp,Lexp] = lyapunov(n,rhs−ext− f cn, f cn−integrator, tstart,stept, tend,ystart);

%n : number of non-linear OEDs. %n2 : total number of OEDs
n1=n; n2=n1*(n1+1); % Number of iterations
nit = round((tend-tstart) /stept); % Memory allocation
y =zeros(n2,1); cum =; zeros(n1,1); y0 = y; gsc = cum; znorm = cum;
y(1:n) = ystart(:); % Initial values
for i = 1 : n1 y((n1+1)*i) = 1.0; end;
t = tstart;
% Main Loop
for ITERLYAP = 1: nit

% Extended ODE System Solution
[T,Y ] = f eval( f cn−integrator,rhs−ext− f cn, [t, t + stept],y);
t = t+stept; y = Y(size(Y,1),:);
for i = 1:n1

for j = 1:n1 y0(n1*i+j) = y(n1*j+i); end;
end;
% Construction of a new orthonormal base using gram-schmidt
znorm(1) = 0.0;
for j= 1:n1 znorm(1) = znorm(1)+ y0(n1*j+1)ˆ2; end;
znorm(1) = sqrt(znorm(1));
for j=1:n1 y0(n1*j+1)= y0(n1*j+1)/znorm(1); end;
for j = 2:n1

for k = 1:(j-1)
gsc(k) = 0.0;
for l = 1:n1 gsc(k) = gsc(k)+y0(n1*l+j)*y0(n1*l+k); end;

end;
for k = 1:n1

for l = 1:(j-1)
y0(n1*k+j) = y0(n1*k+j)-gsc(l)*y0(n1*k+l);

end;
end;
znorm(j) = 0.0;
for k= 1:n1 znorm(j) = znorm(j)+y0(n1*k+j)ˆ2; end;
znorm(j) = sqrt(znorm(j));
for k = 1:n1 y0(n1*k+j)=y0(n1*k+j)/znorm(j); end

end;
for k = 1:n1 cum(k) = cum(k)+log(znorm(k)); end;
% normalize exponents
for k = 1:n1

lp(k) = cum(k)/(t-tstart);
end;
% Output data
if ITERLYAP == 1
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Lexp = lp; Texp = t;
else

Lexp = [Lexp; lp]; Texp = [Texp; t];
end;
for i = 1:n1

for j = 1:n1
y(n1*j+i) = y0(n1*i+j);

end;
end;

end;
end;
Subprogram 3 (Lorenz 4D system).
function f = exp lyapunov4(t,X)

a=10;b=8/3;c=35;d=0.5; x=X(1); y=X(2); z=X(3);w=X(4);
Y= [X(5), X(9), X(13),X(17); X(6), X(10), X(14), X(18);...
X(7), X(11), X(15), X(19); X(8), X(12), X(16), X(20)];
f=zeros(16,1);
f(1)=a*(y-x); f(2)=c*x-y-x*z+w; f(3)=x*y-b*z; f(4)=-d*x;
Jac=[-a a 0 0;c-z -1 -x 1;y x -b 0;-d 0 0 0]; f(5:20)=Jac*Y;

end

Subprogram 4 (Calculation of Lyapunov’s exponents).
[T,Res] =lyapunov(4,@exp lyapunov4D,@ode45,0,0.5,200,[0 2 0 0]);
hold on
plot(T,Res(:,1),’r’,’linewidth’,2); plot(T,Res(:,2),’b’,’linewidth’,2);
plot(T,Res(:,3),’k’,’linewidth’,2); plot(T,Res(:,4),’g’,’linewidth’,2);
xlabel(’Time’); ylabel(’Lyapunov exponents’); Res(length(Res),:);

3.3. Program for Displaying Sensitivity under Initial Conditions

Subprogram 5

% calculates the solutions
x=0;
function xdot=func(x,t)

a = 10;b = 8/3;c = 35;d = 0.5;
xdot(1,1) = a∗ (x(2)− x(1)); xdot(2,1) = c∗ x(1)− x(1)∗ x(3)− x(2)+ x(4);
xdot(3,1) = x(1)∗ x(2)−b∗ x(3); xdot(4,1) =−d ∗ x(1);

end
x0= [0,2,0,0]; X0=[0, 2, 0, 0.1]; t = linspace(0,60,200); tic;
x=lsode(’func’,x0,t);
z=[t’,x(:,1),x(:,2),x(:,3),x(:,4)]; toc;
plot(z(:,1),z(:,5),’r’,’linewidth’,1.5);
xlabel(’T’,’FontSize’,14); ylabel(’w(t),W(t)’,’FontSize’,14); hold on; tic;
X=lsode(’func’,X0,t); Z=[t’,X(:,1),X(:,2),X(:,3),X(:,4)]; toc;
plot(Z(:,1),Z(:,5),’b’,’linewidth’,1.5)
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4. Qualitative Analysis of the Lorenz Hyperchaotic System in R4

In this section, the AutonomousSystems4D package (see Sectión 3) is applied to per-
form the qualitative analysis of the Lorenz System (5), as well as to visualize the phase
surfaces that are in 4D.

In ( [6]), the four-dimensional (4D) Lorenz System was proposed, with the equations
of state:

x′ = a(y− x) y′ = cx− y− xz+w z′ = xy−bz w′ =−dx (5)

Where x, y, z and w are state variables; a, b, c y d are positive control parameters of the
new Lorenz 4D system. This system is hypercotic for a = 10, b = 8/3, c = 38 and d =
0.5 [6].

4.1. Sensitivity in Initial Conditions

To analyze the sensitivity in the initial conditions, perturbations are made in the initial
condition of each variable. For x = 0 and x = 0.1. See Figure 1 (left); y = 2, y = 2.1. See
Figure 1 (right); similarly for z = 0 and z = 0.1; w = 0, w = 0.1. It can be seen that the
paths diverge in time.

Figure 1. Disturbance to initial condition (0,2,0,0)

4.2. Lyapunov’s Exponents

If in (5), the value of the control parameters are: a=10, b=8/3, c=35, d=0.5 and initial
condition (x,y,z,w)=(0,2,0,0); the Lorenz 4D System has three positive exponents and
one negative Lyapunov exponent (See Figure 2 left)

λ1 = 0.996745,λ2 = 0.011837,λ3 = 0.010623,λ4 =−14.681099 (6)

Suma = λ1+λ2+λ3+λ4 =−13.662< 0 (7)

The Lyapunov dimension of the hyper-caotic attractor is fractional for parameter
values, a = 10, b = 8/3, c = 35, d = 0.5 and initial conditions (x,y,z,w) = (0,2,0,0).

DLY = j+
1

|λ j+1|
j

∑
i=1

λi = 3+
1

|−14.681099| (0.996745+0.011837+0.010623)= 3.0694
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Figure 2. Lyapunov exponents (left), Hopf bifurcation (right)

4.3. Dissipation and Existence of the Attractor

The system divergence (5) is defined by: ∇V = ∂x′
∂x + ∂y′

∂y + ∂ z′
∂ z +

∂w′
∂w

And it measures how quickly volumes change under system flow.

∇V =−a−1−b =−41
3
;V (t) =V (0)e−

41
3 t

When t → ∞ the volume is reduced exponentially to zero. Any solution that enters the
attractor will remain in time.

4.4. Vector Field Analysis

Applying the coordinate transformation to the original system:(x,y,z,w)→ (−x,−y,z,−w),
if the equations of state remain unchanged, it means that the phase surface of the system
is symmetrical with respect to the z-axis.

x′ =−a((−y)− (−x)) =−x′
y′ =−c(−x+(−y)+(−x)z− (−w)) =−y′
z′ = (−x)(−y)−bz = z′
w′ = d(−x) =−w′

There is a symmetry with respect to the z axes in the vector field. What happens
when the flow of the system of equations crosses the coordinate axes, in the z axes,
x′ = y′ = 0 and z′ = −bz. This indicates that every orbit that passes through the z axes
cannot leave it and therefore is invariant.

4.5. Calculation of the Equilibrium Point

To find the equilibrium point, each Lorenz 4D system equation is equated to zero.

a(y− x) = 0 cx− y− xz+w = 0 xy−bz = 0 −dx = 0 (8)

The equilibrium point obtained is P0 = (0,0,0,0)
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4.6. Linearization of the Lorenz 4D Hyperchaotic System

Jacobian matrix of the Lorenz system of equations 4D:

J =

⎛

⎜
⎜
⎝

−a a 0 0
c− z −1 −x 1

y x −b 0
−d 0 0 0

⎞

⎟
⎟
⎠

Jacobian matrix of the system evaluated at break-even (0,0,0,0):

A =

⎛

⎜
⎜
⎝

−a a 0 0
c −1 0 1
0 0 −b 0
−d 0 0 0

⎞

⎟
⎟
⎠

4.7. Calculation of Eigenvalues

det(A−λ I) = (λ +b)(λ 3+(a+1)λ 2+(a−ac)λ +ad) = 0 (9)

Be L1 = a+1,L2 = a(1− c),L3 = ad
Cubic polynomial discriminant for values of parameters a = 10, b = 8/3 y d = 0.5.⎧

⎨

⎩

Si �> 0, three different real roots
Si �= 0,multiple real roots
Si �< 0, it has one real root and two complex roots

4.8. Stability Analysis at Origin

With the parameters a = 10, b = 8/3, d = 0.5 and c variation parameter.

Figure 3. For c = 0.9 (left) the orbits tend to the origin, at c = 2.5 (right), the orbits have a stable limit cycle.

Case 1: When 0< c< 0.95455, the origin is asymptotically stable, there are two negative
real eigenvalues and two imaginary eigenvalues that have a negative real part, therefore,
all paths converge to the equilibrium point (0,0,0,0) (see Figure 3, left).
Case 2: When 0.95455 < c < 2.53, the equilibrium point (0,0,0,0) is unstable, there are
two negative real eigenvalues and two imaginary eigenvalues that have a positive real
part, in this interval a limit cycle occurs (See Figure 3, right).
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Case 3: When c ≥ 2.53, the equilibrium point (0,0,0,0) is saddle, there are two positive
and two negative eigenvalues (See Figure 4). In this interval the origin becomes unstable,
the trajectories move away and tend to limit attractor cycles.

Figure 4. For c = 20 (left) and c = 7 (right), the orbits tend to two limit cycles of attraction.

4.9. Hopf Bifurcation in the Origin.

L3 = L1 ∗L2;ad = (a−ac)(a+1)⇒ c =
a−d+1

a+1
= c∗ (10)

Hopf bifurcation occurs when c = 0.95455 and the eigenvalues are λ1 = - 8/3, λ2 =
0.67420 i, λ3 = - 0.67420 i, λ4 = - 11 (See Figure 2).

4.10. Scenarios Presented by the Lorenz 4D System by Varying the Parameter c

The system (5) muestra diferentes hiper-atractores extraños de Lorenz, shows different
strange Lorenz hypertractors, with fixed parameters a = 10, b = 8/3, d = 0.5 and the
parameter c variable. For c = 21,22,35,40 the origin is unstable, all the orbits move away
from the origin and tend to two limiting attractor cycles (See Figures 5 and 6).

Figure 5. Display of the Lorenz Hyperattractor 4D: in c = 21 (left), in c=22 (right)
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Figure 6. Display of the Lorenz Hyperattractor 4D: in c = 35 (left), in c=40 (right)

5. Conclusions

The AutonomousSystems4D, package allows qualitative analysis of ordinary non-linear
differential equation systems in four dimensions, as well as visualization of phase sur-
faces. As a case study applied to the new Lorenz 4D System, sensitivity was found in the
initial conditions, Lyapunov exponents, Kaplan Yorke dimension, a stable and unstable
critical point, limit cycle, Hopf bifurcation, and hyperattractors.
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Detecting Similar Versions of Software by 

Learning with Logistic Regression on 

Binary Opcode Information 
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Abstract. Logistic regression is widely used in decision problems to classify inputs 

through training from the previously known training data. In this paper, we propose 

an approach to detecting similar versions of software by learning with logistic 

regression on binary opcode information. Because the binary opcode information 

has detailed information for executing software on an individual machine, the 

learning from the binary opcode information can provide effective information in 

detecting similar versions of software. To evaluate the proposed approach, we 

experiment with two Java applications. The experimental results showed that the 

proposed logistic regression model can accurately detect similar versions of 

software after learning from training data. The proposed logistic regression model 

is expected to be applied in applications for comparing and detecting similar 

versions of software.  

Keywords. Logistic regression, Software analysis, Similar version detection, 

Binary opcode analysis 

1. Introduction 

In recent computing environments, software plays an important role in various areas. To 

support efficient development and management of software, it is required to understand 

the characteristics of software. Software analysis is an approach to understand the 

specific characteristics of software. Detecting similar versions of software is one of the 
basic software analyses to figure out the similarity between versions of software and 

detect similar ones. The approach has various application areas, such as software 

similarity analysis [1, 2], code clone detection [3], or malware detection [4].  

Machine learning [5] is an approach to generating a model for predicting solutions 
for given problems by learning previously known training data. Several related works on 

comparing the similarity of software by using machine learning have been studied, such 

as linear regression [6] and support vector machine [7]. Besides, deep neural networks 

have been applied through analyzing the n-grams of binary codes [8], common features 
of binary data [9], or images of binary codes [10].  

Logistic regression is one of various machine learning approaches based on a 

statistical model to describe the relationship between independent and dependent 
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variables. This method is effectively used in binary decision problems for predicting the 
possibility of events. In this paper, we present an approach to applying binary code 

information to logistic regression to detect similar versions of software.  Because it is not 

suitable to directly apply software as training data for analyzing and classifying software 

in logistic regression, it is essential to generate data for representing the features of 
software as training data. So, we present a method for generating training data of logistic 

regression for detecting similar versions of software. To evaluate the proposed approach, 

we experiment and show the experimental results for detecting similar versions in Java 

applications.  

2. Logistic Regression for Software Analysis 

Logistic regression [11] is a linear modeling approach to find the relation between the 

independent variable x and dependent variable . In binary logistic regression, the 

dependent variable  has one of two values of 0 and 1 according to whether the 

predicting event occurred or not. The logistic regression model is generated from the 

learning of the relationship between the independent variable x and dependent variable 

y. The dependent variable y stands for the output data for presenting the occurrence of 

the event. The trained model can predict the possibility of the event for input data. So, in 
a binary prediction problem, the dependent variable has the value 0 or 1 according to the 

occurrence of the event. To formulate such a model, the representative logistic model is 

described as a function , that is continuously increasing between 0 and 1 according 

to the input variable x as follows: 

 

 

 
This logistic model function can be used to model the possibility of an event on the input 

variable x to the result value between 0 and 1. 

To design a logistic model for detecting similar versions of software, it is required 

to represent the features of software as input data of logistic regression. The output data 
are labeled 0 or 1, depending on whether the input data is for similar versions of software 

or not. To describe the features of software as input data, we consider the information of 

binary opcode of software. The binary opcode consists of instructions that are performed 

to accomplish a task in computing environments. So, the data represent how the task is 
performed to achieve the goal of the software. As the opcode information describes the 

characteristics of software at the instruction level, the information is an important 

criterion for distinguishing different versions of software. In this paper, we design a 

logistic regression model for detecting similar versions of software through data 
analyzed from binary opcode information that is derived by comparing the opcode 

distribution information of software. For example, when there are n types of instructions 

in software, let the opcode distribution information of two software A and B be 

 and , respectively. Then, the distance data comparing the 

two software A and B is formulated as follows: 
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So, the distance data is used as input data for logistic regression, and the model is trained 
with 1 or 0 according to the similarity of the two software. 

Logistic regression is a method for finding a linear relationship between input and 

output to model the probability of a certain class. We design a logistic regression model 

for learning from the distance data of software for detecting similar versions. After the 
logistic regression model is trained with the distance data and label with 0 or 1 depending 

on the similarity of data, the model can be used as a classifier for detecting similar 

versions of software.  

3. Designing Logistic Regression for Detecting Similar Versions of Software 

In this section, we design the procedure for the logistic regression approach to detecting 

similar versions of software. Figure 1 shows the procedure for the designed approach. 

The binary code analyzer is a stage for analyzing the binary opcode from input software. 

It analyzes the structure of input software and generates the opcode distribution 
information. The binary opcode information needs to be compared with other data to 

distinguish similar versions of software. The training data generator compares the opcode 

information and makes training data set with labels 0 or 1 according to the similarity. 

After the logistic regression model is trained with the training data set, a logistic 
regression model is constructed for detecting similar versions of software. 

 

 

Figure 1. The procedure for applying logistic regression for detecting similar versions of software. 

 

To evaluate the accuracy of the proposed approach, the generated model has 

experimented with a set of the other test data. The result can show the applicability of 

the proposed model in detecting similar versions by learning with logistic regression on 
binary opcode information.  

4. Experimental Results 

4.1. Experiments 

In this section, we experiment on real-world Java applications to evaluate the accuracy 
of the proposed approach. As described in Figure 1, the binary code analyzer and the 

training data generator were implemented in Python to analyze binary opcode 
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information and generate the data set for logistic regression. The logistic regression for 
the data was implemented in Python and scikit-learn [12] to train the logistic regression 

model from the generated data and construct a model for detecting similar versions of 

software.  

 

Table 1. The experimental environment for evaluating the logistic regression model for detecting similar 

versions of software. 

Operating system CPU RAM Binary opcode format 

Microsoft Windows 10 Core i7-4790 32GB Java bytecode 

 
Table 1 shows the experimental environment for evaluating the proposed approach. 

The experiment was performed in Microsoft Windows 10 operating system with 32 GB 

of main memory. To evaluate the efficacy of the proposed method, we used Java 

bytecode as a binary opcode format. Java class files are executable files for Java Virtual 
Machine and they have Java bytecode as binary opcode to execute programs in the virtual 

machine. So, Java class files were analyzed to construct data sets of bytecode information. 

As benchmark software, we used Jakarta ORO and ANTLR for training and evaluation, 

respectively.  
 

Table 2. The specification of the benchmark software used for training and testing in the experiment. 

 Training Data Test Data 

Name of benchmark software Jakarta ORO ANTLR 

Total # of class files 50 117 

Total # of training or test data (similar versions) 1672 (38) 9672 (93) 

Max # of bytecodes in a class file 923 1646 

Average # of bytecodes in a class file 143.5 172.3 

Max # of bytecodes in a similar version 1029 1705 

Average # of bytecodes in a similar version 167.7 190.3 

 

Table 2 shows the specification of the benchmark software for this experiment. The 
information on the numbers of Java bytecodes in benchmarking data is described. To 

ensure the reliability of the evaluation results, we used the class files that have more than 

10 bytecodes as benchmark software. The data sets were generated by analyzing Java 

bytecode information and comparing the data from two versions of Java class files. The 
total numbers of data for training and testing were 1672 and 9672, respectively. Among 

the data, the numbers of data for similar versions were 38 and 93, respectively. To 

evaluate the detection accuracy for similar versions of software, we used the 

Smokescreen Java obfuscator to generate similar versions of the benchmark software. 
The Smokescreen obfuscator generates similar versions by modifying names, Java 

bytecode instructions, control flows to obfuscate internal structures of the original Java 

programs. So, the numbers of Java bytecodes in the similar versions were increased as 

compared to the original versions. 
With the training data set from Jakarta ORO, we applied the logistic regression 

approach to generate a model for detecting similar versions. The generated detection 

model was evaluated with the test data set generated from ANTLR. From an analysis of 
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experimental results, we can confirm the applicability of the proposed approach in 
detecting similar versions of software.  

 

Table 3. The evaluation results of the experiments for detecting similar versions of software with the test data 

described in Table 2. 

 Evaluation Results 

Total # of test data (similar versions) 9672 (93) 

The # of detections for similar versions   93 

The # of false detection for different versions 0 

Detection accuracy 100% 

Average training time (for 1672 training data) 12.0s 

 
After generating a logistic regression model from the training data, the model was 

applied to the test data to evaluate how many similar versions of software can correctly 

be detected. Table 3 shows the evaluation results of the experiment. The number of total 

test data was 9672, and the number of data for similar versions was 93. The evaluation 
results showed that all the 93 similar versions in the test data were correctly detected. 

Besides, there was no false detection for the test data from different versions of software. 

The average training time was 12.0 seconds, and the detection accuracy was 100% for 

the test data. These results show that the model trained with the bytecode information of 
Java class files is highly effective in detecting similar versions of software.  

4.2. Discussion and Future Work 

From the evaluation results, we confirm that the logistic regression model on Java 

bytecode information can effectively detect similar versions of software. This is because 
the learning from the bytecode information can acquire the knowledge needed to 

distinguish different versions of software by adopting the features in the level of binary 

instructions. In the proposed approach, we have evaluated the accuracy for detecting 

similar versions of software with the model trained with the data of the same types of 
similar versions generated by the Smokescreen obfuscator. Because the training data 

with the previously known types of similar versions can reflect the exact information 

needed to detect similar versions of software, the accurate results can be achieved in the 

evaluation results. So, we confirm that well-prepared training data to reflect the actual 
environment is important for improving the accuracy of machine learning. 

For the practical application of the proposed model for detecting similar versions of 

software, it needs to generalize the execution environment to adapt data with various 

types of similar versions. In the evaluation experiments, the model can be trained to fit 
well to the data of the same types of similarity. In the case where the exact type of similar 

versions is not clear, it will be difficult to construct accurate training data. In future work, 

we plan to evaluate the proposed model in environments without knowing the 

information on similar versions. To improve the ability to detect similar versions of 
software in real-world environments, we plan to analyze and reflect the additional 

information from software, such as control flows, opcode sequences, or function calls in 

the software, as the feature data for identifying the similarity. We also plan to experiment 

and compare the effectiveness in detecting similar versions of software with other 
machine learning algorithms. 
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5. Conclusion 

Logistic regression is widely used in binary decision problems. In this paper, we designed 

an approach to detecting similar versions of software by learning with logistic regression 

on binary opcode information. Because the binary opcode information has detailed 

information for executing software, the learning from the information can be applied in 
modeling logistic regression for detecting similar versions of software. To evaluate the 

proposed approach, we implemented the bytecode analyzer and logistic regression model 

and experimented with two Java applications. The experimental results showed that the 

proposed logistic regression model can accurately detect similar versions of software. 
We confirm that the binary opcode information is effective data for reflecting the features 

of software for detecting similar versions. The proposed logistic regression model is 

expected to be applied as a reliable measure in detecting similar versions of software. 

Besides, a well-designed model for learning from data is expected to be applied to solve 
prediction problems in various areas. 
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Abstract. Generally, Artificial Intelligence (AI) algorithms are unable to account
for the logic of each decision they take during the course of arriving at a solution.
This ”black box” problem limits the usefulness of AI in military, medical, and fi-
nancial security applications, among others, where the price for a mistake is great
and the decision-maker must be able to monitor and understand each step along
the process. In our research, we focus on the application of Explainable AI for
log anomaly detection systems of a different kind. In particular, we use the Shap-
ley value approach from cooperative game theory to explain the outcome or so-
lution of two anomaly-detection algorithms: Decision tree and DeepLog. Both al-
gorithms come from the machine learning-based log analysis toolkit for the auto-
mated anomaly detection ”Loglizer”. The novelty of our research is that by using
the Shapley value and special coding techniques we managed to evaluate or explain
the contribution of both a single event and a grouped sequence of events of the Log
for the purposes of anomaly detection. We explain how each event and sequence of
events influences the solution, or the result, of an anomaly detection system.

Keywords. Anomaly detection, Log anomaly detection, Shapley value, DeepLog,
Decision tree, Explainable AI

1. Introduction

Recently, deep learning has made great contributions toward the rapid development of
AI. For machine learning, especially deep learning, explainable AI is a big challenge.
Deep neural networks are a black box for us all. AI algorithms usually cannot explain
the logic of each decision when providing a solution. Such opaque decisions are not
adequately persuasive, especially in the fields of military, medical and financial security
where stakes are high. Therefore explainable AI would be helpful:

• For users when AI technology is designed to offer solutions or help take decisions.
System users should then understand why the system provides each specific solu-
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tion. For example, a doctor who makes a diagnosis needs to be able to understand
why the medical diagnostic system makes such a recommendation [1].

• For developers in order to understand the black box of deep learning. They can
improve their methods and models for building better machine learning models
and improving system capabilities [2].

Anomaly detection is an important problem that has been well-studied within di-
verse research areas and domains of application. A common need when analyzing real-
world data-sets is determining which instances stand out as being dissimilar to all oth-
ers. Such instances are known as anomalies, and the goal of anomaly detection (also
known as outlier detection) is to determine all such instances in a data-driven fashion
[3]. Anomalies can be caused by errors in data but sometimes are indicative of a new,
previously unknown, underlying process. Hawkins in [4] defines an outlier as an ob-
servation that deviates so significantly from other observations as to arouse suspicion
that it was generated by a different mechanism. The most common causes of outliers or
anomalies in a data set are Data entry errors (human errors), Measurement errors (in-
strument errors), Experimental errors (data extraction or experiment planning/executing
errors), Intentional (dummy outliers made to test detection methods), Data processing
errors (data manipulation or data set unintended mutations), Sampling errors (extracting
or mixing data from faulty or disparate sources) and Natural (not an error but a nov-
elty in the data). With respect to methods or algorithms, anomaly detection should be
classified as Supervised, Unsupervised, Hybrid Models and one-Class Neural Networks.
By application, anomaly detection can be classified by Intrusion Detection, Fraud De-
tection, Malware Detection, Medical Anomaly Detection, Social Networks Anomaly De-
tection, Log Anomaly Detection, Internet of things (IoT) Big Data Anomaly Detection,
Industrial Anomalies Detection, Anomaly Detection in Time Series, Video Surveillance.
More details can be found in a more comprehensive recent overview [5]. There are also
some potential approaches, used to increase the performance and precision when obtain-
ing the anomaly, such as successful geometric transformations model [6] combined with
regression model [7] and Ito decomposition [8], to overcome the time limitations. In this
paper we focus on Log Anomaly Detection and study two anomaly detection algorithms.
One involves a very classic and widely-used decision tree algorithm and the second one
a more modern and advanced deep learning DeepLog algorithm. However the aim of the
paper is not to study at some point the best anomaly detection algorithms, but rather to
advance Explainable AI techniques by applying them to anomaly detection systems of a
different sort.

Anomaly detection algorithms are often thought to be limited because they cannot
facilitate the process of validating results performed by domain experts. This is an urgent
challenge for the industry. In 2019, Antwarg used the SHAP framework [9] to explain
an anomaly detection system. They treat each feature as a player, and provide users with
a more intuitive understanding by measuring each player’s contribution to the solution.
SHAP is based on the notion of optimal Shapley Value [10], which is a well-known so-
lution concept from cooperative game theory [11]. Originally the Shapley value defines
how to allocate profit, costs or, more generally, a utility among the players acting co-
operatively. In the case of Explainable AI, the Shapley value can show the contribution
each feature makes to the result of the anomaly detection system. It is important to note
that the Shapley value does not only show the individual contribution of a feature to the
result of the detection system, but also shows the contribution of a feature to all possible
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combinations of the feature that constitutes the anomaly. The SHAP approach itself for
XAI was proposed by Lundberg in [12]. Other related papers on SHAP are described
below. In [13] authors present an improved SHAP using the Baseline Shapley (BShap)
method which they further extend by using Integrated Gradients to the continuous do-
main. The paper [14] explores the dependence between SHAP values by extending the
KernelSHAP method to handle dependent features. In the paper [15] authors described
an extension of the SHAP method for trees under a framework called TreeExplainer to
examine the global model structure using local explanations. Later the paper [16] de-
scribes a SHAP-based method to account for the predictions of time-series signals in-
volving Long Short-Term Memory (LSTM) networks.

Besides SHAP, there are several other useful and applied algorithms for explaining
black box (machine learning) algorithms, but in this paper our particular interest lies in
the XAI approaches based on the use of the Shapley value:

• LIME is a method that interprets individual model predictions based on building
a local approximation the model around a given prediction [17].

• DeepLIFT (Deep Learning Important Features) [18] is a method for decomposing
the output prediction of a neural network on a specific input by back-propagating
the contributions of all neurons in the network to every feature of the input.

• LRP (Layer-wise Relevance Propagation) [19] is a method that brings such ex-
planative ability to potentially highly complex deep neural networks. It operates
by propagating the prediction backward in the neural network using a set of pur-
posely designed propagation rules.

For a more comprehensive and fundamental overview for Explainable AI approaches
and models see [20].

In this paper we apply the Shapley approach to two anomaly detection systems with
different structures. The first is the Decision tree [21], [22] in which we treat a single
feature as a player (the feature-player approach). We differ from Antwarg’s approach [9]
in that we treat different events in the anomaly detection system as a player based on the
data itself without considering the algorithm model. Nor do we use the SHAP framework
[9], but develop our own framework based on the Shapley value. The second anomaly
detection system we want to explain is DeepLog [23]. Current mainstream research for
Shapley-related XAI treats a single feature as a player and then analyzes the contribu-
tion of each player to the result. But this approach has limitations for a class of anomaly
detection systems where the anomaly can be the result not only of one feature, but by
a sequence of features. Therefore, we consider the sequence of events as a player for
modeling. The key challenge is a large number [24] of coalitions in the sequence-player
approach in comparison to that of a feature-player approach. In order to avoid the prob-
lem of a big number of sequence players, we use the bi-level method for calculating the
Shapley value. A related method for cooperative coalitional games can be found in [25].
On the first level we consider one event as a player, on the second level we consider a
sequence of two events as a player.

In section 2, we briefly introduce algorithms for both Decision tree and DeepLog.
In Section 3, we describe the Shapley value and how to apply it to explain the decision
tree and DeepLog. In section 4, we attach our simulation result. In section 5 presents
conclusions and discussions for future work.
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All our research is based on the open source project ”Loglizer”, which is a machine
learning-based log analysis toolkit for automated anomaly detection [26]. Our code for
this research was uploaded to Github: htt ps : //github.com/ZouJinying/XAIloglizer.

2. Anomaly Detection Algorithms

2.1. Decision tree

In 2004 Mike Chen and others proposed using Decision tree in order to classify failed
and successful requests for anomaly detection in large system logs [21]. Decision tree is
a tree structure composed of nodes and branches. The nodes are divided into leaf nodes
(representing a certain category) and internal nodes (representing a certain attribute or
feature). Branches represent a test output. The basic idea of Decision tree is to use en-
tropy as a measure to select the attributes of its nodes. Each selects the attributes with
the largest gains, that is, the attribute with the smallest entropy value. When the entropy
equals zero, all the instances in node are considered to be the same cluster. Below see
a brief version of an anomaly detection Decision tree algorithm applied to system logs
analysis:

1. Choose the event as a root. The best root will be chosen according to the infor-
mation gain. The equation for calculating the information gain entropy is shown
in Eq. (1) as below:

G(D,a) = H(D)−H(D | a) = H(D)+
N

∑
i=1

|Di|
|D| H(Di), (1)

where, G(D,a) is information gain, H(D) is a summary of information entropy
for all features in the set D, H(D | a) is the conditional information entropy under
the condition of feature a.

2. Divide the samples into two sub-trees and find the maximum gain.
3. Continue the iterations (from step1 to step3) until there are no events or features

left in input data set.
4. Each branch of tree is a prediction result that displays if the log is anomaly or

normal.

2.2. DeepLog

DeepLog is a data-driven algorithm that uses large number of system logs for anomaly
detection. The main intuition behind the design of DeepLog comes from natural lan-
guage processing: treat log entries as sequence elements that follow certain patterns and
grammatical rules [23]. As distinct from the log message counter-method, DeepLog is
a deep neural network that uses long and short-term memory to model log sequences.
Therefore, the importance of the sequence of events is greater than the message count
of events. This study thus considers the sequence as a player to explain each specific
solution. In this way we can analyze which sequences contribute more to the accuracy of
the prediction and whether the sequences are meaningful.

Figure 1 shows the architecture of DeepLog which contains two parts: training and
detection. The training data for DeepLog comes from the system’s logs. The log is com-
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bined by a log key and parameter value vector. At the training stage, the log needs to
first be parsed. Then the obtained event sequence can be used as the training input for
the detection model. After training is completed, the system can judge whether the log
is normal according to the log key. If it is normal, DeepLog will further check the pa-
rameter value vector. If the parameter value vector is anomalous, it will be marked as an
anomalous log.

Figure 1. DeepLog architecture.

Figure 2. View of anomaly detection using stacked LSTM.

DeepLog uses Long Short-Term Memory (LSTM) in the recurrent neural network
(RNN) as a framework to observe the long-term dependence of the sequence, figure 2.
The top is single-nature LSTM block. Each LSTM block remembers the state for its
input as a vector of fixed dimension. mt−i is example of input. The center shows a series
of LSTM blocks where a hidden vector Ht−i and state vector Ct−i are maintained in each
cell. Both hidden vector and state vector will be passed to next as initial input to maintain
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historical information. The bottom of figure 2 shows an example of DeepLog with two
hidden layers of a deep neural network scheme. The input layer encodes n possible log
keys from K as one-hot vectors. The output layer, which uses a standard multinomial
logistic function, translates n layer of hidden state into a probability distribution function
[23].

3. Shapley Value Approach for Explainable AI

3.1. Shapley Value in Game Theory

In the classical cooperative game theory it is assumed that players cooperate and together
obtain a total reward and then distribute this reward between each other [27]. In order to
share the total reward, the notion of imputation is introduced. In this paper as an imputa-
tion we use a classical cooperative solution Shapley value [10]. The explicit equation for
the Shapley value is presented in Eq. (2) as below:

ϕi = ∑
S|i∈S⊆N

(|S|−1)!(|N|− |S|)!
|N|! [v(S)− v(S\{i})], i ∈ N, (2)

where i is the number of players, N is the set of all players in the cooperative game,
S ⊆ N is a coalition of players, |S| is the number of players in coalition S, V (S) is a
characteristic function of coalition S ⊆ N that specifies the total payoff of coalition S.

In order to use the Shapley value in any domain it is necessary to calculate the
values of characteristic function V (S) for each coalition S ⊆ N. More details about how
to calculate it for explaining anomaly detection in a log system will be presented in
the following sections. In cooperative game theory, as can be seen from the Eq. (2),
the Shapley value of player i shows the weighted sum of contributions of player i to
the cooperation reward of each coalition S from N (term [v(S)− v(S \ {i})]). The left
multiplier in the product (2) defines the probability that the coalition S itself will be
formed, therefore the less the probability the less important is the individual contribution
of player i to cooperation.

Using the Shapley value, the total reward is allocated among the players (∑n
i=1 ϕi =

V (N)). Generally speaking, if the contribution of the player to the cooperation is big,
then his value of imputation is also big. In machine learning, the Shapley value approach
can be applied to explain the contribution of each feature value to the overall solution.

3.2. Shapley Value for Decision Tree

The basic idea of Decision tree is to use a top-down recursive method to take information
entropy as a measure to construct the fastest falling entropy value. The entropy value at
the leaf node is zero. At this time, the instances in each leaf node belong to the same
class. In other words, the essence of a Decision tree is a set of if-then rules. A Decision
tree divides the feature space into disjoint units or regions.

In order to apply the approach based on Shapley value on the first step we need
to calculate the values of the characteristic function for each coalition S ⊆ N, where N
and S are the set and the subset of all features or unique events in the system log corre-
spondingly. The meaning of characteristic function V (S) of coalition S for an anomaly
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detection system is the anomaly detection value or probability of anomaly based only on
events from the set S. After calculating the characteristic function for each coalition S,
it is possible to compute the Shapley value and, as a result, explain the result of Deci-
sion tree by explaining the contribution of each feature. The algorithm to calculate the
Shapley value for the Decision tree anomaly detection is:

1. Define n = |N| feature player from data set D.
2. Choose coalition S ⊆ N of feature players. The total number of coalitions to

consider is ∑n
k=0Ck

n.
3. Run Decision tree algorithm for each coalition S ⊆ N to obtain the value of char-

acteristic function V (S) or the accuracy of anomaly detection.
4. Repeat step 2−3 until all values of characteristic function V (S) are calculated.
5. Using the Eq. (2) calculate the Shapley value for all players.

3.3. Shapley Value for DeepLog

The DeepLog approach allows a user not only to find a feature or event that is the
anomaly, but also to define a sequence of events that can lead to an anomaly in the sys-
tem log. Therefore, Explainable AI should also address this issue by introducing the
explaining not only for a set of individual events, but also for a sequence of events.

Here we also define the accuracy of anomaly prediction for the set of features S
using the value characteristic function V (S). But we consider 2 events and 1 target event
as a feature or player, figure 3. All sequences will be divided and sorted by the target
event. We will calculate the value of characteristic function V (S) for sets S of sequence
events in system log instead of the set of single events to verify the contribution of each
sequence. The workflow of DeepLog is presented below:

1. Log analysis: The goal of log analysis is to convert unstructured log messages
into structured event mapping, based on which complex machine learning models
can be applied.

2. Feature extraction: usually structured logs can be cut into short log sequences
through interval windows, sliding windows or conversation windows. In DeepLog,
we use sliding windows for feature extraction, and vectorize each extracted se-
quence.

3. Anomaly detection: After the model is obtained through the training data,
anomaly prediction is performed on the extracted data.

Figure 3. Example of sequence approach.

According to figure 3, short event sequences will be extracted from raw system long se-
quences to compose the set of features or players. This procedure is different from the
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one in Decision tree algorithm. In DeeplLog algorithm, the sequence approach is con-
sidered to measure the contribution of each sequence to the anomaly detection. The se-
quence approach leads to the problem of a large number of coalitions or a curse of di-
mensionality. To avoid this problem we use a bi-level approach for calculating the Shap-
ley value or sequence estimation for anomaly detection. On the first level, as a feature
or player we consider only the target event, while on the second level for each fixed tar-
get event we consider the sequence of two events as a player. Therefore the number of
players or features on the first level corresponds to the number of unique target events
E ∈ N in the system log and is equal to |N|. On the second level the number of features
or players is various depending on the related target event E, and is equal to the number
of unique sequences of two events {Ei,Ej} ∈ NE before the target event E (|NE |), E ∈ N.
Later for the first level the values of characteristic function V (S), S ⊆ N are calculated
using the same approach as for the Decision tree algorithm. But for the second level
the values of characteristic function VE(S), SE ⊆ NE are calculated for each fixed target
event E ∈ N. Later Shapley values are calculated using the Eq. (2) both for first level ϕ t

and for the second level with sequences of events ϕs. The resulting Shapley value for
each sequence of events is obtained by the multiplication of Shapley values on the first
and second levels. The algorithm to calculate the Shapley value for DeepLog anomaly
detection is:

1. Using sliding window = 3 extract features (target events and corresponding two
sequence events).

2. Define Gn as sequence player group, where n is number of unique target players.
3. chose i-th coalition, i from 0 to ∑n

k=0Ck
n.

4. Run DeeplLog algorithm to obtain the accuracy of prediction.
5. Update the characteristic function for i-th coalition with accuracy prediction. i++,

repeat step 3 to 5 till all characteristic function are obtained.
6. Use Eq. (2) to calculate the Shapley value for all players.

4. Simulation Results

In this section we present the simulation results of explaining the solution of pretrained
Decision tree and DeepLog. For the Decision tree we use 2 data sets and for the DeepLog
we use 1 data set of system logs. Simulations are run on the System: MacOS, CPU: 2.6
GHz, RAM: 8GB.

Link to data sets: https://github.com/logpai/loglizer/tree/master/data/HDFS

4.1. Simulation Results of Decision Tree

For the Decision tree we consider two input data sets. Both system logs consist of
n = 3900 instances of the system log with 20 unique events. The initial system log
is filtered to reduce the number of unique events to 14 because the other 6 appear
rarely. Therefore, the total number of coalitions can be calculated in the following way:
∑14

k=0Ck
14 = 16383. The process of how to define players and coalitions using the initial

system log is presented in figure 4. Using the Eq. (2), and values of characteristic func-
tion V (S), we calculate the Shapley value. Below in figures 5 and 6 see the results for
two test data sets. Here the contribution of each event of system log to the solution of
Decision tree using the test data sets is defined.
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Figure 4. Connection between system log and components or cooperative game.

Figure 5 shows that the event E11 plays the most important role in the anomaly
detection for data set 1 for Decision tree. The important conclusion for the input data set
1 is that, even if we remove all events apart from event E11 from the system log, then the
anomaly detection would still be good because the Shapley value for event E11 is equal
to 0.9636. In figure 6 note the simulation results for the input data set 2. Here events
E9, E11 and E26 play an important role. This means that each of these events provoked
an anomaly in the system log, Shapley values for events E9, E11 and E26 are equal to
0.322, 0.313, 0.317 correspondingly.

Figure 5. Shapley value with input data
set 1.

Figure 6. Shapley value with input data
set 2.

4.2. Simulation Results of DeepLog

In figure 3 the process of bi-level method is shown. The window length for the second
level of equal to 3.

After extracting features, we obtain a new data structure. The probability of an event
after the sequence is the key to anomaly detection. Low probability means an anomaly
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while a high probability means a normal sequence. Figure 7 also has element ”#Pad”,
which means the end of the sequence. We can control whether players participate in the
local level game by setting the event as Nan. On the second level all the sequences with
the unique target event will be considered as players.

Test data set contains 1875 instances, that contain 15000 sequences of events. Af-
ter cleanning the data, we obtain 7 unique events. In order to implement procedure de-
scribed in secion 3.3 we consider two cooperative game models: first level game model
for groups of events, second game model for sequences of events in each group.

Figure 7. Shapley value for group players
in the first level game.

Figure 8. Shapley value for sequence
players in the second level game for target

event E11.

In the first level game model we define a player as a group of event sequences that
correspond to a specific target event from the initial system log, see figure 3. Then we
calculate the values of characteristic function and the Shapley value. It is important to
notice that this is not yet the explaining result for the solution of DeepLog corresponding
to the input data set. Figure 7 shows the contribution of each group of sequences corre-
sponding to the target events: E11, E26, E5, E7, E10, E22, E2. It is easy to see that the
contribution 0.415 to the result of DeepLog of the group E11 is the biggest, while the
contribution of the group E2 is only 0.0011.

The second level game model is constructed separately for each group related to a
target event. A player in the second level game is a sequence of events with the fixed
target event. Using the Shapley value it is possible to define a contribution of each event
sequence to the anomaly detection of event group. Figure 8 shows the contribution of
each sequence of events to the anomaly detection for group of events related to the target
event E11. Similar results are obtained for the target events E2, E5, E7, E10, E22, E26.

Finally when the Shapley values both for the first and the second level game models
(figures 7 and 8) are obtained the Shapley value for each sequence of events is calculated
using the apporach described in section 3.3. The meanning of this Shapley value is the
contribution of sequence of events to the anomaly detection of DeepLog using the test
data set. Figure 9 shows the contribution of each sequence of events to the anomaly
detection of DeepLog using the test data set. It is easy to see sequences {E7,E7,E11},
. . . , {E5,E5,E11} have the biggest contribution to the anomaly detection. This means
that the anomaly of the system log from test data set is concentrated in these sequences.
The user of DeepLog system should check in detail what is the nature of these sequences
to make a conclusion.
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Figure 9. Shapley value for the result of anomaly detection using
DeepLog with test data set.

5. Conclusion and Future work

At the current stage we are applying the Shapley value approach to static machine learn-
ing modeling, in particular to the Decision tree and DeepLog algorithms. As shown in the
simulation section our approach can explain a specific solution using both single feature
and sequence events. As it is indicated in figure 9, the user of anomaly detection system
that has the explainable module could easily find the reason of the anomaly (specific
event or sequence of events), not only the receive the anomaly alarm.

In the future, we will apply several sampling methods presented in the papers [28],
[29], [30] to approximate the Shapley value. This would aid in evaluating the contribution
for each unique sequence instead of using a bi-level method. And think about indicators
to evaluate the precision and reliability of our approach. Besides, we plan to optimize
the algorithm to decrease the time consumption and be comparable with well known
framework SHAP [9].
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Abstract. Deep neural network (DNN) has shown significant improvement in
learning and generalizing different machine learning tasks over the years. But it
comes with an expense of heavy computational power and memory requirements.
We can see that machine learning applications are even running in portable devices
like mobiles and embedded systems nowadays, which generally have limited
resources regarding computational power and memory and thus can only run
small machine learning models. However, smaller networks usually do not perform
very well. In this paper, we have implemented a simple ensemble learning based
knowledge distillation network to improve the accuracy of such small models. Our
experimental results prove that the performance enhancement of smaller models
can be achieved through distilling knowledge from a combination of small models
rather than using a cumbersome model for the knowledge transfer. Besides, the
ensemble knowledge distillation network is simpler, time-efficient, and easy to
implement.

Keywords. ensemble, bagging, knowledge distillation

1. Introduction

The vast spectrum of artificial intelligence has imposed significant impacts over the
years in different applications. We have witnessed the state of art results achieved in
the field of computer vision [1], natural language processing [2], speech recognition
[3], and autonomous vehicle [4]. The performance of machine learning models in such
applications much depends on the architecture of the model even if adequate training data
is available for training the networks. Integrating more layers and more parameters can
certainly improve the accuracy of a machine learning model. However, it comes with the
cost of requiring powerful computing systems. Small devices like mobile and embedded
systems can barely provide such computational power. Besides, it takes a lot of time
to complete these tasks. In order to deploy well in practical fields, such cumbersome
architectures become hectic to run. The idea of knowledge distillation (KD) has brought
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prominent results in such situations where a small model is trained to mimic like a large
model. The fundamental idea of knowledge distillation is to transfer the generalization
ability of a complex teacher model to a simpler student model. A recent popular approach
is to transfer the output class probabilities (from 0 to 1) of a big neural network to a
student model. The student model tries to learn from these probabilities, instead of hard
class labels. Thus, the student model can imitate the generalization of the teacher model
on unseen data.

The classification accuracy of Neural networks can be improved with the help of
ensemble learning [5] like bagging. With bagging, we can learn multiple independent
models together and average their predictions to obtain a final prediction with a
lower variance. There exist different ways to improve the performance of ensemble
learning like in [6] where authors have demonstrated the relation in multistrategy
ensemble learning between test error reduction and the generation of diversity in
ensemble membership. However, in this paper, we propose a simple ensemble knowledge
distillation method (called EKD) to improve the performance of a single model, instead
of the ensemble model. Specifically, it first performs knowledge distillation from
ensemble learned models, and then use the knowledge distilled to train a single model.
Note that this approach is also different from traditional knowledge distillation (KD),
since traditional knowledge distillation usually uses a comparatively bigger model(deep
learning model) to distill the knowledge from the bigger model for training a simple
single model. Our experimental comparisons show that knowledge transfer from a cluster
of small models can be as effective as transferring knowledge from a cumbersome model.

Previous work like [7] has achieved a significant improvement in terms of accuracy
using ensemble knowledge distillation. Now, there are some differences between
their work and ours. First of all, their ensemble teacher model consists of multiple
convolutional neural networks (CNN) with different architectures whereas we have used
same CNN architecture for our ensemble teacher model. Secondly, their student model is
a composition of multiple branches where each branch is represented as separate neural
network architecture. On the other hand, our student model is a simple single neural
network architecture. And most importantly, their framework they have connected these
two networks (ensemble teacher network + compact student network) together whereas
our teacher, student model are separate. To elaborate these, we have to focus on their
distillation process where the main difference is lying. To start with, though their teacher
model is trained at first separately, it gets fine-tuned simultaneously and collaboratively
with the student model. And the distillation process is done by the objective function
which is summation of ”teacher model loss + student model loss + distillation loss” as the
whole network is connected. In our model, training phase of teacher and student model
is completely separate where we trained the ensemble teacher model first, calculate the
softmax probabilities and then use these probabilities as constraint while training the
student model. And the loss function for our student model is consists of only student
model loss and distillation loss.

In a nutshell, We will discuss related work in Section 2. We are going to demonstrate
the technical aspects of knowledge distillation and our EKD in Section 3. In Section
4, we will define our experiment setup and all the preprocessing steps. Analysis and
empirical comparisons of our experiments will be discussed in Section 5. The paper ends
with conclusions and future work opportunities in Section 6.
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2. Related Works

The term ”knowledge distillation” or ”teacher-student model” has been first proposed
by [8] which has been further improved by [9]. In [8] a novel method called ”Model
Compression” was first introduced where a complex, large network can be compressed
into a smaller model. This paper has built the foundation of knowledge distillation.
Additional improvement has been done by [10] where the authors have considered
not only the output layers but also the intermediate layers for transferring class
probabilities to the student model using L2 loss. Knowledge distillation has been used in
reinforcement learning also [11]. In [12] authors have represented the distilled transfer
knowledge as FSP Matrix which is generated by two layers. Instead of compressing
model, distillation can also be achieved by training parameters of a student model
identically to their teacher which is defined as Born-again networks in [13]. Adversarial
based learning strategy has been used in [14] to distill the diverse knowledge from a
compressed large trained ensemble networks. In [15] cluster of different architectural
recurrent networks has been used as ensemble distillation learning to improving
accuracy in speech recognition. Ensemble based knowledge distillation can have superior
performance improvement over the traditional knowledge distillation shown in [16]
where it uses data augmentation. What it does is, creates multiple copies of data with
respect to the soft output targets from various teachers model. As mentioned in the
introduction, in [7] ensemble learning has been improvised by using multiple branches
of student model where the branches are trained by a teacher model using it’s ground
truth labels and information. Improvements in task like binary classification has been
done using ensemble learning [17] where bagging technique is applied to an ensemble
of pairs of neural networks. These networks have been used to predict degree of truth
membership, indeterminacy membership, and false membership values in the interval
neutrosophic sets. Ensemble learning can be very handy in improving classification
performance for Deep Belief Network(DBN) too. In [18] a new mechanism called
Pseudo Boost Deep Belief Network(PB-DBN) has been proposed in this regard where
top layers are boosted while lower layers of the base classifiers share weights for
feature extraction. A novel method called Generalized Regression Neural Network
(GEFTS–GRNN) has been proposed in [19] where the authors combined a single GRNN
from multiple base level GRNN to produce the final output. In our paper, we have shown
a much easier way to implement a ensemble knowledge distillation network.

3. Background and Implemented Model

3.1. knowledge distillation (KD)

The architecture of a neural network is organized such way that we can get the
probabilities of the classified classes by imposing ”softmax” activation function on it.
The general equation of such output layer is like this yi = exp(xi/T )/∑ j exp(xi/T ) in
[8]. Where xi is the logit, j is the number of classes, and yi is the class probability.
Here T is denoted as temperature value which is usually 1 [8]. The higher value in
temperature signifies the softer probability distribution of the classes. The main idea of
distillation is to transfer these probabilities as knowledge from the cumbersome model
to the smaller model. It can be achieved by making the soften probabilities of teacher
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model as target for the small model. For understanding, often the cumbersome model is
defined as ”teacher” model and the smaller model is defined as ”student” to express the
idea of student learning knowledge from the teacher.

In [8] the authors used weighted average of two functions to train the student model
to produce correct labels in addition to the teacher’s soft labels. The first objective
function is the cross entropy with the correct labels whereas cross entropy with the soft
labels is considered as second objective function. The distillation process is propagated
by the custom loss function like in Eq. (1),

Lstudent = αLCL +(1−α)LKD

LKD = T 2KL(ys,yt)
(1)

Here LKL is the built in KL DIVERGENCE loss, LCL is the normal cross-entropy
loss, T is the temperature value and ys,yt are the targets softened for the student model.
The hyperparameter α emphasizes between weighted average of the two loss functions.

3.2. Ensemble knowledge distillation (EKD)

To demonstrate our EKD framework, we have combined multiple small models as a
single teacher model. That means, our teacher ensemble model is a composition of
small models rather than one single cumbersome model like in a traditional knowledge
distillation framework. Figure 1 shows our combined network of ensemble knowledge
distillation (EKD). Where yt1 ...ytn symbolizes the ”softmax” predictions of the n
number of ensemble models. In a traditional knowledge framework, the transferring
of generalization ability of a cumbersome model to a small models is done by
imposing the class probabilities of the cumbersome model as ”soft targets” for the small
model during the training phase. In our implemented method, instead of taking class
probabilities of a single cumbersome model, we took the arithmetic mean of the class
probabilities produced by each model of the ensemble model. So, (yt1 ...ytn)/n represents
the probabilities that has been used as ”soft targets” for the small student model in our
implemented model.

4. Experiment Setup

4.1. Architecture of Used Networks

To conduct our experiments, we used four different neural networks which we are
going to denote as LargeCNNnet (6 layer CNN), SmallCIFAR10net (2 layer CNN),
SmallCIFAR100net (3 layer CNN), and SmallMnistNet (2 layer MLP). The application
of these network in our experiments is summarized in Table 1. The motivation behind
the architecture of these models was to show the implementation of the actual ensemble
knowledge distillation method rather than getting the highest accuracy. We constructed
the architecture of these models in such way that it doesn’t take too much computation
power and memory to run but significant enough to show the differences between a
traditional knowledge distillation and ensemble knowledge distillation framework.
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Table 1. Used neural network architectures.

Dataset Teacher Model Student Model
CIFAR10 (KD) LargeCNNnet SmallCIFAR10Net
CIFAR10 (EKD) n*SmallCIFAR10Net SmallCIFAR10Net
CIFAR100 (KD) LargeCNNnet SmallCIFAR100Net
CIFAR100 (EKD) n*SmallCIFAR100Net SmallCIFAR100Net
MNIST(KD) LargeCNNnet SmallMnistNet
MNIST(KD) n*SmallMnistNet SmallMnistNet

Figure 1. Combined Model: Ensemble Distillation Network

4.2. Datasets

To conduct our experiment, we have used three different datasets. The CIFAR10,
CIFAR100 and MNIST. Both CIFAR10 and CIFAR100 datasets are consists of 60,000
images with pixel density of 32×32×3. There are 10 classes in CIFAR10 and 100
classes in CIFAR100 with 6000 and 600 images of each class respectively. Out of 60,000
samples we used 50,000 for our training purposes and 10,000 for testing phase. The
MNIST dataset consists of 60,000 handwritten digit images including 10,000 training
samples.

4.3. Parameters, Hyperparameters and Loss Functions

Both CIFAR10 and CIFAR 100 experiment has been done using 25 epochs and 64 batch.
MNIST experiment has been done using 4 epochs with 64 batch because 4 epochs was
enough to provide accuracy around 80% in our EKD model. For bagging ensemble we
used 5 combine models of SmallCIFAR10net as teacher model for CIFAR10 experiment
and SmallCIFAR100net for CIFAR100 experiment. For distillation purpose, we used
temperature value of 3. We used ”adam” optimizer and ”sparse categorical crossentropy”
loss function for our teacher model.
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5. Result Analysis and Discussion

We have created separate python script for all the experiments. Evaluating our experiments
we see some significant results shown in Table 2. We are going to discuss on the result
one by one.
Table 2. Empirical Comparison between normal knowledge distillation (KD) and
ensemble knowledge distillation (EKD) in terms of accuracy

Model CIFAR10 CIFAR100 MNIST
KD (%) EKD (%) KD (%) EKD (%) KD (%) EKD (%)

Distilled Student Model 72.2 71.76 34.59 42.05 77.57 79.95
Student Model Alone 70.28 70.44 35.85 34.39 76.32 77.83
Improvement 1.92 1.32 −1.26 7.66 1.25 2.12

.
Table 3. Training time Comparison between normal knowledge distillation (KD) and
ensemble knowledge distillation (EKD).

Datasets Teacher Model Student Model
KD (sec) EKD (sec) Improvement(sec) KD (sec) EKD (sec) Improvement (sec)

CIFAR100 6625 3125 3500 850 750 100
CIFAR10 3825 2750 1075 600 650 -50
MNIST 575 87.5 487.5 25 25 0

5.1. CIFAR10 and CIFAR100
In the case of CIFAR10 dataset classification, although KD has shown better improvement
than EKD, we can observe that EKD has obtained 1.32% performance gain on student
model which emphasize the fact that teacher model can be a collection of small model
and still can improve the standalone model accuracy. In the case of the CIFAR100
experiment, significant performance gain has been observed in the ERD mechanism
whereas traditional distillation was not successful using the big model as a teacher
model. But using EKD, performance has been enhanced by 7.66%. Additionally, we
can observe that it took less time in case for EKD to perform the whole process
compared to KD in Table 3. Also, to check the influence of hyperparameter like ”number
of ensemble network”. We conducted three separate experiments with 5, 10 and 20
ensemble networks and for CIPAR10 we got improvement in our student model in this
sequence 1.32%,0.49%, and 2.83%. In our future research we will try to explore more
on this. These results from the Table 2 amplifies the fact that performance improvement
in a classification task can be achieved through distillation by using a combination of
small models like SmallCIFAR10net like the same way in using a cumbersome model
like LargeCNNnet for distillation even better sometimes.

5.2. MNIST
In the case of MNIST dataset, our EKD network outperformed KD by providing 2.12%
performance improvement. So, for both CIFAR100 and MNIST dataset, our model
gained more accuracy than a traditional KD does.

These results from the Table 2 approves the fact that performance improvement in
a classification task which has been achieved by transferring distilled knowledge from a
cluster of small models can be as powerful as transferring from a cumbersome model,
and sometimes even better. In future, we also want to provide more statistical evaluation
with additional experiments of our proposed mechanism to signifies the impact of our
simple ensemble knowledge distillation framework.
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6. Conclusions and Future Work

In this paper, we proposed a simple ensemble knowledge distillation approach called
EKD. Our experimental results showed that EKD can improve the accuracy of a single
learning model through transferring the distilled knowledge from an ensemble models.
It performs better than the traditional knowledge distillation using a cumbersome model
as the teach model, especially on the CIFAR100 and the MNIST dataset. Specifically,
on the CIFAR100 dataset, the experimental result shows that EKD achieved the highest
accuracy (around 42.05%), which is much higher than 34.59% (achieved by KD).

Although EKD performs significantly better than KD on CIFAR 100, it loses to KD
on CIFAR 10. This motivates us to conduct further study to investigate potential reasons.
We will also investigate the performance of hierarchical knowledge distillation, including
traditional knowledge distillation and ensemble distillation.
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Using Conversation Analysis for 
Examining Social Media Interactions 
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Abstract. Social media research has grown exponentially in recent years. 
However, it seems that to date only a few studies have applied Conversation 
Analysis (CA) to study social media interactions. The aim of this paper is to show 
the benefits of using CA for the analysis of this type of social interactions.  

Keywords. Conversation Analysis (CA), social media research, Facebook.  

1. Introduction 

In recent years many statisticians, mathematicians and computational scientists have 
turned their attention to social media research [1]. This has resulted in a huge amount 
of literature [2-6] that applied scientific approaches to analyze social media interactions. 
Although these studies identified the general patters that characterize these interactions, 
they did not analyze them from an interactional perspective. This paper tries to fill this 
gap in social media research. It proposes to use Conversation Analysis (CA) for the 
study of social media interactions. After a brief summary of the origins of CA and a 
discussion on why this methodological approach was used in the past for analyzing 
technology-mediated social interactions, this article discusses the case of @-
formulations in Facebook comment threads to show the benefits of using CA for social 
media research. 

2. Conversation Analysis 

2.1. Origins 

Conversation Analysis (CA) is a methodological approach that studies social 
interactions [7-9]. It emerged in the late 1960s from the field of ethnomethodology 
through the work of Harvey Sacks, Emmanuel A. Schegloff and Gail Jefferson [10]. 
According to Sacks [7], people perform actions through talk. They can greet friends, 
request information, accept or decline invitations, ask questions and so on. Furthermore, 
actions performed through talk are interactionally achieved; they are the result of the 
collaborative work performed by participants in an interaction [7, 9]. Thus, if a speaker 
wants to successfully perform a greeting, s/he may say “hello” to an intended recipient 
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and wait for a response. If the recipient fails to respond, the greeting is incomplete; 
only the First Pair Past (FPP) of an adjacency pair sequence has been performed, while 
a Second Pair Part (SPP) is missing [8]. This shows that actions accomplished through 
talk are organized in pairs, they are made up of two components, FPPs and SPPs; FPPs 
are turns at talk that launch sequences whereas SPPs are pieces of talk that complete 
sequences [8]. If one part is missing, the action is incomplete. Moreover, if like in the 
example above, a speaker utters a FPP and a recipient fails to produce a SPP, the action 
is not mutually achieved. Only one participant contributed to the interaction.  

Although many scholars claim that CA is mainly suitable for investigating spoken 
conversation, this is not the case. Since its development, this methodological approach 
has been used for the examination of technology-mediated social interactions. For 
example, Schegloff used CA to study phone conversations [11]. This study describes 
the impact of the technology on the sequential organization of these interactions. It 
shows how the affordances and constrains of the telephone affect communications. 
This research also demonstrates that phone conversations are opened by identification 
and recognition sequences. These sequences are typical of phone conversations; they 
are used by conversationalists to identify their interlocutors. In telephone conversations 
people do not see each other; thus, participants use talk to overcome a limitation of the 
technology. Therefore, previous studies have pointed out that CA is a suitable approach 
for the examination of technology-mediated social interactions. 

2.2. CA and Computer-Mediated Communication 

With the introduction of the Internet in the 1980s social interactions became 
computerized. People started communicating with each other using Internet-Relay 
Chats (IRC)s, emails and online discussion forums [12]. In other words, everyday 
social interactions began to shift to digital environments. As a result, conversation 
analysts turned their attention to Computer-Mediated Communication (CMC). They 
studied synchronous as well as asynchronous interactions such as IRCs, discussion 
forums, weblogs and email exchanges [13-19]. They used CA to analyze the moment-
by-moment unfolding of computer-mediated interactions. Conversation analysts also 
examined the role of technology in CMC. They noticed that despite being either 
synchronous or asynchronous, computer-mediated communications are conversational-
like. They are characterized by turn-taking [13, 14], repair [15] and sequential 
organization [19]. However, like phone conversations, the affordances and constraints 
of the technology have an impact on the interaction. For example, although turn-taking 
is identifiable in online chats, it is affected by the constraints of the platform used for 
communicating. Turn-taking was introduced by conversation analysts to describe what 
normally happens in spoken conversation, that is, that conversationalists speak one at a 
time. In other words, speakers do not talk simultaneously, when a speaker talks another 
listens and speaker changes occur with limited gaps and overlaps [7-9]. However, this 
is not the case in IRCs. In many IRCs systems, there is a delay between the processes 
of message production and message availability. Although messages that are published 
are immediately available to participants for inspection, messages that are being 
constructed are not available to participants. Therefore, there is a delay between the 
time in which a message is typed and when it is made available to recipients on screen. 
As a result, Garcia and Jacobs classified IRCs as quasi-synchronous [14]. More 
importantly, the delay between message construction and message availability affects 
the turn-taking system. That is, in online chats a participant might post a FPP that 
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initiates a sequence, and before a recipient has posted a SPP that completes the pair, 
s/he might publish another FPP that launches another sequence. Thus, disrupting the 
linearity of the turn-taking system that establishes that FPPs and SPPs should be 
adjacently positioned one after another within adjacency pairs [7, 9]. This disruption of 
the sequential organization of chat interactions is possible because of the affordances of 
the technology [20, 21]. In other words, chat platforms allow adjacency pairs to be 
disrupted, which means that participants can post messages that start new sequences 
even before other participants have responded to them.  

Therefore, CA is a powerful tool for the micro analysis of the moment-by-
moment unfolding of CMC interactions. This approach enables researchers to reveal 
how sequentiality is achieved in computer-mediated communications. Moreover, it 
allows scholars to examine the role of the features of the technology in the interaction. 

2.3. Social Media as Loci for Social Interaction 

In recent years social media have become loci for social interaction [22]. 3.6 billion 
people use social media websites worldwide [23]; 2.5 billion are active on Facebook, 
2.0 billion watch videos on YouTube and use WhatsApp, and 1.2 communicate on 
WeChat [24]. Individuals use social networking sites to communicate and maintain 
social relationships [25, 26]. Moreover, as per phone conversations and other types of 
computer-mediated communications, interactions occurring on social media are 
conversational-like. Therefore, in the last few years, a growing number of studies has 
started applying CA to examine these interactions [27-34]. These studies have shown 
that interactions occurring on social media are multimodal, they consist of textual and 
visual elements such as texts, images, videos, hyperlinks as well as messages that are 
made up of the combinations of both these elements such as texts with images, texts 
with videos and texts with hyperlinks [27]. Moreover, social media interactions are 
sequentially organized. Facebook comment threads [28, 29] for instance, mainly 
consist of contributions that respond and orient to messages that launch comment 
threads. In other words, comments that follow an initial post generally respond to it, 
even when they are not adjacently positioned after this contribution. Thus, as per online 
chats, linearity does not seem to affect the sequential organization of Facebook 
comment threads. Nevertheless, Facebook users seem to successfully interpret and 
respond to comments even when they are not adjacently positioned one after the other 
in a comment thread. This depends on visual saliency [35], an affordance of many text-
based communication systems. On Facebook, visual saliency enables users to access 
comments and create sequentiality. In other words, Facebook users can scroll 
comments up or down on screen to put FPPs and SPPs together and create sequences, 
regardless of their position in a comment thread. 

The studies discussed in this and the previous paragraphs demonstrated that CA is 
a useful methodological approach for analyzing technology-mediated social 
interactions. They have shown that CA is fruitful to examine how “conversationalists” 
adapted their interactional practices to suit the affordances and constraints of the 
technology. The following section, on the other hand, will show that CA can also be 
used to prove that sometimes technologies have been modified to accommodate the 
interactional practices developed by their users.  
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3. @-formulations in Facebook interactions 

Facebook introduced the Reply button in 2013 [36]. This button is positioned under 
every comment posted in a comment thread (with the exception of the first comment in 
a thread) and allows users to respond to comments from Friends. In other words, this 
button enables Facebook users to post comments one after the other in a comment 
thread and achieve sequentiality. It appears that the Reply button was introduced to 
overcome a limitation of Facebook, that was that users did not have control over the 
positioning of comments within comment threads. Before the introduction of the Reply 
button, comments were organized in a chronological order; the last comment presented 
on screen was the most recent contribution published in a comment thread. So, when a 
user published a comment in a thread, s/he did not have control over its positioning in 
the interaction, this comment was always positioned as the last comment in the thread. 
This disrupted the sequentiality of interactions creating an interactional issue for 
Facebook users; they could not post a comment directly after the comment it was 
responding to. To overcome this limitation of the technology Facebook users started 
using @-formulations such as the @ symbol followed by a user’s name (e.g. @Matteo 
Farina) to indicate to which comment they were responding to as clearly shown by 
extract 1 below:  

Extract 1 [@-formulations in Facebook comment threads]2 

1 Mauro: ho Deciso . . . A CARNEVALE MI VESTO DA METROMAN 
Mauro: I have decided . . . AT THE NEXT CARNEVALE PARTY I’LL DRESS UP 
AS METROMAN 

[. . .] 

9 Mina: Lo so che è ovvio . . . purtroppo ti conosco :D 
Mina: I know it’s obvious . . . unfortunately I know you :D 

10 Richard: sexy 
Richard: sexy 

11 Daniele: @Mina: purtroppo ti conosco è un insulto gravissimo . . . io non ti 
parlerei + a vita ;) @Mauro: io mi vesto da palo della metro, così puoi attaccarti al 
palo e girare!!! 

Daniele: @Mina: unfortunately “I know you” is a terrible offence . . . I would feel 
like not talking to you anymore;) @Mauro: I will dress up as an underground pole, 
so you can attach yourself to the pole and swing around me!!!   

 
Extract 1 is the transcript of a comment thread about Metroman, a busker who 

performs on the underground in Milan, Italy. After a series of comments [1-10] where 
Friends mock Mauro for humorously announcing his plan for the next Carnevale3 party, 
which is to dress up as Metroman, at comment 11 Daniele uses two @-formulations 
(@Mina; @Mauro) to select the recipients of his contribution. These @-formulations 
not only explicitly indicate the addressees of Daniele’s comment but they also preserve 
the sequentiality of this comment thread. In other words, Daniele uses them to indicate 
to which comments he is responding to. The initial component of comment 11 clearly 

 
2 Please note that data in this extract have been transcribed and translated from Italian. 
3 Carnevale is an Italian celebration where people go to parties wearing masks and dressing up as fantasy 
characters, such as Pinocchio, Mickey Mouse, and so on.
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orients to the comment at Post 9, where Mina uses the expression “ti conosco” (I know 
you) to mock Mauro’s plan of dressing up as Metroman. In this part of the comment, 
Daniele jokingly tells Mina that he considers “ti conosco” to be a terrible offence 
(@Mina: purtroppo ti conosco è un insulto gravissimo . . . io non ti parlerei + a vita ;)). 
On the other hand, the final component of the comment at Post 11 orients to Post 1. 
Daniele humorously says that if Mauro dresses up as Metroman, he will dress up as an 
underground pole, so Mauro can swing around him (@ Mauro: io mi vesto da palo 
della metro, così puoi attaccarti al palo e girare!!!). This comment refers to a video 
posted in another comment thread where Metroman swings around a pole while 
performing on the underground. Although occurring 10 comments after the 
contribution at post 1, this message responds to it. 

This analysis of Extract 1 shows that CA is a useful approach to demonstrate how 
technologies have sometimes been modified to suit the needs of their users.  

4. Conclusion 

This paper has demonstrated that CA is a useful approach for the investigation of social 
media interactions. This methodology enables researchers to make a fine-grained micro 
analysis of the moment-by-moment unfolding of these interactions. Furthermore, CA 
can be used to examine the role of the technology in social media interactions. This 
methodological approach can also reveal the interactional practices developed by social 
media users to overcome the limitations of the technology. In other words, CA provides 
researchers with an opportunity to study social media interactions from an interactional 
perspective. Therefore, this paper argues for the integration of CA into scientific 
research on social media. On one hand, this kind of interdisciplinary research might 
result in the development of more effective computational tools for social media 
interaction. On the other hand, it might be used for managing social problems; for 
instance, by creating softwares that detect posts that promote cyberhate and extremism 
in social media. 
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Abstract. The neural network is an approach of machine learning by training the 

connected nodes of a model to predict the results of specific problems. The 

prediction model is trained by using previously collected training data. In training 

neural network models, overfitting problems can occur from the excessively 

dependent training of data and the structural problems of the models. In this paper, 

we analyze the effect of DropConnect for controlling overfitting in neural networks. 

It is analyzed according to the DropConnect rates and the number of nodes in 

designing neural networks. The analysis results of this study help to understand the 

effect of DropConnect in neural networks. To design an effective neural network 

model, the DropConnect can be applied with appropriate parameters from the 

understanding of the effect of the DropConnect in neural network models.  

Keywords. DropConnect, neural network, overfitting, machine learning 

1. Introduction 

As information technology advances, the software is becoming an important factor in 

solving various types of problems. Machine learning [1-3] is a way to solve problems 

through training models with data using software technology. This is a way to solve 

problems using data models trained with previous data. As machine learning has been 
used in various areas, the design of the machine learning model for solving problems is 

important in improving the accuracy of the model. Therefore, it is necessary to 

understand the features of the machine learning model to design it well. 

In training neural network models, the accuracy of results should be increased from 
the information on the training data. The overfitting problem [4-6] may occur when the 

trained models are excessively customized for the training data, which can lead to poor 

performance in general data. Therefore, it is needed to reduce such overfitting in training 

neural network models [5]. The DropConnect [7, 8] is an approach to reducing overfitting 
y temporarily excluding connected links in the process of training. Such simplification 

of the link structures of neural networks can reduce the model's over-customization of 

training data. 

In this paper, the effects of DropConnect according to various factors in a deep 
neural network are analyzed so that the effects of DropConnect can be understood to be 
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effectively applied in designing neural networks. The experimental results presented in 
this paper can be considered to apply DropConnect with several factors to reduce 

overfitting in designing deep neural networks. 

2. The Concept of DroConnect in Deep Neural Networks 

To create a neural network model, a training process is carried out on training data. At 
this training process, too dependent customization on the training data results in poor 

performance in applying in real data. This problem is mainly caused by the dependence 

of the model on noise data that may be included in the training data. This excessive 

dependence of the neural network model on the training data is called overfitting. To 
overcome this problem, it is needed to consider an effective method to reduce overfitting 

in designing neural networks. 

The DropConnect is a way of temporarily excluding several links connected 

between nodes in the original neural network based on the DropConnect rate at a training 
phase. The temporary removal of links in training can reduce excessive dependence of 

the model on the training data. So, an active application of DropConnect can reduce the 

overfitting in training neural network models. In applying DropConnect to neural 

network models, several factors should be considered to achieve good performance, such 
as DropConnect rate and the number of nodes in neural network models. 

 

 

(a) An example of a deep neural network. 

 

(b) After applying DropConnect to the neural network. 

Figure 1. The structure of a deep neural network after applying DropConnect. 

 

Figure 1 shows the structure of applying DropConnect to the hidden layer of a deep 

neural network. Figure 1(a) shows an example of a general deep neural network model 

that is fully connected to the nodes on each layer. By applying DropConnect to the neural 
network, several links are temporarily removed from the training of the network 

according to the DropConnect rate at the training phase of the model. Therefore, several 

dashed links in Figure 1(b) are temporarily excluded according to the DropConnect rate, 

and only connected links participate in the training of the neural network model. Such 
simplification of the structure of a fully connected neural network model can reduce the 

overfitting of the network by reducing excessive customization of the model to the 
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training data. In applying DropConnect to neural network models, the effects of applying 
DropConnect should be reflected to determine several factors for designing neural 

networks, such as the DropConnect rate, and the structure of each layer. For example, 

how many nodes should be placed in the original neural network models or how many 

links to be excluded in training the neural network models by DropConnect to achieve 
good performance.  

3. The Effect of Applying DropConnect according to the DroConnect Rate 

In this experiment, the effect of applying DropConnect according to the DropConnect 

rate was analyzed in a neural network model. This experiment was performed in a neural 
network for recognizing the handwritten digits of the MNIST [9]. The MNIST database 

is popularly used in designing and evaluating machine learning models for image 

recognition [10-12]. The neural network was designed with one input layer for input data 

and two hidden layers of 128 and 512 nodes, respectively. The output layer was designed 
with the softmax function to classify handwritten digits into the corresponding number. 

The neural network model was implemented in Python with Keras. To analyze the effect 

of DropConnect in the neural network model, the accuracy and loss values were 

measured with the varying DropConnect rates between 0% and 80% for the second 
hidden layer.   

Figure 2 shows the experimental results on the effect of applying DropConnect to 

the neural network model according to DropConnect rates. The DropConnect rate means 

the ratio of temporarily excluded links at each training epoch, and it should be determined 
in the design of neural network models. The graphs show how the loss and accuracy 

change as the training epoch progresses. In the graphs, as the training epoch progressed, 

training losses decreased and accuracies increased in common. In the training loss and 

accuracy graphs, the results show that the higher the DropConnect rate, the lower the 
training loss and the higher the accuracy. The high DropConnect rate means that more 

connected links will be excluded at each training phase. Therefore, the remaining links 

can be highly adjusted to the training data because only the weights of links participating 

in the training are adjusted. Thus, the loss and accuracy improve as the training epoch 
progresses, and the overall training accuracy of the model is expected to be improved.  

Validation loss and accuracy were somewhat different from the training loss and 

accuracy. The validation loss and accuracy no longer improve at a certain point, even if 

the training epoch progresses. The high DropConnect rate results in lower loss and higher 
accuracy, but repeated training does not improve the loss and accuracy. In this 

experimental result, it can be confirmed that the validation loss and accuracy of the model 

do not improve after the fifth epoch of training. These results indicate that repeated 

training no longer affects the improvement of results for the validation data because the 
model is highly overfitted to the training data. The results show the lowest loss and 

highest accuracy when the DropConnect rate is around 60%. If the DropConnect rate is 

determined above the appropriate threshold, it can be confirmed that too many links are 

excluded to train the neural network model, so the training of the model cannot be 
performed sufficiently. 

In summary, losses show better results when DropConnect is applied to the neural 

network. It is because the loss reduces the overfitting of the model. However, the 

excessive DropConnect rate can decrease accuracy because too many links between 
nodes are excluded in training the model. 
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(a) Training loss (DropConnect rate). 

 

 

(b) Training accuracy (DropConnect rate). 

 

 

(c) Validation loss (DropConnect rate). 

 

(d) Validation accuracy (DropConnect rate). 

Figure 2. The experiments on the effect of applying DropConnect to a neural network (DropConnect rates). 

4. The Effect of the Number of Nodes in Applying DropConnect  

In this experiment, the effect of applying DropConnect was analyzed in a neural network 

model according to the number of nodes. This experiment was performed with a model 
for recognizing the handwritten digits of the MNIST as in the previous section. The 

number of nodes of neural network models is an essential design factor to achieve a good 

training model. So, it should be considered together with the effect of DropConnect to 

complete the structure of neural network models. In this experiment, the DropConnect 
was applied with the rate of 60% and the number of nodes was experimented with from 

32 to 1024 at the second hidden layer of the neural network. 

Figure 3 shows the experimental results of analyzing the effects of the number of 

nodes of hidden layers in applying DropConnect. In the early epoch of training, the 
training loss for the neural network model with many nodes was lower than that with the 

fewer nodes, so the larger number of nodes could reduce training loss. However, as the 

training epoch progressed, the training loss remained almost alike, regardless of the 

number of nodes. The training accuracy showed slightly high for the neural network 
models with large numbers of nodes. 
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The validation loss for the model with the largest number of nodes (1024) showed 
the smallest value in the early epochs of training. As training progressed, the validation 

loss increased rather than the other models with less number of nodes. Unlike the training 

loss, high validation loss implies the possibility of overfitting in the trained model. 

Therefore, a complex model with a larger number of nodes than necessary can be more 
likely to be overfitted. In the early epoch of the training, the training accuracy was 

different in terms of the number of nodes. However, as the training epochs progressed, 

validation accuracy maintained similar regardless of the number of nodes. Therefore, it 

can be seen that the number of nodes does not have a significant impact on models with 
well-applied DropConnect rates.  

 

 

(a) Training loss (number of nodes). 

 

(b) Training accuracy (number of nodes). 

 

(c) Validation loss (number of nodes). 

 

(d) Validation accuracy (number of nodes). 

Figure 3. The experiments on the effect of applying DropConnect (the number of nodes). 

 

In the experimental results, in the early epochs of training, the training loss of the 

model with the largest number of nodes showed the best result. However, as training 

progressed, the training loss maintained similarly regardless of the number of nodes. In 
the result of validation loss, the model with many nodes was overfitted, and its validation 

loss was increased as compared to the other models with less number of nodes. So, it can 

be seen that too many nodes do not help to train the neural network model.  

In applying the DropConnect in designing neural networks, the effect of applying 
DropConnect should be understood, and the proper application of DropConnect can help 
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to achieve stable results of neural network models. In future work, we plan to analyze 
the effect of DropConnect in reducing overfitting for applications in various areas 

together with the other design factors of neural network models, such as the structure of 

nodes, links, and layers of neural networks.  

5. Conclusion 

In this paper, the effect of applying DropConnect according to the DropConnect rates 

and the number of nodes in a neural network model has been analyzed. In the 

experimental results, it is confirmed that applying DropConnect is helpful to improve the 

accuracy of the trained model by temporarily excluding several links of the model to 
reduce overfitting. To apply the DropConnect to neural network models, the effect 

should be understood and the DropConnect rate should be applied properly to achieve 

stable results because the inconsiderate application of DropConnect may reduce the 

accuracy. The proper application of DropConnect is expected to help to design neural 
network models for controlling overfitting and improving the accuracy of the models. 
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Abstract. This paper summarizes the development and evolution from digital
mock-up (DMU) to digital twin (DT) by clarifying the connotation of DT from
prospective of digital product definition (DPD). Firstly, taking Airbus as example,
the evolution of DMU is introduced, with the detailed analysis of configured DMU,
functional DMU, and industrial DMU. Secondly, based on the literature review of
DT, the definition, purpose and several applications of DT concept are clearly ex-
pounded. Finally, the augmentation for DT and DPD’s relationship are deduced.

Keywords. digital product definition, digital mock-up, digital twin

1. Introduction

Since 1950s, the digital manufacturing concept has emerged with the rapid development
of various supporting technologies. Digital manufacturing is an integrated computer sys-
tem supported by simulation tools, three-dimensional visualization tools, and various
collaborative tools, which realizes the DPD and process definition simultaneously. It can
be seen that DPD provides the data foundation for digital manufacturing. To achieve full-
element and full-process digital manufacturing, the DPD have to be done accurately and
precisely.

Based on the motivation above, the digital manufacturing concept has experienced
a development from two-dimensional to three-dimensional. The industry has proposed
DMU, virtual prototypes (VP) and other concepts that focus on product design, leading
to the improvement of the definition and expression of product information.

Recently, the experience of domestic and foreign manufacturing industries has
shown that the product model defined by three-dimensional digitalization has matured
and its benefits have been verified repeatedly. However, there are still some challenges
in digital manufacturing:

• From the point of view of its connotation, DPD mainly focuses on the designing
information and always ignores the data of manufacturing, operation, and main-
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tenance stages. As a result, there is a gap in terms of representing middle- and
end-of-product lifecycle-related semantics [1].

• There is a lack of connection between product definition and process definition.
For example, DMU defines the assembly relationship of parts/components, but it
cannot accurately describe the assembly process.

• The definition of product information is the “idealized description” given by the
CAD (computer-aided design) software. Thus, the simulation based on the “ideal-
ized description” has limited guidance for real physical objects.

All in all, to meet the needs of intelligent manufacturing and mirror the actual status
of the physical objects, the digital twin concept was introduced by Grieves in 2011 [2]. It
is suggested that DT can reflect the dynamic mapping of physical product and its digital
counterpart and it is the technical core of cyber-physical system (CPS) [3].

The remainder of this work is organized as follows: Section 2 reviews the literature
in the evolution of DMU concept. The connotation of DT concept is presented in Sec-
tion 3 with detailed discussions. The relationship between DT and DPD is discussed in
Section 4. Finally, discussion is provided in Sections 5.

2. The evolution of DMU in Airbus

With the development of the CAD software, the connotation of DMU has undergone
great changes. Take Airbus company as an example, DMU has gradually evolved into
CDMU (configured DMU), FDMU (functional DMU) and iDMU (industrial DMU), as
shown in Figure 1.

DMU
Definition of 

assembly relationship

Definition of 

functional interface 

Definition of 

manufacturing 

information

CDMU FDMU
iDMU

Figure 1. The evolution of DMU in Airbus.

It is believed that a complete DMU should be composed of a three-dimensional
model, product structure and product attributes in Airbus. The product structure describes
the hierarchical dependence and organizational relationship of the digital model, and the
attributes describe the state. This data organization is called configured DMU (config-
urable DMU) [4], as illustrated in Figure 2.

On the other hand, in order to enrich the functions and behaviors of the DMU in the
designing stage, Airbus proposed the functional DMU [5]. FDMU uses the DMU as a
carrier to extract components and support requirements and functional analysis, and com-
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…

3D model Product structure Product attributes

Metadata
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Figure 2. The CDMU concept.

prehensive simulation. The emergence of the FMI standard has profoundly affected the
research of FDMU. The FMI standard was first proposed by Daimler AG. The ITI com-
pany developed the SimulationX software based on the FMI standard. Dassault Systèmes
acquired Dymola software that supports FMI standard.

In order to explore the usage of DMU and optimize the manufacturing process, Air-
bus implemented the collaborative engineering and iDMU concept in the development of
A320neo [6]. In the engineering phase, Airbus reintegrated the functional designing and
process manufacturing, and focuses on the definition of products, processes and manu-
facturing resources from the conceptual stage to mass production. The delivery at this
stage were called iDMU. In the manufacturing phase, real data such as the deviation were
integrated into iDMU. As shown in Figure 3, when the manufacturing works ends, the
output is called as-built iDMU, it is a complete definition of the as-built product.

as-built iDMUConceptual stage

Figure 3. The iDMU concept.

As a result, An iDMU gathers all the product, processes and resources information
to model a virtual assembly line and provides a single platform to define and validate
the assembly line industrial design [7]. From the perspective of reflecting the physical
objects, the as-built iDMU concept is similar with the DT concept. Unfortunately, since
it appeared in the research report in 2013, the detailed method of iDMU is still unclear
as a commercial secret.

3. From DMU to DT

As mentioned above, although the DMU concept in digital manufacturing has been
broadened to express more and more information, it still ignores the data of manufactur-
ing, operation, and maintenance stages. But DT technology is considered to be able to
describe physical products and effectively manage the life-cycle information. Thus, the
DT concept has gradually attracted the attention of academia and industry.
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3.1. The proposal of DT concept

As illustrated in Figure 4, the original assumption of DT was introduced by Dr. Michael
Grieves in 2002, which was named “conceptual ideal for PLM (product life manage-
ment) information mirroring”. Subsequently, “Mirrored Space Model” and “Information
Mirroring Model” had been used to redefine the concept. Finally, the “Digital Twin” was
introduced by Grieves and his partner in 2011.

VS1 VS2 VSn…

Physical space Virtual space

Data

Information

Process

Figure 4. The conceptual ideal for PLM.

Later in 2011, United States Air Force research laboratory adopted the DT concept
as a new way to predict the aircraft structural life. In 2012, National Aeronautics and
Space Administration defined DT as “an integrated multi-physics, multi-scale, proba-
bilistic simulation of a vehicle or system that uses the best available physical models,
sensor updates, fleet history, and so forth, to mirror the life of its flying twin” [8].

3.2. The definition of DT concept

After several years, different definitions and explanation of DT came out. For example,
DT was seen as the next generation of simulation [9]. Grieves redefined DT as “a set
of virtual information constructs that fully describes a potential or actual physical man-
ufactured product from the micro atomic level to the macro geometrical level and any
information that could be obtained from inspecting a physical manufactured product can
be obtained from its digital twin” [10].

Recently, DT refers to a virtual representation of manufacturing elements, a living
model that continuously updates and changes as the physical counterpart changes in a
synchronous manner [11]. The role of DT in digital manufacturing is to allow a physical
“thing” to be understood for computers and machines by reflecting its physical status.

3.3. Applications of DT in digital manufacturing

Since the DT concept was proposed, it has been applied in many industrial fields. The
possibility of DT-driven product manufacturing is proposed with an example about the
drive shaft machining process [12]. A DT-based manufacturing execution system is de-
veloped and validated, combining MTConnect data with production data collected from
operators [13]. An approach to modeling product DTs, process DTs, and operation DTs
using Automation Markup Language is proposed [14]. A DT-based process evaluation
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method is developed, including the real-time mapping mechanism, the construction of
DT-based machining process evaluation framework, and the process evaluation [15]. A
generic architecture for cloud-based manufacturing equipment based on DT and big data
analysis is illustrated [16]. A novel DT-driven approach for rapid reconfiguration of au-
tomated manufacturing systems was proposed and key enabling techniques, including
how to twin cyber and physical system and how to quickly bilevel program the pro-
duction capacity and functionality of manufacturing systems to adapt rapid changes of
products were detailed [17]. Zheng et al. introduced a generic CPS system architecture
for DT establishment in smart manufacturing with a novel tri-model-based approach for
product-level DT development and then conducted a case study of an open source 3D
printer DT establishment [18]. Based on the discrete event system modeling theory, a
virtual modeling method at a conceptual level and the implementation mechanisms of the
virtual-physical connections in practice for establishing DT shop floor was given [19].
Zhuang et al. proposed a DT-based assembly data management and process traceabil-
ity approach for complex products and the DT-based Assembly Process Management
and Control System (DT-APMCS) was designed to verify the efficiency of the proposed
approach [20].

In summary, DT concept can be applied to many fields of digital manufacturing, re-
flecting real conditions, accumulating actual data, paying attention to previously ignored
information, mining hidden new knowledge, and optimizing the entire stage of digital
manufacturing.

4. DT and DPD

Normally, DPD is a process that allows the design team to input all their information
into the 3D model, thus eliminating the need to create a 2D drawing. For example, DMU
involves making the 3D CAD product model the authority dataset, only including the 3D
Model and additional information such as parts lists, part coordination documents, etc,
within the 3D viewing area of the model.

On the other hand, with the development of PLM technology, DPD focuses on the re-
search on the unified and consistent definition of product information in different stages.
PLM is proposed to manage all the product life-cycle data, and it contains all the con-
tents of PDM (product data management). It supports related activities including design-
ing, manufacturing, sales, and maintenance and effectively manages the data generated
in these activities. These understandings are not different from the conceptual goals of
DT, so this section discusses the relationship between DPD and DT based on the early
research.

4.1. DMU is the output of design rationale

The original intention of DPD is to express real physical products. However, taking DMU
as an example, the final result becomes “the ideal definition of the product”. Due to actual
factors such as product deviation, it is impossible to fabricate an ideal product in the real
world. Thus, DMU is the output of continuous iteration process of design activities and
reflects human design rationale.
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4.2. DT is the representation of physical product

The realism holds that the world does not depend on our representation of it. no matter
howwe describe the world or the description does not exist, the world still exists indepen-
dently. On the other hand, “model-dependent realism” asserts that all we can know about
“reality” consists of networks of world pictures that explain observations by connecting
them with rules to concepts defined in models [21]. The realism also suggests that we
cannot know “reality-as-it-is-in-itself”, but only an “approximation” of it provided by
the intermediary of models.

Therefore, in any case, DT cannot be completely reflect the physical product in the
real world, but a high fidelity approximation. The DT concept is an available form of
representation of the physical product, and it reflects the real world in the virtual space.

4.3. DT expands the meaning of DPD

Based on the discussion above, it is suggested that DPD should not be limited to de-
signing phase, but the digital description of all the stages of product life cycle. In fact,
the connotation of DPD has been expanding with the development of new technology.
When the DMU cannot describe the function and performance of the product, the re-
searchers introduced ”FDMU” to describe the functional interface. When the working
mode changes from parallel engineering to collaborative engineering, researchers intro-
duced ”iDMU” to describe the digital definition of the entire development phase.

In summary, DMU and DT, as two aspects that define ideal products and physi-
cal products, can be organically unified, as shown in Figure 5. The merge of DMU and
DT reflects the high integration of cyberspace, physical space, and consciousness space.
Therefore, DTs will become the ”middleware” for in-depth communication between hu-
man and machine.
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Figure 5. The relationship between DMU & DT.
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5. Discussions

By combing the development trend of DPD, this article summarized the development
from DMU to DT, expanded the DPD concept, incorporated DT into DPD, and improved
the connotation and connection of DPD in the virtual world and physical world.

With the booming growth of information technologies in the manufacturing industry,
remarkable efforts about DT-driven applications are going to challenge the fundamen-
tals of manufacturing systems and operations. Many manufacturing companies nowa-
days believe that the DT concept could improve the utilization of process knowledge for
machining planning.

DTs are the foundation of intelligent manufacturing systems and modeling of DT is
an effective way to realize CPS. At present, the research on DT is still at early stage. How
to build DTs of physical products requires further research. How to realize the product
operation and maintenance based on DTs, and improve the perception feedback, precise
control and precise execution of the product life cycle process is the main problem.
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Adapted NRC Based Sentiment Analysis in 
Event Distraction 

Zeling WANG1, Bing WEI and Yibing LI 
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230601,China 

Abstract. The paper was trying to extract entities from related tweets collected from 
twitter. This project first collected real-time tweets from twitter searching API with 
related topic-based hashtags during the death of American black man George Floyd. 
We then used two approaches to identify the polarities or emotions of each tweets 
and generated over-time sentiment flow chart in detecting entities. We found that 
some extreme sentiment score was correlated with some key entities over time. And 
our adapted NRC-lexicon based approach obtained better results. This paper 
revealed that public’s sentiment displayed on tweets was generally consistent with 
the correlated events previously. It might help researchers in predicting or 
preventing public events in the future. 

Keywords. Sentiment analysis, event distraction, social networking mining, NLP 

1. Introduction 

With the rapid development of online social networking, the analyzing of online social 
networking seems more popular for these decades. Many social networking users prefer 
to share their emotions such as joy, happiness, sadness, or sorrow on various social 
networking sites. 

With more sharing information and opinions from users as well as the easy access 
API from various social networks, researchers nowadays can easily gather information 
to do some enterprise development, public sentiment surveys and customer satisfaction 
surveys. Sentiment analysis as a method using in social network analyzing, can be 
applied in different situations. For example, customers can judge a product before 
purchasing by the sentiment analysis of existing comments. Also, companies could use 
this sentiment research to find and analyze their brand influence among all their 
customers. In addition, the government or organizations can utilize this information to 
detect or prevent illegal issues before happening [1]. 

The experiment in this article is mainly done with Twitter. Users on twitter can 
create a short message called tweets, which can always represent different opinions or 
attitudes towards to various topics.  

These years, sentiment analysis is widely applied in many areas in order to promote 
business sales or as a tool to collect customer’s attitudes toward for later improvements. 
We are trying to calculate and analyze the sentiment change towards to one topic over 
time, to find some events or issues happening. 
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2. Background 

2.1. Online Social Networking  Analysis 

With the development of World Wide Web, the social networking seems to be the key 
part in current internet. However, it is not coming directly from the born of World Wide 
Web. In Web 2.0, the Internet users become more important in contribution of the 
Internet. Everybody can be the content generator online, which gives the users brilliant 
ways to communicate and interact with each other [2, 3]. 

With the analyzing of social networking graph, researchers can both improve the 
online system right now and try to find the deeper meaning from the large scale of 
information provided by online users [4]. 

2.1.1. Micro Blog and Twitter 

Microblogging is an online phenomenon which gains popularity in recent years. It is a 
short blog or text (usually less than 200 words) to represent the users’ status or lives. The 
text can be messaged to or interacted with their friends via text message, mobile apps or 
computer browsers. This type of microblogging service is provided by many companies 
(e.g. Twitter, Facebook). The most popular microblogging site is Twitter, which has 
many active users and tweets interacted online everyday [5]. On twitter, users form 
relationship with following and followed. Following a user means subscribing all the 
tweets they post. [6]. 

2.1.2. Sentiment Analysis 

Sentiment analysis is a textual information mining based on a given texts. From Liu’s 
research, the textual information can be categorized into 2 main types: facts and opinions. 
Facts are always the objective representation from the text, such as the events, activities 
or entities. Opinions mean the subjective representation from people, such as their 
sentiment, their mood, even their thought about some topics or entities. From the 
popularity of search engine, a lot of work about textual information has been done, such 
as text classification, text mining and natural language processing. Less focus is on the 
opinion analyzing; however, opinion is one of the most important element when people 
are judging or deciding. It may not only be used by individuals, but also the government 
or organizations [3,7]. 

Due to the huge changes resulted from internet, the way how people represent their 
opinion changes a lot. People can easily express their feelings about some topics or 
events on forums, blogs or social networking sites. Those large amounts of information 
provide users and researchers a great chance to do the sentiment mining and analyzing 
work. For instance, if one prefers to buy some products, they can easily check the review 
or comments from other customers, instead of finding and asking their friends who have 
bought it before. In additional, with the collection of a large amount of sentiment data, 
the analyzing work not only give users or researchers great feedback, but also help us to 
identify or locating specific events about a topic, even it has been proved to complete 
some prediction work [8,9,10]. 
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3. Related work 

With the popularity of micro blog, many different approaches have been applied on the 
analysis of sentiment mining. However, the sentiment analysis on twitter is different 
from the sentiment analysis based on a given text, due to the limited length of a given 
tweet (140 characters), the irregular words in tweets and the creation of internet slang. 
Then, the data collected should always be cleaned up or processed in advance in order to 
generate high-quality result [5]. 

The study conducted by Go et al [11] applying emotion such as “:)” for positive “:(” 
for negative to classify the data. They first pre-processing the data and then conducted 
with three standard classifiers: multinomial Naïve Bayes, Maximum Entropy and 
Support Vector Machine (SVM). The best result is coming from the Maximus Entropy 
with approximately 83% accuracy with unigram and bigram together. 

The approach used above did not identify and manage the neutral sentiment. The 
experiment did by Pak and Paroubek [12] is trying to improve. They collected the neutral 
tweets data from different newspaper and magazines, then with the three class NB 
classifier (positive, negative and neutral), which will be able to detect the neutral words 
from tweets data. However, this did not achieve an expected result. The accuracy of this 
experiment only comes to 40%, however, the consideration of neutral would be useful 
and helpful in future opinion minding work. 

From the idea coming from Speriosu et al [13], the sentiment analysis on twitter can 
be improved with the help of graph theories. They proposed that the combined sentiment 
label from propagation work can achieve a better accuracy in sentiment analysis [11]. 

Another research using a two-phased approach has been done by Barbosa and Feng 
[14]. The two-phases are separated the analyzing process into two steps. First step is to 
classify the tweets into objective or subjective class. Instead of the n-grams feature, they 
decided to use two different features “Meta-features” and “Syntax features”.  

additionally, the study from Agarwal et al. [15] shows a comparison of two different 
models based on their features and kernel trees. From their conclusion, they explored 50 
different types of features in the experiment and found that both of their two different 
models from feature based and kernel tree based are better than the unigram baseline. 
Also, Kouloumpis [16] has tried to use variety of features such as n-gram features, 
lexicon features, part-of-speech features and micro-blogging features based on different 
corpus. The result comes from this experiment demonstrate that the micro-blogging 
features are clearly useful in sentiment classification of online tweets. However, other 
features are still required research or experiment. 

Araque et al. [17] demonstrated that deep learning approach could be involved into 
sentiment analysis with the classification of different tweets. Apart from those traditional 
methods, Xiong [18] revealed a multi-layers sentiment-enriched word embedding 
methods, which involved asymmetric neutral layers can be greatly efficient in learning 
process in sentiment analysis. Reis [19] presented a random forest-based approach with 
the ROC curve and F1 score in detecting fake news online. 

3.1. Methodology 

The aim of this paper is to analyze the sentiment changes of a specific topic with hashtag 
in a given period (two weeks after George’s death). With the death of black people 
George Floyd, there is a huge burst of tweets generated on twitter. The progress is shown 
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in Figure 1. We first tried to collect the related tweets from different hashtags such as 
Floyd, WalkWithUs, BlackLivesMatter etc. in a consecutive period. After Analyzing the 
tweets with our two lexicons (The AFINN-111 and adapted NRC), we then tried to locate 
the specific events or sentiment burst from the sentiment changes overtime. The dataset 
used in the experiment is collected through Twitter’s API with specific hashtag related 
to the topic. 

The first step is to obtain the authentication from twitter. From the API correlated 
application, we can achieve some parameters in order to acquire the permission to collect 
data. Before the data is then stored in our csv files, we set up the hash tag (eg. 
WalkWithUs) to search and mine the tweets we expected with the given token.[20] 

Data pre-process is done with some cleaning work since there are many noises 
affecting our result. Data cleaning [21] involves the removement of unnecessary data, 
such as Html tags, emojis, numbers etc. 

After the preparation of raw data, the next step is to analyze and model the data. We 
first used the polarity-based corpus [13] to identify the sentiment of each tweet overtime. 
Then generated the charts to show the sentiment flow overtime to identify the burst or 
events. In this paper, the sentiment extraction was done with two approaches before 
comparison. One is using AFINN, which is a tweets-based lexicon with sentiment score 
ranging from -5 to 5. The other is adapted NRC-lexicon, which included 8 different 
emotional categories. 

When the sentiment detection was done, the next step is to generate the sentiment 
flow over time in the consecutive time-slots. The generated plots of sentiment fluctuation 
will be generated for us to identify the events. 

 
Figure 1. The Flow chart of the project. 

4. Implementation and Results 

The python was used to create the project. After first collecting data from the twitter API, 
we obtained the datasets for further sentiment analysis. We chose the Streaming API 
rather than the REST API, due to the REST one provides short period connection which 
is difficult to generate the continuous dataset. Then we used lexicon-based approach to 
analyze the sentiment for each time-slot (every minute). To fairly evaluate our approach, 
we also included the NRC dictionary to analyze and compare each result, the comparison 
would help us better insight the efficiency in sentiment output and event extraction [22]. 

Z. Wang et al. / Adapted NRC Based Sentiment Analysis in Event Distraction 195



 

4.1. Lexicon Based Approach for Sentiment Classification 

The lexicon provides a series of labeled words or phrases for users to identify and classify 
the datasets. We conduct the sentiment analysis with the lexicon described above- the 
AFINN-111 [23]. Due to the flexibility and word-limit of online tweets, it is more 
suitable to choose a lexicon that constructed based on the tweets before. The AFINN-
111 is built by Nielsen with the tweets before, so that it is related to the language and 
structure of online tweets. AFINN-111 contains 2477 words with labels of sentiment 
strength from very negative (-5) to very positive (+5). In the experiment process, we 
apply the lexicon to analyze each tweet over time, and then we can generate the result 
with sentiment score of each tweet. This score intended to show the polarities of the 
tweets which can be utilized to monitor the sentiment change or flip over time [25]. The 
score is obtained from Eq. (1), in which the ps represents the positive score and pn means 
the number of the tweets, whereas the ns means negative score and nn stands for the 
number of related tweets. 

Sentiment scores=                                   (1) 

The key-word based sentiment classification approach is working in this way: in each 
tweet, the positive words and negative words found are count. Then by checking these 
keywords score from the lexicon, we can count the final score of each tweet. If the final 
score is larger than 0, it means that the positive words are stronger than negative words 
in the tweet, so that the tweet is positive. By contrast, if the final score is less than 0, 
which means that the negative words are stronger than the positive words in the tweet, 
the tweet will be classified as negative. However, if the final score equals 0, it means that 
this is a neutral tweet or a tie. 

5. NRC Word-Emotion Association Lexicon 

The NRC Emotion Lexicon is a list of English words classified into 8 different emotions 
with simply 2 polarized sentiment positive and negative. The positive sentiment contains 
emotions of anticipation, trust, surprise and joy however the negative sentiment includes 
anger, fear, sadness and disgust. 

The previous lexicon would count the words in the range of different sentiment 
scores, but due to the limitation of the size, the sentiment extraction would be restrained. 
However, the NRC Emotion Lexicon [24] is much more widely classified. With 8 
different emotions, words and phrases can be better categorize. But it might receive better 
efficiency by add the factors in determine the polarity of each emotion. 

From the related work done by Bandhakavi and Wiratunga [25], we realized that 
each emotion appeared in varied rates but represent different intensity. We then try to 
put coefficient for different emotion to receive better processing. We treat anger and 
disgust as extreme negative emotion by timing the count with 1.2. but sadness and fear 
as less-negative emotion, then times 0.8. For the positive sentiments, we count joy and 
anticipation as extreme positive with timing 1.2, but surprise and joy as less-positive with 
the coefficient 0.8. 
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Sentiment score =                          (2) 

6. Sentiment Analysis based on the events related to the death of George Floyd 

Tweets can always provide sentiment information while in the period or around a specific 
event. In this paper, we applied our discussed sentiment approaches to analyze the 
collected dataset and then tried to identify what these polarity information means and 
what they are associated with different entities [26]. On May 25th 2020, a 46-year-old 
black man, George Floyd died after officer kneels on his neck in custody. This event then 
trigger huge discussion on Twitter. We began to collect the tweets associated with this 
event during the next 2 weeks, and successfully identified the association between the 
sentiment changes correlated with the follow up events. The sentiment classification in 
2 methods are showed in the figure 2. From the NRC-lexicon based approach [24], we 
identified 3 abnormal peaks in May 29th, June 1st and June 4th respectively. At the first 
week after George’s death, the general emotional polarity of public is negative, but after 
June 1st, especially the polarity began to flip to positive on 2nd June mainly because 
people began to protest peacefully in downtown Houston and government began to take 
the responsibilities of some issues. The 3 peak polarities are corelated with the events 
followed: 

� May 29th: Officers arrested, charged in Floyd’s death 
� June 1st: Family autopsy revealed Floyd was asphyxiated by sustained pressure 
� June 4th: Minneapolis memorial service for George Floyd honored his life, 

called Americans to action 

 
Figure 2. Sentiment score distribution from NRC approach. 

Also, with the specific classification of 8 different emotions (Figure 3), we can then 

easily identify the tweets score of different categories, and then help us to understand the 

general public emotions towards the event. 

 

Figure 3. Categorized tweets in NRC approach. 
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However, for the traditional lexicon AFINN-111(Figure 4), we still can identify the 
general trend that from negative gradually flip to positive. But the peak sentiment 
polarities are not as obvious as the NRC approach. It might due to the limitation amount 
of sentimental words included or because the words are only classified into 3 categories 
compared with 8 categories in NRC approach. 

 
Figure 4. Sentiment score distribution from AFINN-111 approach. 

7. Future Work 

Future work will mainly try to deal with scalable amount of data for a specific event 
instead of the hashtag key words in twitter. While the dimension of data hugely increased 
to an event, the traditional lexicon-based analysis may be possible to combine with neural 
network. Apart from that, the coefficient we applied to modify the strength of positive 
and negative can be adjusted due to the general trends towards the event and it is 
important to find out the reliable coefficient in handling different issues. 

8. Conclusion 

We try to use the sentiment polarities in measuring the events happening from online 
social networking. From the approaches people talk about the events either positively or 
negatively, we figure out some correlations between the events happened at the same 
time. Analyzing tweets allowed us to extract related events and sentiment trends around 
the hot issues such as the public events followed with the death of George Floyd. In this 
paper, 2 lexicon-based approaches are used to classify the sentiment of our corpus. 
Moreover, we try to associate the polarities of tweets variation over time with the specific 
events happened incidentally. This approach of sentiment analysis helps us to extract 
events based on polarized-opinioned tweets. This may help the government or public 
organization in preventing the terrorism or avoiding the illegal events or protests in 
advance.  
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Intelligence Accounting Information 

Fusion System: Theory, Model and 

Framework 

Xinsheng DUAN1 
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P. R. China 

Abstract. It is defined in this paper that the intelligence accounting information 

fusion system is an intelligence accounting information system based on accounting 

information fusion (briefly AIF). This is a new accounting information system that 

goes beyond the traditional accounting information system, based on AIF and has 

the function of intelligent decision-making support. Intelligence accounting 

information fusion system must have four conditions or functions. First, the system 

should have basic accounting information generation functions. Second, the system 

should have the ability to obtain other relevant information from various channels, 

called information acquisition intelligence. Third, the information obtained should 

be expressed and stored intelligently, called information expression and information 

storage intelligence. Fourth, the system should have intelligent decision support 

function. This paper will research firstly on AIF, establish theory for AIF to support 

the stakeholders to make decision using both accounting information and non-

accounting information. Then, the paper will study the intelligence accounting 

information system based on AIF. The theory and the realization of intelligence 

accounting information fusion system will be studied based on methods and 

technologies in the field of Artificial Intelligence and Expert Systems.  

Keywords. Big data analysis, accounting information fusion, decision support, 

artificial intelligence, intelligence accounting information fusion system 

1. Introduction 

In recent years, the development of artificial intelligence has made unprecedented 

achievements, and the application of artificial intelligence in accounting, auditing and 

financial management has been carried out in a large number of studies. The big four 
accounting firms have launched their own financial robots. The use of electronic invoices, 

the establishment of financial sharing centers and automatic accounting are all important 

applications of artificial intelligence in accounting and auditing. But these financial 

intelligences are just automation in a particular area of financial accounting, not real 
artificial intelligence. What is artificial intelligence in the true sense? In this paper, 

decision-making is the true intelligence of human beings, especially, the ability to apply 

unstructured information to make decisions is the highest embodiment of human 

intelligence. This intelligence is currently difficult for machines to achieve. This paper 
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will study the accounting information system with decision support function, which 
should be the higher level of intelligence accounting information system.  

This paper first discusses the concept and theory of AIF, and discusses theory and 

model of using accounting information and non-accounting information to make 

decisions jointly. Then, from the perspective of decision support, the intelligence 
accounting information system is studied, and the theoretical system and design concept 

of the intelligence accounting information system based on AIF are put forward. Third, 

the computer implementation of intelligence accounting information fusion system is 

discussed by using the concept and technologies in the field of Artificial Intelligence and 
Expert Systems. 

2. Research Background 

This paper will apply artificial intelligence, big data analysis, cloud computing 

technology, information fusion, XBRL financial reporting and Dempster-Shafer 
evidence theory to study intelligence accounting information system from the 

perspective of decision support, and put forward the research ideas and design concepts 

of intelligence accounting information system based on AIF. 

Big data and cloud computing are the hot topics in the information technology 
industry in recent years. In May 2011, the McKinsey Global Institute released a report 

entitled "Big Data: The Next Frontier of Innovation, Competition, and Productivity"[1], 

formally introducing the concept of big data. Since then, big data technology has been 

widely used in all of the world, creating tremendous economic value. This paper will 
apply big data analysis and cloud computing technology to study the theory and practice 

of AIF and intelligence accounting information system, which is an attempt to apply big 

data in the field of financial accounting. 

The research of this paper will start with the concept of information fusion, put 
forward the concept, theory and method of accounting information fusion, and then use 

it for the research of intelligence accounting information system. Information fusion, also 

known as data fusion, multi-sensor data fusion, or multi-source information fusion, 

originated in military applications. In 1991, JDL: Joint Directors of Laboratories in USA 
defined information fusion as a multi-layered, multi-faceted process to detect, correlate, 

estimate, and combine of multi-source data for accurately estimate the status, risks and 

threats of the battlefield. 

Since the 1990s, the rapid development of computer technology has greatly 
promoted the research of information fusion theory, and the application field of 

information fusion has been rapidly extended from military to other fields. Such as: robot 

and intelligent instrument systems, intelligent manufacturing systems, aerospace 

applications, image analysis and understanding, inertial navigation, pattern recognition 
and so on. 

Unfortunately, however, there is little research on the application of information 

fusion in enterprise management. Our research makes an effort to use information fusion 

in the area of management, especially accounting, financial management, and auditing.  
The important problem in the theoretical research of information fusion is the 

expression and combination of information. Among the many combination methods, 

Dempster-Shafer evidence theory [2][3] provides a natural and powerful method for the 

expression and synthesis of uncertain information, so Dempster-Shafer evidence theory 
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has become a widely used and more researched field in information fusion theory [4 8]. 

Therefore, this paper will also take Dempster-Shafer evidence theory and its expansions 

as the main method of AIF, and establish the theoretical framework of AIF based on 

Dempster-Shafer evidence theory. 

The author of the paper has also done some work in the research of Dempster-Shafer 
evidence theory. In 1993, he published a book, called “Evidence Theory, Decision 

Making, and Artificial Intelligence” [9]. Once published, the book has been well received 

by researchers and users of evidence theory and has been cited many times by various 

magazines and many researchers. In 1994, the project "Research on the belief function 
model of decision-making" (approval number: 79300020) is applied successfully from 

the National Natural Science Foundation of China, and after several years of research, 

another book "Evidence Decision-making" was published in 1996 [10]. 

In recent years, I have applied the theory of evidence to the solution of the problem 
of comprehensive evaluation, and put forward a model of “Evidential Synthetic 

Evaluation Model” [11]. 

In the paper "Using evidential synthetic model to evaluate the performance of RMB 

PE funds", the application of evidential synthetic model in private equity fund 
performance evaluation is discussed [12]. In the paper "Belief Function Model of Private 

Equity Fund Performance Measurement", the fund performance measurement is 

discussed using belief function model [13]. 

Regarding the concept and theory of AIF, Duan Xinsheng established the theoretical 
framework of AIF in two papers in 2014 and 2016, "Research on the Limitations of 

Accounting Information and the Integration of Accounting Information" [14] and 

“Accounting Information Fusion for Decision Making” [15]. In these two papers, the 

theory and thought of information fusion are applied to the comprehensive processing 
and use of accounting information, put forward the concept of AIF and established the 

theoretical framework of AIF based on Dempster-Shafer evidence theory and its 

expansions. 

3. Intelligence Accounting Information System 

The main function of accounting information system is to provide accounting 

information, and mainly financial accounting information, which does not include the 

use of accounting information and decision support. This paper holds that the function 

of accounting information system should be expanded to provide not only information, 
but also decision support. In such a system, the system can automatically obtain the 

required information, including not only accounting information but also non-accounting 

information, according to different decision objectives, and can make the required 

decisions on the basis of this information. Among them, accounting information, 
including financial accounting information and management accounting information, 

can be produced by the traditional accounting information system and provided to 

decision makers or the decision engine of the system in a reasonable manner. Non-

accounting information, including text, image, and video information, can be 
automatically crawled from the network or other sources using big data analysis. The 

decision engine of the system can make decision suggestions based on the unified 

expression, unified storage and unified use of the obtained accounting information and 

non-accounting information. If new information is found, including accounting and non-
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accounting information, the system can automatically add new information to correct the 
original decision. Information can be added and decisions can be corrected one by one. 

Of course, the system can automatically identify the new information is financial 

accounting information, management accounting information, or non-financial 

information, so as to use different decision-making models to deal with. Such an 
accounting information system is called an intelligence accounting information system 

based on decision support perspective. 

The idea of intelligence accounting information system can be realized by using the 

theory of AIF established in the earlier paper and here after. 

4. Intelligence Accounting Information Fusion System: A Framework 

This paper holds that the intelligence accounting information system based on AIF, 

referred to as the intelligence accounting information fusion system, is an accounting 

information system based on AIF and has ability providing decision-making support 
intelligently. To this end, intelligence accounting information fusion system must have 

three conditions or functions. 

First, the system should have basic accounting functions, should be in accordance 

with the current accounting standards to complete the usual financial accounting, 
generating the usual financial reports and financial statements. It also has the ability to 

complete the management accounting and generate management accounting information. 

Second, in addition to its own ability to generate financial accounting and 

management accounting information, it should also have the ability to obtain other 
relevant information from different sources, called information acquisition intelligence. 

It cannot refuse the entry and extraction of any information, can automatically identify 

the obtained information, financial accounting information or management accounting 

information, accounting information or non-accounting information, numerical 
information or text information, etc. The obtained information should be intelligently 

expressed and stored, called information expression and information storage intelligence. 

Therefore, intelligence accounting information fusion system is able to express and store 

any information, so there must be a strong database, knowledge base and rule base to 
support. 

Third, intelligence accounting information fusion system should have intelligent 

decision-making mechanism. The information stored in different sources should be 

intelligently and uniformly processed. According to different decision-making purposes, 
the information stored in different sources can be identified and the relevant information 

can be extracted. The extracted information can be combined to give a suggestion that 

are useful for decision-making. 

The realization of intelligence accounting information fusion system can be carried 
out in a layered way. 

� It is the first step to discuss the information fusion of financial accounting and 

management accounting, and establish a unified financial accounting and 
management accounting processing engine. The theory and method of 

information extraction and data processing of XBRL financial report can be 

studied at the beginning. Especially, the XBRL representing and storing of 

management accounting information should be studied in depth. The technical 
background and theoretical support of the fusion algorithm of XBRL financial 
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accounting information and management accounting information should be 
explored in this stage. 

� Second step discusses the fusion mechanism of accounting information and 

non-accounting information, and establishes a data processing engine that can 
handle accounting information (including financial accounting information and 

management accounting information) and non-accounting information based 

on the theory of AIF. The theories and methods of using big data and cloud 

computing technology to retrieve, extract, store and process information should 
be explored. In particular, the crawling and processing of information from 

internet, such as text information, image information and video information are 

studied in depth to lay the foundation for the realization of the subsequent 

intelligent system. 

� Next discusses the technical realization of the integration of accounting 

information (including financial accounting information and management 

accounting information) and non-accounting information. To study the 
theoretical and practical problems of database, knowledge base and rule base. 

To study the identification and evaluation of the usefulness of information and 

establish a mechanism for real-time clean-up and updating of outdated 

information. The fusion algorithm and the establishment of self-learning 
algorithm are studied to realize the goal of automatic update, self-improvement 

and automatic learning of the system. 

5. Conclusions and Future Perspectives 

This paper is to study the acquisition, storage, integration and utilization of accounting 
information and non-accounting information in big data environment, to establish a 

theoretical model for the integration of financial accounting information with 

management accounting information, accounting information and non-accounting 

information, and to explore the theory and realization of intelligence accounting 
information system based on AIF. 

Traditional accounting information systems either provide information to 

shareholders out of a duty of responsibility, or provide information for stakeholders to 

make decisions. In short, the goal of the traditional accounting information system is to 
provide information, the differences for two different views only lay on the place that 

the view of duty responsibility is to provide information to shareholders, while the view 

of decision support is to provide information to stakeholders. The decision support here 

is that the accounting system provides information to support the decision-making of 
stakeholders, not the accounting information system itself can make decisions or the 

accounting information system itself has the function of decision support. The 

intelligence accounting information fusion system discussed in this paper does not 

provide information for decision support alone, but the system itself has the function of 
decision support and even making decisions like human beings. Therefore, the decision 

support in this paper and the decision support in the traditional accounting information 

system are two different meanings. 

The decision-making information generation mechanism in the intelligence 
accounting information fusion system discussed in this paper is fundamentally different 

from the traditional accounting theory. According to the three-tied model established in 

paper “Accounting Information Fusion for Decision Making” (Xinsheng Duan, 2016), 
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the traditional accounting theory can only provide the first level of information, while 
the information provided by the intelligence accounting information fusion system is the 

third level of information. Therefore, the intelligence accounting information fusion 

system may be the innovation and subversion of the traditional accounting information 

system, which will also have a great impact on today's accounting theory, and may even 
lead to a major revolution in accounting theory. 

The one of the roles or important functions of intelligent accounting information 

fusion system is to make decisions using accounting information and non-accounting 

information. We know that making decisions is a human-specific ability and an advanced 
intelligence. Therefore, compared with the traditional accounting information system 

and even the intelligent system mentioned in many literatures, such as automatic 

accounting system, it has a higher level of intelligence. With the improvement and 

development of intelligent accounting information fusion system, the level of 
intelligence will be higher and higher, and it may not be impossible to reach or approach 

the level of human intelligence. 
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Abstract A self-modeling network for some base network is a network extension 

that represents part of the base network structure by a self-model in terms of added 

network nodes and connections for them. By iterating this construction, multi-order 

network adaptation is easily obtained. A dedicated software environment for self-

modeling networks that has been developed supports the modeling and simulation 

processes. This will be illustrated for a number of adaptation principles from a 

number of application domains. 

Keywords. Adaptive network, self-modeling network, multi-order adaptive 

1. Introduction 

A self-modeling network is a network that represents part of its own network structure 
by a self-model in terms of dedicated network nodes and connections for them. A 

network structure can be described by network characteristics for connectivity for 

connections between nodes, aggregation for combining multiple incoming impacts on a 

node, and timing for the speed of node state dynamics; e.g., [1, 2, 3]. Any base network 
can be extended to a self-modeling network for it, by adding a self-model for part of the 

base network’s structure. In this case, the added self-model consists of a number of added 

nodes representing specific characteristics of the base network structure, such as 

connection weights and excitability thresholds, plus connections for these added self-
model nodes. For the approach considered here, in general nodes in a network are 

assumed to have activation levels that can change over time due to impact from other 

nodes from which they have incoming connections. If in particular the nodes from a self-

model representing some of the network characteristics of a base network are dynamic, 
these base network characteristics become adaptive, thus an adaptive base network is 

obtained, in the sense that adaptation of the base network is modeled by the dynamics 

within the self-modeling network extending the base network. 

Moreover, multi-order network adaptation can be obtained by iterating this self-
modeling construction. If multi-order self-models are included in a self-modeling 

network, any included self-model (of some order) can have its own (next-order) self-

model within the overall network where the latter self-model represents some of the 

network characteristics of the former self-model. For example, this allows to control the 
dynamics of self-models, so that self-controlled adaptive networks are obtained.  
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A dedicated software environment for self-modeling networks that has been 
developed supports these modeling and simulation processes; see [3], Ch. 9. In this paper, 

for a number of adaptation principles from different application domains, it will be 

illustrated how they can be modeled by proper pre-specified self-models that can be used 

as building blocks to extend any base network to make it adaptive.  
In the paper, first in Section 2 the modeling approach from [3] based on self-

modeling networks is briefly described. In Section 3 nine different adaptation principles 

from the Cognitive Neuroscience and Social Science literature are described. Next, in 

Section 4, for the adaptation principles described in Section 3 it is shown in more detail 
how they can be modeled by self-models. Section 5 is a discussion. 

2. Networks Using Self-Models: Self-Modeling Networks 

In this section, the network-oriented modelling approach used from [3] is introduced. 

Following [3, 4], a temporal-causal network model is characterized by (here X and Y 
denote nodes of the network, also called states): 

� Connectivity characteristics Connections from a state X to a state Y and their 

weights ��X,Y  
Aggregation characteristics For any state Y, some combination function cY(..) 
(usually with some parameters) defines the aggregation that is applied to the 

impacts �X,YX(t) on Y from its incoming connections from states X  

� Timing characteristics Each state Y has a speed factor �Y defining how fast it 

changes for given impact. 

The following difference (or differential) equations that are used for simulation 

purposes and also for analysis of temporal-causal networks incorporate these network 

characteristics �X,Y, cY(..), �Y in a standard numerical format:  
� � [ � � �  (1) 

for any state Y and where  to   are the states from which Y gets its incoming 

connections. Here the overall combination function cY(..) for state Y is the weighted 

average of available basic combination functions cj(..) by specified weights �j,Y (and 

parameters � , �  of cj(..)) for Y:  

cY(V1, …, Vk)  =   
� �

� �
   (2) 

Such Eq. (1) and (2) are hidden in the dedicated software environment; see [3], Ch 9. 

Within this software environment, currently around 40 useful basic combination 
functions are included in a combination function library; see Table 1 for some of them. 

The above concepts enable to design network models and their dynamics in a declarative 

manner, based on mathematically defined functions and relations.  

Table 1. Examples of basic combination functions from the library. 

 Notation  Formula Parameters 

Euclidean  eucln,�(V1, …, Vk) 
�

 
Order n>0 

Scaling factor �>0 

Advanced  

logistic sum 
alogistic	 ,
(V1, …,Vk) (1+e-στ) Steepness 		>0 

Excitability threshold 

 
Scaled  

maximum 
smax�(V1, …, Vk) max(V1, …, Vk)/�   Scaling factor �>0 

Scaled  

minimum 
smin�(V1, …, Vk) min(V1, …, Vk)/�   Scaling factor �>0 
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Note that there is a crucial distinction for network models between network 
characteristics and network states. Network states have values (their activation levels) 

and are explicit representations that may be accessible for network states by connections 

to and from them and can be handled or manipulated in that way. They can be considered 

to provide an informational view on the network; usually the states are assumed to have 
a certain informational content. In contrast, network characteristics (such as connection 

weights and excitability thresholds) have values (their strengths) and determine (e.g., 

cognitive) processes and behavior in an implicit, automatic manner. They can be 

considered to provide an embodiment view on the network. In principle, these 
characteristics by themselves are not directly accessible nor observable for network 

states; in principle you can make connections between states but you cannot make 

connections between network characteristics or between states and characteristics. 

As indicated above, ‘network characteristics’ and ‘network states’ are two distinct 
concepts for a network. Self-modeling is a way to relate these distinct concepts to each 

other in an interesting and useful way. A self-model is making the network characteristics 

(such as connection weights and excitability thresholds) explicit in the form of adding 

states (called self-model states) for these characteristics and also connections for these 
additional states. Thus, the network gets an internal self-model of part of its network 

structure: it explicitly represents information about its own network structure. In this way, 

by iteration different self-modeling levels can be created where network characteristics 

from one level relate to network states at a next level. Thus, an arbitrary number of self-
modeling levels can be modeled, covering second-order or higher-order effects.  

More specifically, adding a self-model for a temporal-causal base network is done in 

the way that for some of the states Y of the base network and some of the network 

structure characteristics for connectivity, aggregation and timing (i.e., some from ��X,Y, 

�j,Y, �i,j,Y, �Y), additional network states WX,Y, Cj,Y, Pi,j,Y, HY (self-model states or 

reification states) are introduced and connected to other states: 
 

a)  Connectivity self-model 
� Self-model states WX,Y are added representing connectivity characteristics, in 

particular connection weights �X,Y 

b)  Aggregation self-model 
� Self-model states Cj,Y are added representing aggregation characteristics, in 

particular combination function weights �j,Y 

� Self-model states Pi,j,Y are added representing aggregation characteristics, in 

particular combination function parameters �i,j,Y 

c)  Timing self-model 
� Self-model states HY are added representing timing characteristics, in 

particular speed factors �Y 
 

The notations WX,Y, Cj,Y, Pi,j,Y, HY for the self-model states indicate the referencing 

relation with respect to the characteristics �X,Y, �j,Y, �i,j,Y, �Y: here W refers to �, C refers 

to �, P refers to �, and H refers to �, respectively. For the processing, these self-model 

states define the dynamics of any state Y in a canonical manner according to Eq. (1) and 

(2) whereby the values of �X,Y, �j,Y, �i,j,Y, �Y are replaced by the state values of WX,Y, Cj,Y, 
Pi,j,Y, HY at time t, respectively. 

Note that concerning the terminology used, only the states that represent some 

network characteristics are called self-model states. The states to which these self-model 

states are connected still belong to the self-model (e.g., as depicted in Figure 1 and 
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further) but they can either be other self-model states or other states that are not self-
model states, such as the states X and Y. An example of an aggregation self-model state 

Pi,j,Y for a combination function parameter ��i,j,Y is for the excitability threshold 
Y of state 

Y, which is the second parameter of a logistic sum combination function; then Pi,j,Y is 

usually indicated by TY, where T refers to 
. The network constructed by the addition of 

a self-model to a base network is called a self-modeling network or a reified network for 

this base network. This constructed network is also a temporal-causal network model 

itself, as has been shown in [3], Ch. 10; for this reason, this construction can easily be 
applied iteratively to obtain multiple levels or orders of self-models, in which case the 

resulting network is called a multi-order or higher-order self-modeling network or reified 
network. 

3. Adaptation Principles from Different Domains 

In this section, a number of adaptation principles of different orders are described as can 

be found in the literature on Cognitive Neuroscience and Social Sciences. 

3.1. First-order Adaptation Principles 

First-order adaptation principles for some base network address adaptation of some of 
the base network’s characteristics concerning its connectivity, aggregation of multiple 

connections and timing of node state dynamics. Much research has focused in particular 

on learning of connectivity characteristics based on adaptive connections, but also other 

characteristics can be made adaptive, as will be discussed. 

3.1.1. The Hebbian Learning Adaptation Principle 

As a first example, for mental or neural networks, the Hebbian learning adaptation 

principle [5] can be formulated by: 

‘When an axon of cell A is near enough to excite B and repeatedly or persistently         (3) 
takes part in firing it, some growth process or metabolic change takes place in one  
or both cells such that A’s efficiency, as one of the cells firing B, is increased.’  
[5], p. 62 

This is sometimes simplified (neglecting the phrase ‘one of the cells firing B’) to: 
‘What fires together, wires together’ [6, 7] 

This can easily be modeled by using a connectivity self-model based on self-model states 

WX,Y representing connection weights �X,Y.  

3.1.2. The Bonding by Homophily Adaptation Principle 

An example of the use of a network’s self-model for the social domain is the bonding by 
homophily adaptation principle  

‘Birds of a feather flock together’      (4) 

This expresses how being ‘birds of a feather’ or ‘being alike’ strengthens the connection 

between two persons [8-13]. Similar to the Hebbian learning case, this can be modeled 
by a social network’s connectivity self-model based on self-model states WX,Y 

representing connection weights �X,Y.  

J. Treur / Modeling Multi-Order Adaptive Processes by Self-Modeling Networks 209



3.1.3. The More Becomes More Adaptation Principle 

Another first-order adaptation principle for social networks is the ‘more becomes more’ 

principle expressing that more popular people attract more connections: 

‘Persons with more connections attract more connections’ [4], p. 311    (5) 

In a wider context this more becomes more principle relates to what sometimes is 
called ‘the rich get richer’ [14, 15], ‘cumulative advantage’ [16], ‘the Matthew effect’ 

[17] or ‘preferential attachment’ [18]. Similar to the Hebbian learning and bonding by 

homophily cases, this can be modeled by a social network’s connectivity self-model 
based on self-model states WX,Y representing connection weights ��X,Y. 

3.1.4. The Interaction Connects Adaptation Principle 

The idea behind the Interaction Connects adaptation principle from Social Science is that  

 ‘The more interaction you have with somebody, the stronger you will become connected’ (6) 

See, for example, [19-23]. Similar to the Hebbian learning and bonding by homophily 

cases, this can be modeled by a social network’s connectivity self-model based on self-

model states WX,Y representing connection weights �X,Y. 

3.1.5. The Enhanced Excitability Adaptation Principle 

Although connectivity adaptation has some popularity in the literature, also other 
characteristics can be made adaptive. Instead of a connectivity self-model to model 

adaptive connection weights, also an aggregation self-model can be used, for example, 

to model intrinsic neuronal excitability, as described in [24]:  

‘Long-lasting modifications in intrinsic excitability are manifested in changes   (7) 
in the neuron's response to a given extrinsic current (generated by synaptic  
activity or applied via the recording electrode).’ [24], p. 30 

This form of adaptation can be modeled by an aggregation self-model based on self-

model states TY for adaptive excitability thresholds. For example, this type of self-model 

has been used to model adaptation (desensitization) to spicy food; see [25]. 

3.2. Second-Order Adaptation Principles 

The examples of adaptation principles in Section 3.1 refer to forms of plasticity, which 

can be described by a first-order adaptive network that is modelled using a dynamic first-

order self-model for connectivity or aggregation characteristics of the base network, in 
particular for the connection weights and/or the excitability thresholds used in 

aggregation. Whether or not and to which extent such plasticity as described above 

actually takes place is controlled by a form of metaplasticity; e.g. [26-31].  

3.2.1. The Exposure Accelerates Adaptation Speed Adaptation Principle 

For example, in [29] the following compact quote is found indicating that due to stimulus 

exposure, the adaptation speed will increase: 

‘Adaptation accelerates with increasing stimulus exposure’ [29], p. 2.     (8) 

This indeed refers to a form of metaplasticity, which can be described by a second-order 
adaptive network that is modeled using a dynamic second-order timing self-model, for 

timing characteristics of a first-order self-model for the first-order adaptation, based on 

self-model states HWX,Y for adaptive learning speed. 
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3.2.2. The Exposure Modulates Persistence Adaptation Principle 

A similar perspective can be applied to obtain a principle for modulation of persistence.  

‘Stimulus exposure modulates persistence of adaptation’         (9) 
Depending on further context factors, this can be applied in different ways. Reduced 

persistence can be used in order to be able to get rid of earlier learnt connections that do 
not apply. However, enhanced persistence can be used to keep what has been learnt. This 

also refers to a form of metaplasticity, which can be described by a second-order adaptive 

network that is modeled using a dynamic second-order aggregation self-model, for 

persistence characteristics of a first-order self-model for the first-order adaptation, based 
on self-model states MWX,Y for an adaptive persistence factor.  

3.2.3. The Plasticity Versus Stability adaptation principle 

In a similar direction [31] it is more generally discussed how it depends on the 
circumstances when the extent of plasticity is or should be high and when it is or should 

be low in favor of stability: 

 ‘The Plasticity Versus Stability Conundrum’ [31], p. 773.      (10) 

This principle relates to the previous two and can use these second-order self-models. 

3.2.4. The Stress Blocks Adaptation Principle 

Yet another principle that is indicated in the literature refers to the effect of high stress 

levels on the extent of plasticity: 

‘High stress levels slow down or block adaptation’          (11) 
See, for example, the following quote from [27], where such slowing down or blocking 

of adaptation is called negative metaplasticity: 
‘Numerous electrophysiological studies have shown that ‘negative’ metaplasticity develops 
in brain areas such as the hippocampus and its related structures (e.g., the lateral septum and 
the nucleus accumbens) following stress.’ [27], p. 631 
This can be described by a second-order adaptive network modeled using a dynamic 

second-order timing self-model, for timing characteristics of a first-order self-model for 

the first-order adaptation, based on self-model states HWX,Y for adaptive learning speed. 

The first- and second-order adaptation principles such as the one summarized in (3) 
to (11) above have been formalized in the form of self-models used in first- and second-

order adaptive network models that have been designed, as discussed in Section 4. 

4. Using Self-Models to Formalize Adaptation Principles 

In this section, it will be shown how the modeling approach for self-modeling network 
models described in Section 2 can be used to model the adaptation principles of different 

orders discussed in Section 3. In particular the connectivity and aggregation 

characteristics of the addressed self-models are discussed. Timing characteristics for 

these self-models are just values (speed factors for each of the states) that will usually be 
set depending on a specific application. When self-models are changing over time in a 

proper manner, this offers a useful method to model adaptive networks based on any 

adaptation principles. This does not only apply to first-order adaptive networks, but also 

to higher-order adaptive networks, by using higher-order self-models.  
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4.1. First-Order Self-Models for First-Order Adaptation Principles 

First the adaptation principle for Hebbian Learning will be addressed, as described in 

Section 3.1.1. To incorporate the ‘firing together’ part, for the self-model’s connectivity 
characteristics, upward causal connections to connectivity self-model state WX,Y from  

and are used to formulate a Hebbian learning adaptation principle; see Figure 1. The 

upward connections have weight 1 here. Also a connection from WX,Y to itself with 

weight 1 is used; in pictures they are usually left out.  

So, the connectivity characteristics of the self-model here consist of the three nodes 

WX,Y, X, and Y, together with the two incoming upward connections (the blue arrows) 
from X and Y to WX,Y, one outgoing connection from WX,Y to Y (the pink downward 

arrow), and the leveled connection (black arrow) from X to Y. Note that as mentioned in 

the last paragraph of Section 3.2, only the states that represent a network characteristic 

are called self-model states, in this case WX,Y. In connectivity pictures such as Figure 1 
and further, the self-model states are the states with an outgoing (pink) downward 

connection. Some other states to which they are connected such as in this case X and Y 

are still part of the self-model, but will not be called self-model states; they do not have 

an outgoing downward connection. The downward connection takes care that the value 
of WX,Y is actually used for the connection weight of the connection from X to Y. For the 

aggregation characteristics of the self-model, one of the options for a learning rule is 

defined by the combination function hebb��(V1, V2, W) from Table 2, where V1, V2 refer 

to the activation levels of the connected states X to Y, and W to the value of WX,Y 
representing the connection weight. For more options of Hebbian learning combination 

functions and further mathematical analysis of them, see, for example [3], Ch. 14.  

Table 2 Combination functions for self-models modeling the first- and second-order adaptation principles. The 

first five rows cover the first-order adaptation principles from Section 3.1 and the last four rows the second-

order adaptation principles from Section 3.2. 

Adaptation principle and 
self-model state 

Combination function  
options 

Variables and  
Parameters 

Hebbian Learning  

WX,Y 
3.1.1 

hebb�(V1, V2, W) =   

V1V2 (1-W) + � W 

V1,V2 activation levels of connected states 

W activation level of self-model state for 

connection weight 

� persistence factor  

Bonding by Homophily 

WX,Y 
3.1.2 slhomo�,
(V1, V2, W) = 

W + � W (1-W) (
- | V1 - V2|) 

V1,V2 activation levels of connected persons 

W connection weight 

� modulation factor  

 tipping point  

More Becomes More  

WX,Y 
3.1.3 eucln,�(W1, …, Wk ) 

alogistic	 ,
(W1, …, Wk ) 

W1, …, Wk  activation levels of self-model 

states for connection weights of persons 

connected to B 

Interaction Connects 

WX,Y 
3.1.4 eucln,�(V1, …, Vk) 

alogistic		 ,

(V1, …, Vk) 
V1, …, Vk  impacts from interaction states for 

the connected person 
Enhanced Excitability  

TY 
3.1.5 eucln,�(V1, …, Vk) 

alogistic		 ,

(V1, …, Vk ) 
 V1, …, Vk  impacts from base states 

Exposure Accelerates 

Adaptation Speed HWX,Y 
3.2.1 eucln,�(V1, …, Vk) 

alogistic		 ,

(V1, …, Vk ) 
V1, …, Vk  impacts from base states and first-

order self-model states 
Exposure Modulates  
Persistence MWX,Y 

3.2.2 eucln,�(V1, …, Vk) 
alogistic		 ,

(V1, …, Vk ) 

V1, …, Vk  impacts from base states and first-

order self-model states 
Plasticity Versus  

Stability HWX,Y, MWX,Y 
3.2.3 eucln,�(V1, …, Vk) 

alogistic		 ,

(V1, …, Vk ) 
V1, …, Vk  impacts from base states and first-

order self-model states 
Stress Blocks  

Adaptation HWX,Y  
3.2.4 eucln,�(V1, …, Vk) 

alogistic		 ,

(V1, …, Vk ) 
V1, …, Vk  impacts from base states for stress 

level and first-order self-model states 
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Next, the adaptation principle for Bonding by homophily will be addressed, as 
described in Section 3.1.2. It happens that for this connectivity self-model exactly the 

same connectivity characteristics apply as for Hebbian learning, as depicted in Figure 1. 

 

 

Figure 1.  Connectivity characteristics of the self-model for the Hebbian Learning adaptation principle for 

Mental Networks or the Bonding by Homophily adaptation principle for Social Networks 

For aggregation characteristics of this self-model, an option for an adaptation rule 

is defined by the combination function slhomo��,
(V1, V2, W) from Table 2, where V1, V2 

refer to the activation levels (for example, for some opinion) of the connected persons 

and W to the value of WX,Y  representing the connection weight. For more options and 

further mathematical analysis, see, for example [3], Ch. 13, or [13]. 

The More Becomes More adaptation principle as described in Section 3.1.3 has 
connectivity characteristics as shown in Figure 2. Here, the connectivity self-model 

states for different connections affect each other, as a connection of a person X3 to a given 

person Y depends on the existence and strengths of connections from other persons Xi to 

the same person Y; see the black leveled arrows in the upper plane.  
 

 
Figure 2. Connectivity characteristics of a self-model for the More Becomes More adaptation principle for 

person X3 with respect to person Y 

So, in this case the connectivity characteristics of the self-model are the nodes WX1,Y, 

WX2,Y, WX3,Y, and Y, together with leveled connections (black arrows) from each WXj,Y to 

WX3,Y and downward connections (pink arrows) from each WXj,Y to Y. Again, these (pink) 

downward connections takes care that the value of WXj,Y is actually used for the 

connection weight of the connection from Xj to Y. For the aggregation characteristics of 
this self-model, some form of aggregation of the weights of these other connections 
represented by the WXj,Y can be used, such as by using a Euclidean or logistic sum 

combination function; see Table 2. For example, in [32] a logistic sum function was used, 

and in [33] a scaled sum (with scaling factor the number of existing connections for Y 
resulting in an average weight), which is a first-order Euclidean combination function. 

For the Interaction Connects adaptation principle described in Section 3.1.4, the 
connectivity self-model states for the connection weights are affected by certain states 

   Y X 

Z 

WX,Y 

Y

     X3 

X1 

     X2 

WX3,Y 

WX1,Y 

WX2,Y 
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IXj,Y representing the strength of (actual) interaction. Therefore, the connectivity 
characteristics of a self-model for this adaptation principle are as shown in Figure 3, 
with (blue) upward connections from interaction states IXi,Y to the self-model states WXi,Y 

and (pink) downward connections from WXi,Y to Y. Note that there also multiple 

interaction states can be used for one connection, for example, for different interaction 
channels. The aggregation characteristics of the self-model states WXi,Y can be specified, 

for example, by a Euclidean or logistic sum function, as shown in Table 2. 
 

 
Figure 3. Connectivity characteristics of a self-model for the Interaction Connects adaptation principle for 

persons X3, X2 and X3 with respect to person Y. 

For the Enhanced Excitability adaptation principle described in Section 3.1.5, an 

aggregation self-model with connectivity characteristics depicted in Figure 4 can be used.  
 

 
Figure 4. Connectivity characteristics of a self-model for the Enhanced Excitability adaptation principle for 

persons X3, X2 and X3 with respect to person Y. 

In this case state Y is assumed to use a logistic sum combination function, which has 

an excitability threshold parameter 
 (or any other function with such a parameter). Here 

this excitability threshold is represented by aggregation self-model state TY which is 

affected by exposure from activation of the involved states. Note that to enhance 
excitability, the value of self-model state TY representing the excitability threshold has 

to decrease. Therefore, these upward connections need to get negative connection 

weights, whereas a positive connection weight from TY itself can be used. In this case, 

the (pink) downward connection from TY to Y takes care that the value of TY is actually 
used for the threshold value of the logistic sum function of Y. Also a connection from a 

related connectivity self-model state WX,Y to TY with positive connection weight might 

be added in this self-model to obtain some balancing effect. For the aggregation 
characteristics, for example, a Euclidean (with odd order n to keep the negative impacts 
negative) or logistic sum function can be used for TY, as shown in Table 2. 

Y
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     X2      IX2,Y 
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4.2. Second-Order Self-Models for Second-Order Adaptation Principles 

The first second-order adaptation principle discussed is the Exposure Accelerates 

Adaptation Speed principle described in Section 3.2.1. This is modeled by a second-order 

timing self-model. As it is a second-order adaptation principle for some first-order 

adaptation principle, for the sake of clarity it is described here with respect to the first-
order adaptation principle for Hebbian Learning; although it might be applied to other 

first-order adaptation principle as well, but then it will have a similar structure to what is 

shown here. The connectivity characteristics of this timing self-model are shown in 
Figure 5; they consist of the states HWX,Y, WX,Y, X, and Y, together with the (positive, 

blue) upward connections from the two base states X and Y to the self-model state HWX,Y 

expressing the part of the principle referring to ‘exposure’, the (negative, blue) upward 
connection from WX,Y to the self-model state HWX,Y, and the downward (pink) connection 

from HWX,Y to WX,Y that takes care that the value of HWX,Y  is actually used as speed factor 

for WX,Y. By the upward connections, stronger activation of the base states X and Y will 
lead to an increased value of HWX,Y, as indicated by the part of the principle referring to 

‘accelerates’. The (negative) upward connection from the considered state WX,Y to HWX,Y 

can be used for (counter)balancing. For the aggregation characteristics, for example a 
Euclidean (with odd order n to keep the negative impacts negative) or logistic sum 

function can be used for HWX,Y, as shown in Table 2. 

 

 

Figure 5. Connectivity of a second-order self-model for the Exposure Accelerates Adaptation Speed adaptation 

principle with a first-order self-model for Hebbian learning. 

Next, the second-order Exposure Modulates Persistence adaptation principle (for the 

first-order Hebbian Learning principle) described in Section 3.2.2 is addressed, based on 

second-order aggregation self-model state MWX,Y representing persistence of the first-

order adaptation. For the connectivity characteristics of this self-model, see Figure 6.  

 

 

   Y X 

Z 

WX,Y 

HWX,Y

   Y X 

Z 

WX,Y 

MWX,Y 

Figure. 6. Connectivity of a second-order self-model for the Exposure Modulates Persistence adaptation 

principle with a first-order self-model for Hebbian learning 
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The upward connections from base states X and Y to MWX,Y may suppress the 

persistence (when they are negative). This paves the road to get rid of the learnt effects 

from the past in case they are no longer applicable. The positive upward connection from 

first-order state WX,Y to HWX,Y can be used for counterbalancing. However, the upward 

connections from base states X and Y to MWX,Y can also be made positive in which case 

they increase persistence during a learning process to keep the learnt effect well. This 

also illustrates the Plasticity Versus Stability Conundrum adaptation principle described 
in Section 3.2.3. The (pink) downward connection from MWX,Y to WX,Y takes care that 

the value of WX,Y is actually used for the connection weight of the connection from X to 

Y. For the aggregation characteristics, for example a Euclidean (with odd order n) or 
logistic sum function can be used for MWX,Y, as shown in Table 2. 

Finally, a second-order self-model for the Stress Blocks Adaptation principle 

described in Section 3.2.4 can be obtained in a similar way as the one for Exposure 

Accelerates Adaptation Speed principle (see connectivity in Figure 5) but this time with 
connectivity characteristics based on a negative upward connection from a base state 

representing the stress level, which brings the timing characteristic self-model state 

HWX,Y, to low values or even 0. For the aggregation characteristics, again for example a 

Euclidean or logistic sum function can be used for HWX,Y; see Table 2. 

5. Discussion 

In this paper the use of self-modeling networks to model adaptive biological, mental and 
social processes of any order of adaptation was addressed. Following the network-

oriented modeling approach described in [3], it was shown how self-models for networks 

provide useful pre-specified building blocks to design complex multi-order adaptive 

network models in the form of self-modeling networks. This was illustrated for a number 
of adaptation principles from different application domains. A dedicated software 

environment for self-modeling networks that has been developed supports the modeling 

and simulation: https://www.researchgate.net/project/Network-Oriented-Modeling-Software. 

As an illustration, in [3], Ch. 4, four of the adaptation principles known from the 
literature and specified in Section 4 were applied to obtain a network model involving 

both plasticity and metaplasticity. In particular, two first-order adaptation principles (for 

Hebbian Learning and for Enhanced Excitability) and two second-order adaptation 

principles (for Exposure Accelerates Adaptation Speed and for Exposure Modulates 
Persistence) are covered in this network model.  
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Application of Twin Objective Function 
SVM in Sentiment Analysis 

Qiaoman YANGa1,  Chunyu LIU 
b  
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Abstract. Classification modeling is one of the key issues in sentiment analysis. 
Support vector machine (SVM) has been widely used in classification as an 
effective machine learning method. Generally, a common SVM is only for 
decision-making that sacrifices the distribution of data. In practice, sentiment data 
are big and mazy, which results in the deficiency of accuracy and stability when 
common SVM is used. The study investigates sentiment analysis by applying the 
twin objective function SVM, including nonparallel SVM(NPSVM) and twin 
SVM (TWSVM). From the experiments, we concluded  that twin objective 
function SVMs are superior to NB and single objective function SVM in accuracy 
and stability. 

Keywords. sentiment analysis, twin objective functions, SVM, NB 

1. Introduction  

Because of the flourishing development of the internet and Web2.0, an increasing 
number of people are depending on the network. They express their feelings or evaluate 
on things via discussion forums, blogs, twitter, etc., which results in massive and big 
data explosion.  However, it is difficult to collect and process vast amounts of 
information online by artificial methods. Sentiment analysis technology came into 
being in this environment. Sentiment analysis technology is an emerging field that 
mine unstructured information. Its aim is to take advantage of automation and 
intelligent technology analyzing mining, reasoning and learning the subjectivity text 
messages that have some emotional colors, obtaining the potential and valuable hidden 
information. Currently, sentiment analysis technology has many widely used 
applications in fields of business intelligence application, recommender systems, 
message filtering and so on [1][2]. Therefore sentiment analysis technology is a hot 
research field. Sentiment information classification, which classifies the binary 
appraisal data, that have subjective information, is one of the main tasks in the 
sentiments analysis. Sentiment analysis, which is based on supervised learning, 
emotional research is a hot research area based on machine learning. The machine 
learning technique of emotional classification is of because it can model many 
functions and capture context [3] in the process. And they are relatively easy to adapt to 
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changing inputs and the possibility of measuring the uncertainty of the classification. 
The method of monitoring training from the manual classification is the most 
popular.[4],[5],[6],[7]. 

In addition to the Non-negative Matrix Tri-factorization[8],Genetic Algorithms[9], 
the most supervised learning algorithm which used on the sentiment analysis are still 
Naïve Bayes (NB),Maximum Entropy (ME)and Support Vector Machine 
(SVM )[10],[11]. A SVM [12] Operate by constructing a hyper plan with the closest 
training distance with the largest Euclidean distance. This can regard as the range 
between the separating hyper plane and the two parallel hyper planes on each side, 
indicate the border of an example of a class in the feature space. It is known that SVM 
is robust in the case of many features, not destined by the curse of dimensions, and 
produces the highest accuracy in sentiment classification [13]. However, a single 
objective classification, that aims at structuring the decision-surface of data, does not 
fit  the data well, and it has some disadvantages, such as, running slowly, and being 
applicable only to small data.  

Twin objective function SVM are now a hot in the field of studying support vector 
machine. The method has two objective functions, aiming to produce two separating 
hyper planes, thus, having more advantages than single objective function SVM. Such 
as, considering more data characteristics, more amenable to parallel computing, making 
the classification more accurate, faster, broadening the scope of data, and so on. This 
study applies two general and representative twin objective function SVM to the 
sentiment analysis. These two methods are Twin Support Vector Machine (TWSVM) 
introduced by R.K.jayaadeva. et. al. and Non-parallel Support Vector Machine 
introduced by Tian [14]. In our experiment, we compare Naïve Bayes (NB), the 
classical SVM algorithm Lib SVM and SMO with the two methods that are used in this 
study. The results show that twin objective function SVM are prior to other machine 
learning methods in accuracy and stability on the sentiment analysis data sets. 

This paper is organized as follows. Section 2 briefly dwells on Naïve Bayes, the 
single objective function support vector machine. Section 3 describes two twin 
objective function support vector machines (TWSVM and NPSVM). Section 4 presents 
the experimental results and section 5 contains the conclusion. 

2. Methods 

2.1 Naïve Bayes 

One approach to text classification is to assign to a given document a 
class * arg max ( )bb p b a� .We derive the NB classifier by first observing that by Bayes’ rule: 

( ) ( )
( )

( )

p b p a b
p b a

p a
� , 

where ( )p a  plays no role in selecting *b . To estimate the term ( )p a b , NB 

decomposes it by assuming the 'if s  are conditionally independent given 'a s class: 
( )

1( )( ( ) )
( )

( )

in am
i i

NB

p b p f b
p b a

p a
��

�  

That is to say, assuming that each independent function is an indication of the 
allocation class, independent of each other, we chose this classifier because of its 
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simple implementation,high computational efficiency,and straightforward features in 
learning. [15], [16]. We used the NB classifier of WEKA. 

2.2 SVM 

SVM, which was introduced by Vapnik and his co-workers in the early 1990s, is a 
classifier for the two types of the optimal classification that are linear inseparable. The 
goal of the SVM is to find an optimal separating hyper plane by constructing a hyper 
plane separating two classes with no error and maximizing the margin of the two types. 

For classification about the training data 

 },,...,1 | ),{( liyxT ii ��                                                                                                    (1) 

where .,,1},1,1{, liYyx ini �������� Linear SVM is applied to solve the following 

primal quadratic programming problem (QPP): 
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where  C   is a penalty parameter and 
i�  are the slack variables. The Wolf Dual of 
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where l�� are Lagrangian multipliers. The optimal separating hyper plane of 
(3) is expressed as: 
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A new sample is classified as +1 or -1 according to the final decision function 
).)sgn(()( bxwxf �	�  

Lib SVM and SMO are the effective algorithms to solve SVM. Lib SVM is 
developed and designed by Zhiren Lin and others of the Taiwan University. It is a 
simple, easy to use fast, and efficient packages to solve the SVM recognition and 
regression. It involves few adjustment parameters, and provides cross-validation 
functions. SMO is a fast and efficient algorithm for the SVM. It transfers the large 
convex programming problem into a small convex programming problem, and then it 
can train the larger data sets. The study described in this paper mainly uses the 
following two methods to solve the problem of the SVM. 

2.3 Twin Objective Function SVM  

Single objective SVM has some of the following problems when it is applied in the 
sentiment analysis. A single objective function is aimed at constructing the decision-
surface of the data, but it is not fit well to the distribution of data with the different 
emotional categories. Twin objective function SVM can achieve optimal data 
classification data while approaching data effectively.   
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2.3.1 TWSVM 

TWSVM is proposed by Jayadeva based on SVM. Its goal is to find two hyper planes 
for binary classification, with each super plane approaching one of the categories and 
being far away from other categories as soon as possible. 

Consider the binary classification problem with the training set  

)},1,(,),1,(),1,(,),1,{( 11 ����� �� qppp xxxxT ��                                                                        (5) 

TWSVM seeks two hyper planes 
0)( ��	 �� bxw  and 0)( ��	 �� bxw                                                                                  (6) 
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where 2,1,0 �
 idi
 are the penalty parameters .First, we obtain the dual problems of  

(7) and (8) by using the Lagrangian equation and KKT conditions: 
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We can obtain the solutions ),( �� bw  and ),( �� bw  of the problems (9) and (10) from 

the above calculation. A new data nx ��  can be predicted to belong to emotional 
category by 
       

kkk
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,
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where 	 is the perpendicular distance of point x  from the planes  

�����	 ,,0)( kbxw kk
 

TWSVM improves the accuracy of the SVM, while increasing the speed of SVM, 
but TWSVM needs to calculate the inverse matrix during computing process, thus is 
still very difficult for large-scale data processing. 
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2.3.2 NPSVM 

NPSVM is based on sustain vector machine and double support vector machine, its 
main goal is also to find two hyper planes fitting each category of data. However, due 
to its form, it is very similar to the standard SVM, we can solve the NPSVM by using 
the technology for solving the standard SVM. 

We seek two nonparallel hyper planes 0)( ��	 �� bxw  and 0)( ��	 �� bxw  for the two 

types of data(such as (5)) by solving two convex QPPs 
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where 4,,1,0 ��
 iCi  are the penalty parameters. First, we obtain the dual 

problems of (13) and (14) by using the Lagrangian equation and KKT conditions: 
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We can obtain the solutions ),( �� bw and ),( �� bw  of the problems (13) and (14) 

from the above calculation. A new data nx ��  can be predicted to be positive or 
negative by (12) 
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NPSVM is much more easily solved by computing than TWSVM, Therefore, it 
runs faster than the latter, and easier to implement as well. Since the main functions of 
these two SVMs appear in pairs, we call them the dual objective function support 
vector machine.   

3. Experiments 

The study reported in this paper mainly uses the standard database that is commonly 
used in the sentiment analysis ,the first data set is the Intel Movie Database (IMDB),the 
second dataset is the Pang[13] Database. The third is the NLPDVD database. The 
features of these three data sets shown in table 1. 

Table 1.  Database features 
Database Size Positive Negative Feature 
Pang2002 2000 1000 1000 8614 

IMDB 4000 2000 2000 5706 
NLPDVD 4000 2000 2000 2000 

In the experiments, in order to obtain the precision execution efficiency, we use 
the data preprocessing. That is, we select the emotional word with the document 
frequency greater than two and with the document sets greater than ten as the feature. 
Then, we use TF-IDF to represent the text. Each experimental data set is randomly and 
equally divided into a training set and test set.  

In this section, we compare NB, SVM (Lib SVM and SMO) and dual objective 
function on the three standard data sets. In a large number of experiments, the study 
found using the linear kernel on the three data sets is better than radial basis function. 
Therefore, all the methods in the experiments use the linear kernel. For all the methods, 
the optimal parameters 2,1, �idi

 in TWSVM and, 4,,1, �iCi
 in NPSVM are tuned for 

the best classification accuracy in the range 52� and 52 . Get the best parameters �  in 
this range [0, 0.5] with the step 0.05. Lib SVM, SMO and NB taken from WEKA 
which is an open source collection tools. Classification accuracy of each method is 
measured by the standard fivefold cross-validation methodology. All methods are 
implemented on a PC with an Intel Core processor and 4GB RAM. The experimental 
results are shown in Table2.    

Table 2. Mean value of benchmark date set 

In order to illustrate the stability and accuracy of the algorithm in sentiment 
analysis, we performed some experiments on IMDB data sets and pang2002 data sets, 
to account for various percentages of the training set for testing. The results are shown 
in figures 1 and 2. 

 

Data sets NB  
Accuracy% 

Lib SM 
Accuracy% 

SMO 
Accuracy% 

TWSM 
Accuracy% 

NPSM 
Accuracy% 

Pang2002 70.5 77.9 84.8 92.74 81.4 

IMDB 79.94 83.9 86.1 90 92.69 

NLPDVD 66.5 75.65 69.4 87.64 81.15 
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Figure 1. Average results of IMDB 

 
Figure.2. The average results on pang2002 

The analysis of the above results according to Table 2 shows that Twin objective 
function SVMs are higher by approximately 1% to 10% than NB and Single objective 
function SVM in classification accuracy, when they run on IMDB data sets and 
pang2002 data sets. As clearly seen from figures 1 and 2, NPSVM and TWSVM are 
better than NB, Lib SVM, and SVM classifiers in stability and accuracy. 

4. Conclusion 

In this study, the Twin objective functions TWSVM and NPSVM were applied to 
sentiment analysis and good results were obtained. Experiments show that in most 
cases, the double objective function SVM has better classification accuracy than the 
other three methods. At the same time, the training speed of NPSVM is significantly 
faster than Lib SVM and SVM. In addition, the dual objective function SVM generates 
two separate hyper planes. Therefore, its application range is much wider. In sentiment 
analysis, the life-long objective function SVM, as a classifier, has a stronger 
generalization performance than a general support vector machine. 
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Abstract. This study is mainly concerned with the problem of robust H∞ state 

estimation of uncertain neural networks with two additive time-varying delays. A 

novel linear matrix inequalities (LMIs) is constructed based on 

Lyapunov-Krasovskii functionals (LKFs) which contains two additive time-varying 

delays components. LMIs method are used to estimate the derivative of LKFs, it is 

calculated that the derivative of the LKFs is smaller than zero, which proved that 

uncertain neural networks with two additive time-varying delays is globally 

asymptotically stable. Meantime, a stability criterion of error system is presented 

such that the H∞ performance is guaranteed. Finally, two numerical simulation 

examples have been performed to demonstrate the effectiveness of developed 

approach. 

Keywords. linear matrix inequalities (LMIs), H∞ state estimation, two 

time-varying delays, uncertain neural networks 

1. Introduction 
Time-varying delays has received much attention which exists in many industrial and 

engineering systems [1, 2]. Time-varying delays frequently cause oscillations, 

divergence or instability of the systems, so the systems stability is the main consideration 

for time-varying delay in many applications.  

The stability problems for time-varying delays systems have been researched in 

recent years. For example, Wu [3] studied the stability of an uncertain systems, which 

contains multiple consecutive delay components. By considering the relationship 
between the time-varying delays and its upper bound, but there is no system state 

estimation, it is difficult to discover the change of the system, and the random 

interference items has not been added. Whether the delay is included according to the 

stability criteria, the delay systems is divided into two classes by Liu [4] which are 
delay-independent and delay-dependent. Two additive time-varying delays system is 

studied by Xiong [5] and establishes two novel integral inequalities, but the calculation 

process of this research is too cumbersome. The stability of continuous linear system 

with two additive time-varying delays is studied by Xu [6], which utilized the 
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reciprocally convex combination technique. Subramanian [7] and Samidurai [8]  studied 

robust analysis for uncertain neural networks with two additive time-varying delays by 

constructing Lyapunov-Krasovskii functions (LKFs) and making use of linear matrix 

inequalities (LMIs) technique. Liang [9] and Yuan [10] studied complex-valued neural 
networks (CVNNs) with two additive time-varying delays by constructing LKFs and 

making use of LMIs to solve the stable problems. The results show the convergence of 

the real and imaginary parts. The above literatures are for the stability analysis of two 

additive time-varying delays system. These literatures did not refer to the system by 

constructing state estimator. 

Bao [11]. Hou [12], Liu[13], Shen [14], Zhang [15] and Zhao [16] studied with H∞ 
state estimation problem for time-varying artificial neural networks. The aim of these 

papers is to design a time-varying H∞ estimator, such that the dynamics of the estimation 
error satisfy the given H∞ performance requirement. Liu [17] studied the problem of H∞ 

state estimation of a static neural network with time-varying delay by constructing a 

suitable Lyapunov function and ensuring the attenuation of the results as early as 

possible, which indicates that the system is progressively stable under Lyapunov's 
conditions. H∞ state estimation had been constructed in above literatures. Shao [18] 

studied an H∞ control problem with delay-dependent stability condition, a new stability 

criteria is obtained, and finally the system is proved to be asymptotically stable by 

constructing a Lyapunov functional. Zhou [19] studied the robust H∞ control problem 
for a delay singular system with parameter uncertainties. The influence of the system on 

the disturbance is attenuated, which indicate that the system is in the state of Lyapunov 

asymptotically stable by constructing a robust state feedback control law. A non-fragile 

state estimator of the recurrent delayed neural networks is designed by Yang [20] to 
ensure the existence of the desired estimators. The inadequacy of these researches is that 

they do not consider two additive time-varying delays issues. Among them, the H∞ 

control essence is an optimization design using the H∞ norm as the objective function. 

The H∞ norm is a norm defined on the Hardy space. In the H∞ control theory, it refers to 
the maximum singular value of the rational function matrix parsed in the right half plane 

of S. 

Zhou [21] studied the problem of robust finite-time state estimation for a class of 

discrete-time neural networks with two delay components and Mrakovian jump 
parameters. And a new LKFs is constructed. Duan [22] investigated the state estimation 

for H∞ control static neural network with two additive time delays. Time-varying delays 

often occur in engineering systems, network control, and biological network control. It is 

a factor that must be considered in the practice problems. In the problems of robust 
control and nonlinear asymptotically stable control, time-varying delays are factors that 

must be considered [23]. The difference between the leakage delays and the time-varying 

delays is that it will cause the instability of the system, and the time-varying delays can 

cause system delays [24]. 
There is less research in uncertain neural networks with two additive time-varying 

delays, in this paper, we investigate the H∞ state estimation for uncertain neural 

networks with two additive time-varying delays. Based on LKFs method, a novel LMIs 

method has been established to ensure the global asymptotic stability of uncertain neural 
networks with two additive time-varying delays. Finally, two numerical simulation 

examples are used to illustrate the effectiveness of the proposed design method.  
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Considering the following uncertain neural networks with two additive time-varying 

delays: 
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��                          (1) 

Where � �1 2( ) ( ), ( ), , ( )
T n

nx t x t x t x t	 	��, ( )�( )
T�, ( )
T

, ((  is the state vector, ( )y t  is the measurement, ( )u t  is 
the control input, ( )z t 	  to be estimated is a linear combination of the state, ( )w t  is 
disturbance input and 2( ) [0, ]w t L	 � , and 1A , 2A , 3A , 1C , 1B , 2B , 1D  and H  are known real 
constant matrices, 1 1 2 2( ( )) [ ( ( )), ( ( ))...... ( ( ))]T

n nf x t f x t f x t f x t
 denotes the neuron activation 
function and a constant input vector, and. 1 1 1( )A t A A
 �� , 2 2 2( )A t A A
 �� , 3 3 3( )A t A A
 �� , 

1 1 1( )B t B B
 �� , 2 2 2( )B t B B
 �� , 1 1 1( )C t C C
 �� , 1 1 1( )D t D D
 �� , 1A� , 2A� , 3A� , 1B� , 2B� , 1C�  and 
1D� is real matrix. These parameters represent the uncertainty of the system. ( )t  is 

represents a given initial condition. 
Assumption 1. The parameter uncertainties 1A� , 2A� , 3A� , 1B� , 2B� , 1C� and 1D�  are 

of the form: 

� � � �321222112111121321 )( SSSMMMMtHFDCBBAAA 
�������                            (2) 

Among these parameters, 11 12 21 22 1 2 1, , , , , , ,H M M M M S S P  is known real matrix of appropriate 

dimension. ( ) , 0, 0i jF t R i j�	 � �  is the real unknown time-varying matrix. So,  

( ) ( ) , 0TF t F t I t� � �                                                                                                   (3) 

Assumption 2. The time-varying delays 1 2( ), ( )t t� �  satisfy 

1 1 2 20 ( ) ,0 ( )t t� � � �� � �� � � ��                                              (4) 

. .

1 1 2 2( ) , ( )t t� � � �� �                                                      (5) 

2121 , ������ �
�
                                               (6) 

where 1 2,� �  are positive constants. 

Assumption 3 [25]. Each neuron activation function (.), 1,2,...,if i n
  satisfies the 
following condition: 

( ) ( )
0 , , ,i i

i
f f l R� � � � � �
� �
�

� � � 	 �
�                                                 (7) 

where , 1,2,...,il i n
  are constants, and diagonal matrix � �iL diag l
 . 

Then, constructing a state estimator for estimation of ( )Z t  as follows  

2. System model and Preliminaries 
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where ˆ( ) nx t 	 n  denotes the estimated state, ˆ( ) nz t 	 n  denotes the estimated 

measurement of ( )z t , and K is the state estimator 

gain matrix.  

Denoting the errors by  ˆ( ) ( ) ( )e t x t x t
 �  and    1 2( )= ( ) ( )t t t� � ��    ,   ˆ( ) ( ) ( )z t z t z t
 � , 

1 2 1 2 1 2
ˆ( ( ) ( )) ( ( ) ( )) ( ( ) ( ))e t t t x t t t x t t t� � � � � �� � 
 � � � � �  

Then, based on (1) and (8), the error system of the form is obtained:  
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Where     ˆ( ( )) ( ( )) ( ( )),g e t f x t f x t
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In this paper we will study the stability of (10) so that guaranteed its H�  

performance. Moreover, it is proved by numerical simulation that the state estimation of 
the system error equation tends to zero, which proves that the system is asymptotically 

stable. 

Definition 1 [25]. Given a prescribed level of noise attenuation 0� � , a proper state 

estimator (8) is founded, the equilibrium point of the result error system (10) with 
( ) 0w t 
  is globally asymptotically stable, and 

2 2
( ) ( )z t w t��                                                          (11) 

under zero-initial conditions for all nonzero 2( ) [0, )w t L	 � , where 

2 0
( ) ( ) ( )Tx t x t x t dt

�

�0 (
0

T ((T�

�00�                                                        (12) 

In this case, error system (10) is globally asymptotically stable with H�  performance 
� . 

3. Results and Proof 

In this section, the global asymptotic stability of the model (10) with the initial condition 

(2)~(7) is discussed and the main results are given as follows: 

Theorem 1. Considering the uncertain neural networks with two additive 
time-varying delays (1), If there is an appropriate dimension of the matrix Y , for given 
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scalars 1 2, 0h h � , let �  to be a prescribed constant, then the guaranteed H�  performance 

state estimation problem is solvable, if there exist real matrices 1 2 3 4 5 6, , , , , 0Q Q Q Q Q Q �  

10, 0, 0, 0( 1,2,3), 0( 1,2, 1,2);i i jeT P R S i M j e� � � � 
 � 
 
  positive diagonal matrices � �2 iP diag  
 , 

so the following LMIs are satisfied: 

11 12 13 14 15 16 17 18 19 110

22 23 24 25 26 27 28 29 210

33 34 35 36 37 38 39 310

44 45 46 47 48 49 410

55

66

77

88

99

1010

*

* *

* * *

* * * * 0 0 0 0 0

* * * * * 0 0 0 0

* * * * * * 0 0 0

* * * * * * * 0 0

* * * * * * * * 0

* * * * * * * * *

! ! ! ! ! ! ! ! ! !"
# ! ! ! ! ! ! ! ! !#
# ! ! ! ! ! ! ! !
#

! ! ! ! ! ! !#
# !
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# !#
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                                                    (13) 

where 

HHTMMMMQQQQQQYBPAYBPA TTTTTTT ����������������
! 1212111165432111111111

,
2

1010 I�! 
 �

12 3 1 2 1 1 1 2 11 21

T T T T TA P B Y A P B Y R T M M! 
 � � � � � � � , 13 2 1 1 1 1 12 22

T T T T TA P A P B Y M M! 
 � � � � , 14 2R! 
 , 

15 2 2 1 1 1

T T T TA P A P B Y! 
 � � , 16 1 3 1 1 1 1 1( )T T T T T T T TA P B Y A P B Y�! 
 � � � , 17 2 3 1 1 1 1 1( )T T T T T T T TA P B Y A P B Y�! 
 � � � , 18 1 1S�! 
  

19 2 2S�! 
 , 110 1 1PC! 
 ,  22 1 1 11 22(1 ) (1 )TA P M M� �! 
 � � � � , 23 0! 
 , 24 2R T! 
 � , 25 1 1( )TA P! 
 , 26 1 1 1( )TA P�! 
 , 

27 2 1 1( )TA P�! 
 , 28 2 3S�! 
 , 29 0! 
 210 0! 
 , 33 2 11 22(1 ) (1 )TQ M M� �! 
 � � � � � , 34 0! 
 , 35 1 1( )TB P! 
 , 

36 1 1 1( )TB P�! 
 , 37 2 1 1( )TB P�! 
 , 38 0! 
 , 39 2 3R�! 
 , 310 0! 
 , 44 1P! 
 � , 45 1

TB! 
  46 2

TB! 
 , 47 2 1

TB�! 
 , 

48 2 2

TB�! 
 , 49 0! 
 , 410 1D! 
 , 55 3R�! 
 � , 66 1 1R�! 
 � , 77 2 2R�! 
 � , 88 1 1

TR�! 
 � , 99 2 2

TR�! 
 � ,  

where 1K P Y�
  

Proof 1. constructing the following Lyapunov-Krasovskii functional: 

1 2 3 4( ) ( ) ( ) ( )+ ( )V t V t V t V t V t
 � �                                                      (14) 

( )

1 1
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Taking the time-derivative of ( )V t  along the trajectories of yields. Robust stabilization of 

the system. In this case, error system (10) is globally asymptotically stable with H�  

performance 
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Among the equation of  the  ))((4 teV
�

, Then ))((4 teV
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 is obtained through above 

formulas: 
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Where 

HHTMMMMQQQQQQYBPAYBPA TTTTTTT ����������������
, 1212111165432111111111

,

2111211121312 MMTRYBPAYKBPA TTTTT �������
,  
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Therefore, if LMIs is to be work, then ))(( teV
�

0. The neural networks (1) is 

asymptotically stable. This completes the Proof 1.  

Since the function ( ( ))f x t  satisfy (7). Then, for any ( ) 0e t � . 

ˆ ˆ( ( ), ( )) ( ( )) ( ( ))
0

ˆ( ) ( ) ( )

i
i

g e t x t f x t f x t l
e t x t x t

�
� 
 �

�                                    (26) 

Under the zero-initial condition, it is obvious that 0( ( )) 0tV e t 
 
 . For dealing easily. Let  

2

0
[ ( ) ( ) ( ) ( )] , 0

t T TJ z s z s w s w s ds t�� 
 � ��                               (27) 

Then,  

2

0
0
[ ( ) ( ) ( ) ( )] ( ( )) ( ( )) , 0

t T T
tJ z s z s w s w s ds V e t V e t t�� 
� � � � ��                            (28) 

Then for any 
2( ) [0, ]w t L	 � ,  

�

��� �� dsseVswswszszpJ
t TT ))](()()()()([
0

2�                                 (29) 
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Based on the equalities and inequalities, we can deduce that: 
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Proof 2. The system is robustly, asymptotically stable if the following inequalities 

is satisfied: 
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where 1 2 30, 0, 00 0 0� � � . 

Then, the inequalities given in (33) is equivalent to the LMIs (25). Thus, if the LMIs 

given in (25) is satisfied, then the system (10) is robust asymptotically stable. This 

completes the Proof 2. 

Corollary 1 Considering the neural networks with two additive time-varying 
delays system (1), for given scalars 1� �  and K , let �  be a prescribed constant, the 

guaranteed H�  performance state estimation problem is solvable if there exist real 

matrices  0Y � , 0 ( 1,2, 1,2);jeM j e� 
 
  and diagonal matrices � �2 iP diag  
  with appropriate 

dimensions, then the following LMIs are satisfied: 
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 � � � � � � � �      

13 11 12 2(1 )( ) 2M M P�2 
 � � � �  , 34 21 22 2(1 )( ) 2M M P�2 
 � � � �   

Moreover, the gain matrix K of the state estimator of (8) can be designed as 
1

1K P Y�
 . 

Remark 1. Theorem 1 provides a novel robust H�  state estimation of uncertain 

neural networks stability criterion for system (1) with two additive time-varying delays 
components, it has been verified by a form of less complex LMIs. 

Remark 2. Based on the Lyapunov stability criterion, a novel LMIs is constructed 

to prove that the derivative of the LKFs is smaller than zero, and that the system (1) is 

asymptotically stable. 

Remark 3. The state estimation uncertain neural networks methods are listed in 

table 1. 

Table 1. state estimation of uncertain neural network methods. 

numbers 1 2 3 4 5 6 7 

 

methods 
H�  

State 

estimation 

[22] 

Robust 

finite-time 

state 

estimation 

[21] 

State 

estimation 

[26] 

Extended 

dissipative 

state 

estimation 

[27] 

Delay 

dependent 

state 

estimation 

[28] 

Non-fragile 

state 

estimation 

[29] 

Recursive 

state 

estimation 

[30] 

Compared with other theories, the H�   theory can give delay-dependent criteria, so 

that the error system has globally asymptotic stability H�   performance. 

Remark 4. The structure of paper is organized as follows: In Section 2, problem 

model are given. In Section 3, a new 
 theorem and three corollaries are established. In Section 4, two simulation results are 

provided to demonstrate the effectiveness of the developed approach. Finally, Section 5 

summarizes this work. 

4.  Numerical Examples 

Two numerical simulation examples are to be presented to show the feasibility of the 

developed approach. 

Example1. Considering the system (10) with following parameters: 

1

1 0

1 1
A

�" %

 # &� �$ '

, 2

1 0

1 1
A

�" %

 # &� �$ '

, 3

2 0

0 1
A

�" %

 # &�$ '

, 1

0.1 0

0 0.1
B " %

 # &
$ '

, 2

0

1
B " %

 # &
$ '

, 
1 0

0 1
C " %

 # &
$ '

, 
1 0

0 1
D " %

 # &
$ '

, � �0 0 0.2delayx 
 , 

0.2

0.3

1

x
" %
# &
 # &
# &$ '

, 1 20.15, 0.24� �
 
 , 0, 0.001t dt
 
 . 
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In addition, the activation function is chosen as ( ) tanh( )f x x
 , the time-varying delay by 

( ) 0t� 
 . It is easy to get 
4.0107 1.7896

1.7896 4.6767
K

� �" %

 # &� �$ '

, 0.39� 
 .the noise disturbance is assumed be 

1
( )

1.2 0.8
w t

t



�
. 

1

0.6749 0.0197
,

0.0197 0.5245
P

�" %

 # &�$ '

2

0.1972 0

0 0.1972
P " %

 # &
$ '

,  
4.0107 1.7896

1.7896 4.6767
Y

� �" %

 # &� �$ '

, 1

2.8839 0.0969

0.0969 2.4532
S

�" %

 # &�$ '

, 2

0.0163 0.0291

0.0291 0.0200
S

�" %

 # &
$ '

, 

3

0.0250 0.0874

0.0874 0.0408
S

�" %

 # &� �$ '

, 1

581.417 58.2298

58.2298 436.2641
Q " %

 # &�$ '

, 

2

0.8732 0.1111

0.1111 1.0659
Q " %


 # &
$ '

, 3 4 5 6

436.4433 57.6238

57.6238 64.8827
Q Q Q Q

� �" %

 
 
 
 # &�$ '

, 11

282.9611 44.2305

44.2305 37.1869
M " %


 # &
$ '

, 12

300.9950 43.6859

43.6859 53.3194
M " %


 # &
$ '

, 

21

280.9950 42.1068

42.1068 33.6494
M " %


 # &
$ '

, 22

300.6336 43.8862

43.8862 53.7267
M " %


 # &
$ '

 

With the option H�  performance index 1.3811� 
 . Fig 1 shows the responses of the 

estimation error curves which generated by random initial value, it confirms the 
feasibility of the developed LMIs method through the designed state estimator of 

uncertain neural networks with two additive time-varying delays. 

By applying the MATLAB LMI toolbox, it is found that LMIs (13) is feasible. As 

Fig.1 illustrates, the initial matrix of the example1 is a two-dimensional matrix, there are 
four estimation error curves. The state estimation tends to 0 rapidly. Therefore, it is 

proved that uncertain neural networks with two additive time-varying delays is globally 

asymptotically stable through proposed LMIs. The calculated minimum H�  

performance index �  with different 1� �  values are listed in Table 2. One can know 

clearly that the results obtained by Corollary 1 can provide smaller H�  performance 
index �  than recently existing method in [1]. 

Table 2. Minimum H�  performance index �  with different � . 

�  0.4 0.5 0.7 

Reference [1] 0.4632 0.5301 1.3819 

Corollary 1 0.0035 0.1544 0.4402 

Example2. Considering a delayed neural network of Corollary 1 with following 

parameters: 

1 1 2

1 1 0 1 1 0 1 0 0

2 1 1 , 1 1 1 , 0 1 1

1 1 2 1 1 1 1 0 1

A B B
� � �" % " % " %
# & # & # &
 � 
 � � 
 �# & # & # &
# & # & # &� � � �$ ' $ ' $ '

, 3

1 0 0 1 0 0

1 1 0 , 0 1 0

1 1 1 0 0 1

A I
�" % " %
# & # &
 
# & # &
# & # &� �$ ' $ '

, 0.5, 0.5� �
 
  

In addition, the activation function is chosen as ( ) tanh( )f x x
 , the time-varying delay by 
( ) 0t� 
 . It is easy to get 
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   Figure 1. Estimation errors 1 2 3, ,e e e and 4e                  Figure 2. Estimation errors 1 2 3 4 5, , , ,e e e e e and 6e  

The global asymptotically stable simulation results of the system (10) with the 

above parameters is illustrated in Fig.2. 

the initial matrix of the example 2 is a three-dimensional matrix, there are six estimation 
error curves. 

5.  Conclusions 

In this paper, the problem of H�  state estimation of uncertain neural networks with two 

additive time-varying delays has been studied. Based on LKFs method, a novel LMIs 
method has been established to ensure the global asymptotic stability of uncertain neural 

networks with two additive time-varying delays. It has fine convergence speed through 

constructed LMIs. Two numerical simulation examples have been performed to 

demonstrate the feasibility of the developed approach. 
We would like to point out that this work did not include the H�  state estimation of 

uncertain neural networks with leaking time delay. 
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Abstract. Broadcast is an important link in mobile ad hoc wireless networks 
(MANETs). In order to improve broadcast coverage, reduce forwarding probability 

and broadcast collision, a dynamic space-covered broadcast algorithm based on 

neighbor-degree in MANETs is proposed. The concepts of neighbor-degree, 
available-angel and available-distance are introduced. The neighbor-degree is used 

to generate the initial forwarding probability of a node. Based on the available-angle 

and available-distance, the node weight is proposed to calculate the final forwarding 
probability, thereby realizing the dynamic selection of forwarding node and 

reflecting the dynamic space-covered of node. The forwarding strategy is proposed 

to reduce broadcast collision. Simulation results show that, compared with dynamic 
probability broadcast and node location based space-covered broadcast, proposed 

broadcast algorithm reduces the broadcast collision, improves the broadcast 

coverage, and reduces the forwarding probability when the number of nodes is large. 

Keywords. MANETs, broadcast coverage, forwarding probability, broadcast 

collision, forwarding strategy 

1. Introduction 

Broadcast [1, 2] is an important link in MANETs (mobile ad hoc wireless networks), 

which controls the information exchange between nodes. Compared with the broadcast 

with infrastructure, the broadcast in MANETs is more likely to generate broadcast storm 

[3] and unreliable broadcast. The specific manifestations are information redundancy, 

channel contention and signal collision, which seriously affect network performance. 

Therefore, many scholars have researched the broadcast algorithm [4-6] in MANETs. 

Flooding is the simplest approach to broadcast, which ensures a complete coverage 

but may cause serious redundancy in dense networks, and even broadcast storm. In order 

to suppress this phenomenon, there are three mainly broadcast algorithms: neighbor-

based, probability-based [7], and area-based [8]. The simplest broadcast among 

neighbor-based is self-pruning algorithm [9]. This algorithm selects forwarding nodes 

based on whether to cover new nodes, regardless of node density, and reduces 

redundancy generally. Probability-based broadcast algorithm is easy to implement, and 
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optimizes by compromising overhead and coverage. References [10, 11] combined with 

the self-pruning algorithm to obtain a new dynamic probability broadcast algorithm. The 

forwarding probability of node is dynamically adjusted with the distance between the 

sending node and the receiving node, the node density and the transmission range. 

However, the forwarding strategy of this algorithm results in low broadcast coverage 

when the number of nodes is small and high redundancy when the number of nodes is 

large. The area-based broadcasting algorithm considers the additional coverage area of 

the forwarding node, aiming to reduce redundancy and obtain reliable coverage. 

References [12, 13] proposed a space-covered broadcast algorithm, which divides the 

coverage of sending nodes into three equal parts, corresponding to three ideal positions. 

Each area only forwards one node closest to the ideal position in the area. By optimizing 

the spatial distribution of the forwarding node, the redundancy can be reduced and the 

broadcast coverage can be ensured, but the broadcast delay is too high. Aiming at the 

problems of the above algorithms, a dynamic space-covered broadcast algorithm based 

on neighbor-degree in MANETs is proposed to improve the broadcast coverage when 

the number of nodes is small and reduce the forwarding probability when the number of 

nodes is large by optimizing spatial distribution. 

2. Dynamic Space-Covered Broadcast Algorithm Bases on Neighbor-Degree 

Assume that the rectangular coverage area of the network is 10 × 10 km2, where N nodes 

are evenly distributed, and the transmission radius of each node is r. In the following, the 

"sending node" is the node that sends the broadcast packet, which can be divided into 

"source node" (the first node that sends the broadcast packet) and "non-source node"; the 

"receiving node" is the node that receives the broadcast packet; the "parent node" is the 

sending node which receives the broadcast packet for the first time. 

We proposed dynamic space-covered broadcast algorithm based on neighbor-degree, 

which includes forwarding probability calculation and forwarding strategy. Assume that 

the source node is uniquely determined in each broadcast; each node knows the 

information of all its two-hop neighbors; each node is equipped with a GPS positioning 

system, which can obtain its own position information. 

2.1. Ideal Coverage Model 

Assume that the nodes in the network are ideally distributed [13]. Considering each 

vertex as the sending node, the disk is the transmission range of the sending node. Each 

sending node is connected to three other sending nodes on the circle. When the sending 

node is the source node and its coordinate is 
1 1( , )x y , the coordinates of the forwarding 

nodes on the corresponding circle (denoted as _ , 1,2,3Ls i i � ) [13] are respectively, 

1 1 1 1 1 1

3 3
_1 ( , ), _ 2 ( , ), _ 3 ( , )

2 2 2 2

r r r rLs x r y Ls x y Ls x y� � � � � � � �           (1) 

When the sending node is a non-source node, assuming the coordinate of the parent 

node is 
0 0( , )x y , the coordinates of the forwarding nodes on the corresponding circle 

(denoted as _ , 1,2Lns i i � ) [13] are respectively, 
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1 0 1 0 1 0 1 0

1 0 1 0 1 0 1 0

3 1 3 3 3 1 3 3
_1 ( , )

2 2 2 2 2 2 2 2

3 1 3 3 3 1 3 3
_ 2 ( , )

2 2 2 2 2 2 2 2

Lns x x y y y y x x

Lns x x y y y y x x

�
� � � � � � ���

�
� � � � � � � ���

               (2) 

Eqs. (1) and (2) represent the ideal node coordinates. 

2.2. Forward Probability Calculation 

Assume that the sending node is iv  and the receiving node is jv . The neighbor-degree 

	  is defined as: 

2( ) /jN v r	 
�                                                                                                      (3) 

Where ( )jN v  represents the number of adjacent nodes of the receiving node jv . 

Using the neighbor-degree 	  instead of the node density of forwarding probability 

in reference [11], the initial forwarding probability 
0 ( )jP v  of the receiving node jv  is: 

2 1 2 2

2

( , ) ( , )
2sin ( ) 4 ( , )

2 2

0 ( ) 1

i j i j
i j

d v v d v v
r r d v v

r r
jP v e

	 �� �
� � � �

 �� �� �                                                       (4) 

Where ( , )i jd v v  is the distance between the sending node iv  and the receiving node jv . 

Further considering the ideal coverage model, the final forwarding probability 

( )jP v  can be obtained by combining Eqs. (1) and (2). In the case of the ideal distribution 

of nodes in the network, the coordinates of forwarding nodes can be calculated according 

to the ideal coverage model in Section .1 and denoted as the ideal node 
( )opt lv . However, 

when N is small, there may be a long distance between the ideal node 
( )opt lv  and the 

receiving node jv , and forwarding node cannot be directly selected from the receiving 

node jv . In order to select the sending node better, the node weight jw  is introduced. 

Assume that the coordinate of the receiving node jv  is ( , )j jx y  and the coordinate 

of the ideal node 
( )opt lv  is 

( ) ( )( , )opt l opt lx y . The connection between two nodes is denoted 

as L , so the angle jl�  between 
( )( , )i opt lL v v  and ( , )i jL v v  is: 

( )1

( )

| tan ( ) |
j opt l

jl
j opt l

y y
x x

� � �
�

�
 (5) 

The available-angle of the receiving node jv  is defined as min( ) (0,60 )o
j jl� �� � . 

The distance between the receiving node jv  and the ideal node 
( )opt lv  is denoted as jlD , 

and the available-distance of jv  is defined as (0, )j jcD D r� � , where arg min( )jl
l

c �� . 

2
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The node weight jw  is represented by the available-angle j�  and the available-

distance jD . 

3
cos( )

2 (0,1)

sin( )+1
2

j

j
j

w
D
r

�



� �  (6) 

The smaller j�  and jD , the closer the receiving node jv  and the ideal node 
( )opt lv , 

the greater the node weight jw . Select jv  with a large jw  as the forwarding node.  

Combining 
0 ( )jP v  and jw , the final forwarding probability ( )jP v  of the receiving 

node jv  is: 

0

0, ( )
( )

( ) (1 ) ( )

j
j

j j j

U v
P v

P v w U v� �

����� � � � � � � ���
 (7) 

Where, ( )jU v  represents the uncovered neighbors of the receiving node jv , set ( )jP v  

to zero when ( )jU v �� ; (0,1)� �  is a parameter. 

In MANETs, nodes are dynamic, and parameters such as the neighbor-degree 	 , 

the available-angle j�  and the available-distance jD  will change accordingly. 

Therefore, ( )jP v  also changes dynamically, which can achieve dynamic space-covered 

of the network. 

2.3. Forwarding Strategy 

When the sending node iv  is the source node, three nodes with the largest ( )jP v  are 

selected for forwarding; otherwise, two nodes with the largest ( )jP v  are selected for 

forwarding. 

According to ( )jP v , set the forwarding delay jT  for each forwarding node to 

alleviate broadcast collision; the larger ( )jP v , the smaller jT . Assume that the sending 

node iv  needs a time slot to send broadcast packet to the receiving node jv . Sort 

forwarding nodes in descending order according to ( )jP v . When iv  is the source node, 

jT  is 0, 1 and 2 in order; otherwise, it is 0, 1. 

2.4. Broadcast Algorithm 

Based on the ideal node coordinates and two-hop position information, the sending node 

calculates the forwarding probability ( )jP v  of adjacent nodes by Eq. (7) when it first 

receives a broadcast packet. Then the forwarding strategy is implemented, and the 

forwarding node and the corresponding forwarding delay are added to the broadcast 
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packet. Finally, the receiving node determines whether it is a forwarding node by 

extracting broadcast packet. If yes, calculate the forwarding probability of adjacent nodes, 

determine the forwarding node, and forward after the delay expires; otherwise, do not 

forward. 

3. Algorithm Simulation and Performance Analysis 

Assume that the broadcast radius of each node is r = 3 km. The nodes are considered 

stationary during broadcast. And each node knows the information of its all two-hop 

neighbors. 

When 0.7� �  and N = 10, 20, 30, 40, 50, 60, 70, 80, 90, the simulation results of 

proposed broadcast, dynamic probability broadcast [11] and node location based space-

covered broadcast [13] are shown in Figures 1 to 3, respectively. 

 

 

As shown in Figure 1, when N is greater than 20, the forwarding probability of 

proposed broadcast is lower than dynamic probability broadcast and node location based 

space-covered broadcast.   

 

Figure 1. Forwarding probability of different number of nodes

Figure 2. Broadcast coverage of different number of nodes
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As shown in Figure 2, the broadcast coverage of proposed broadcast is almost 1 and 

has nothing to do with N which is better than dynamic probability broadcast and node 

location based space-covered broadcast.  

 

As shown in Figure 3, the broadcast collision of proposed broadcast is the smallest. 

4. Conclusion 

Compared with dynamic probability broadcast and node location based space-covered 

broadcast, the performance of proposed broadcast is better in forwarding probability, 

broadcast coverage and broadcast collision. 
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Secure Server Key Management Designs 
for the Public Cloud 
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Abstract. The Enterprise Level Security (ELS) model focuses on designing secure, 
distributed web-based systems starting from basic principles. One area of ELS that 
poses significant design challenges is protection of web server private keys in a 
public cloud. Web server private keys are of critical importance because they 
control who can act as the server to represent the enterprise. This includes 
responding to requests as well as making requests within the enterprise and to its 
partners. The cloud provider is not part of this trusted network of servers, so the 
cloud provider should not have access to server private keys. However, current 
cloud systems are designed to allow cloud providers free access to server private 
keys. This paper proposes design solutions to securely manage private keys in a 
public cloud. An examination of commonly used approaches demonstrates the ease 
with which cloud providers can currently control server private keys. Two designs 
are proposed to prevent cloud provider access to keys, and their implementation 
issues are discussed. 

Keywords. enterprise, security, public cloud, key management, hardware security 
module, web server, cloud computing 

1. Introduction 

Web security has become more important as more aspects of business, government, 
and everyday life are put online. A challenge that occurs at the design level is securely 
managing the private key of a web server while utilizing the public cloud.  The goal is 
a server key management design in which keys cannot be duplicated, keys can only be 
used by authorized individuals, and key operations are timely. At the time of this 
writing, no known solution has been implemented to provide all of these. This presents 
a problem that affects all public cloud hosted web servers.  

This paper presents a review of common existing solutions’ security shortcomings, 
an analysis of improvements to these solutions, and two proposals for a secure design. 

2. ELS in a Private Cloud 

The approach to security in this paper is based on Enterprise Level Security.  Many 
security solutions patch together components that were developed independently, 
which leaves legacy and insecure protocols and interfaces as easy attack points [1].  
Others use third parties to provide security as part of another non-security service [2], 
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which puts security in the hands of non-professionals and leads to easy security flaws.  
Still others use third parties that assume privileged positions in the architecture to 
perform security-specific functions [3].  The Zero Trust Architecture is a new approach, 
and ELS is an architecture that is consistent with ZTA ideas and has moved toward 
implementation.  As such, it holds promise for enterprise security. 

ELS enumerates a number of tenets and concepts that guide its requirements and 
implementation details [4]. One important idea in ELS is that all communication and 
sharing is done with end-to-end integrity and encryption between two endpoints. No 
other entities are allowed to view or modify such communication.  Also, when two 
entities communicate, they have strong assurance that they are communicating with 
each other. This relies on strong end-to-end authentication of both entities [5] and 
hardware for storing and using private keys for high security applications.  

The ELS private cloud hosting approach is shown in Fig. 1, where a normal 
request flows from a browser on an enterprise machine to a server hosted in the private 
cloud on a virtual machine. The browser uses the smart card certificate and private key 
to authenticate through TLS to the server. The smart card private key is accessed 
through a universal serial bus (USB) smart card reader, and the smart card is protected 
by a personal identification number (PIN). The server uses its certificate and HSM key 
to authenticate to the browser. The connection from the server to the HSM is secured 
through a separate TLS connection. This HSM connection may be local and long-lived. 
Session keys are used for the encryption, decryption, and validation of TLS transmitted 
data. 

 
Figure 1. Normal web request flow. 

3. The Public Cloud Challenge 

The simplest method to move to the public cloud is to directly apply the private cloud 
model to the public cloud.  For higher security, an administrator from the enterprise can 
visit the cloud provider and generate hardware key pairs on a validated HSM.  A 
further security measure is to create only direct connections between cloud servers and 
the HSM and eliminate the use of virtual HSM interfaces.  A final security measure is 
for an administrator to create all of these direct server-to-HSM connections while 
visiting the cloud provider.   

Using all of these security measures, an administrator can create long-lived TLS 
connections between the servers and the HSM. Special tokens or keys that are used to 
create HSM connections are held by the enterprise and not shared with the cloud 

K. Foltz and W.R. Simpson / Secure Server Key Management Designs for the Public Cloud 249



provider. This prevents the cloud provider from creating additional connections. The 
server private keys are in hardware, and the only connections to the HSM are from the 
associated servers.  

 
Figure 2. Web request flows in an untrusted cloud – direct TLS state manipulation to allow additional HSM 

connections. 

However, the cryptographic keys for the secure HSM connection, along with any 
other necessary information including sequence numbers and other internal states, are 
stored in software on the server as part of the TLS connection state. This sensitive 
information can be extracted by an untrusted cloud provider by either copying the 
virtual machine on which the server is running or probing it through hypervisor 
interfaces. With access to the memory of the machine, methods exist to directly extract 
TLS keys from an executing application [6]. With these keys and the appropriate state 
information, the cloud provider can inject new private key usage requests to the HSM 
by creating the proper messages and updating the internal state of the server TLS 
connection, such as sequence numbers, initialization vector values, and other 
encryption state. This is shown in Fig. 2. 

It requires specialized skills to probe a virtual machine image and manipulate TLS 
session keys, but the cloud provider has the required level of access to perform these 
actions. Even with dedicated effort to hide the TLS state in the virtual machine, the 
protection is only obfuscation, and such an approach fails to satisfy ELS security 
principles.   

4. Proposed Secure Solutions 

The main problems discussed in this paper have stemmed from the separation of the 
server and HSM and the challenge of establishing a secure connection between them.  
The approaches that follow attempt to combine the server and key. 

4.1. Server in HSM 

One way to combine server and keys is by implementing the entire server and its keys 
inside the HSM. The HSM server connects with the browser through a TLS connection, 
as shown in Fig. 3. The application is pre-loaded onto the HSM, associated with the 
proper private keys, and then shipped to the cloud provider. The private key access 
occurs completely within the HSM, which protects it from the cloud provider.  
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Figure 3. Proposed solution with server in HSM. 

The main hurdle for this approach is that HSMs are expensive, special purpose 
devices designed specifically for key generation, storage, and use. They are not 
designed to run arbitrary software, and they typically do not have the storage or 
computation power required to support a full server. These are problems, but they are 
implementation issues within a fundamentally secure design. 

4.2. Homomorphic Encryption 

A second way to combine server and key is through the use of homomorphic 
encryption.  Homomorphic encryption allows data to be processed while remaining 
encrypted [7]. The programs that normally operate on the unencrypted data are 
transformed to operate on the encrypted data. 

In a homomorphic encryption solution, the requester encrypts its requests using 
homomorphic encryption. These requests are not decrypted at the transformed server. 
They are used as encrypted inputs to a program that operates on encrypted data. Part of 
the server processing involves authentication using an HSM. The HSM is also 
transformed to operate on encrypted data. The server sends encrypted key operation 
requests to the HSM and uses the encrypted response to authenticate to the requester. 
Similarly, the server can authenticate as a requester to other servers that accept 
encrypted requests. The design for the client to server communication is shown in Fig. 
4. 

 
Figure 4. Proposed solution using homomorphic encryption. 

The primary issue with the full homomorphic encryption (FHE) approach is 
performance. Current implementations of FHE are extremely slow [8]. FHE has seen 
significant performance improvements, but it is still far from practical.   
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5. Operational Considerations 

The previous section discusses designs for server private key security in the public 
cloud. This section examines implementation issues for the secure designs. 

5.1. Cloud Vendor Support 

The cloud vendor controls the HSM and server and is centrally positioned to provide 
server private key security. Current cloud providers offer cloud-based key management 
services backed by HSM key storage, but they offer virtual HSM interfaces, and 
controls on key access are set at this virtual interface [9]. The cloud provider allows the 
enterprise administrator to set permissions on key use, but these permissions apply only 
to other enterprise users, not to the cloud provider itself. The cloud provider maintains 
direct control of the HSMs. 

One promising approach for server integrity is a method to establish software root 
of trust unconditionally on hardware [10]. This provides assurance that no malware is 
present on a machine when it boots. The cloud provider performs this procedure to 
ensure that no malicious code is hidden on the hardware during the boot process. 
However, this still relies on the cloud provider to perform the procedure properly. 
Server private key security must come from outside the cloud provider. 

5.2. HSM Vendor Support 

An HSM can provide the property that a key cannot be duplicated. Major HSM vendors 
also provide some accommodations to facilitate the move to the cloud [11]. Thales, for 
example, provides a method to create a key on a local HSM and securely copy it to an 
HSM in the cloud [12]. However, this feature does not protect the cloud HSM from the 
attacks on the server-to-HSM connection. It also explicitly creates a copy of the private 
key, which is against ELS principles.  

To improve security, the HSM vendor must provide a way to authenticate the 
server connections. However, the HSM is the key holder for server authentication, so 
this becomes a bootstrapping problem. Thus, the HSM vendor cannot solve this issue 
using advanced key management. 

5.3. Leveraging Mobile Device Management (MDM) Technologies for Cloud Assets 

Mobile device vendors embed hardware security features to enable secure 
communication with their devices. For example, the vendor can embed their own PKI 
root certificate authority (CA) public key in the hardware to enable trusted software 
updates [13].  The MDM services integrate with these hardware protections. The 
operating system, securely loaded by the hardware after signature validation, provides a 
set of APIs that can be used to remotely control the operation of the device.  

The hardware protections of a mobile device make the device much like an HSM. 
The ability to remotely manage the phone, and in particular the ability to restrict user 
functions, makes such a device desirable for cloud hosting environments. In this 
scenario, the cloud provider acts as the mobile user, and the cloud client acts as the 
MDM administrator. The client hosts their server on a cloud-provided mobile device 
and manages it in the potentially hostile cloud environment through the MDM 
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interfaces. This allows the remote client to limit the activities of the hands-on cloud 
provider instead of the cloud provider limiting the client’s activities.  

6. Conclusions 

The public cloud offers many desirable benefits in cost, efficiency, and even security, 
but taking advantage of these while maintaining secure server private key management 
is a challenge. Problems in the public cloud and hybrid cloud stem from the separation 
of the server from its authentication key in the HSM. An untrusted cloud provider can 
exploit this separation to use the private key of the server.  

The proposed solutions for secure design have the common theme of encapsulating 
the server and HSM within a single logical entity. This eliminates the difficult problem 
of authenticating the server and HSM to each other. Using an HSM as the single logical 
entity provides a hardware encapsulation that hides the communications between the 
server and key management within the HSM itself. Using homomorphic encryption 
creates this single logical entity in software by encrypting the requests and responses 
and allowing the cloud provider to access and process only this encrypted data.  

Current technology appears poised to be able to implement these approaches. The 
performance of FHE is currently poor, but it is improving.  Mobile devices include 
technology that can allow secure remote management and software updates, which is 
similar to what is required of the “server in HSM” solution.  
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A Routing Protocol Based on Both of 
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WSNs  
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Abstract. A hierarchical routing algorithm for wireless sensor networks (WSNs) is 

discussed. We select cluster heads according to related distances and residual 
energy. Both effects of the number of nodes dissipated and the energy 

consumption act on propagation distances. In addition, the related density effects 

on the propagation distance. We Define comprehensive influence factor and 
propagation influence factor, adjust the initial probability of nodes participating in 

cluster heads’ election, make propagation distances of nodes gradually increase 

within a certain range. Simulation results show that both cluster heads and failure 
nodes are evenly distributed in the whole sensor network. The residual energy of 

nodes are balanced inter the living nodes, which extends the survival time of the 

network. The routing algorithm we have designed has the characteristics of better 
balanced energy consumption. 

Keywords  sensor, routing algorithms, density, energy reduction, failure factors.  

1. Introduction 

WSNs are made up of a lot of sensors with low energy. Sensors whose bodies are small 

can live in all sorts of environment and have several functions such as calculation, store 

and forward. The convenience of being carried and used let WSNs have extensive 

application prospect. Sensors have their own disadvantages, e.g. their limited energies, 

it is necessary to avoid their disadvantage. It is not convenient to add energy if any 

sensor has or is about to be dissipated in some application environments. When the data 

are forwarded in WSNs, the appropriate routing algorithm has to save energy and let 

the energy be consumed uniformly as much as possible. In order to extend the lifetime 

of WSNs, we should ensure living sensors with higher residual energy or being 

distributed uniformly in the network. 

For the sake of convenience, sensors are named as nodes in the following, the node 

that finally receives data is the base station (or the sink node), and the node that sends 

data is called as source node. In a larger layout range, the geometric distances between 

the source nodes and the sink node are longer, it is not in one-hop to transport data, 

instead of multi-hop forwarding data. The nodes with same initial energy are uniformly 

distributed, but along data transmission, different nodes consume different energies and 

some nodes may fail in advance. The living nodes may be no longer uniformly 

distributed, and the residual energy of living nodes may be different. Suppose the data 
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is transported in distributed way in the network. With some admissible delay, the same 

received-data needs to be aggregated before being forwarded to the sink node. Data 

may be aggregated at certain relay nodes, and then be forwarded to the sink node. The 

hierarchical routing protocols mainly involve two phases, namely the cluster 

construction phase and the data transmission in the stable phase. A clustering can be 

divided into five steps, namely, computing the optimal number of cluster heads, 

selecting the optimal cluster heads, calculation of clusters’ radius, constructing clusters,  

processing some special nodes (such as isolated nodes). 

We designed a hierarchical route algorithm, the basic steps and requirements are 

described as follows. 

1. Initial step. Set two influence factors on cluster heads’ election and propagation 

radius.  Initialize parameters. 

2. Using residual energy, density change rate and related radio radius to adjust the 

probability of participating in the competition of cluster heads and cluster radius. 

3. Selecting cluster heads in distributed way. 

4. After all nodes have been joined in corresponding clusters, first special nodes 

(such as isolated nodes) would be processed, second the data is transported and 

forwarded. It is supposed that the received data could be aggregated before the data 

forwarded to another cluster head or to the sink node. 

5. Supposed that conflicts are avoided during data transmission and information 

will not be lost. 

2. Related Literatures  

If sensors with homogeneity are arranged into a flat topology uniformly, the 

transmission range of WSNs is consistent with the coverage range if the propagation 

radius of the sensor meets certain conditions [1][2].  

LEACH [3] is the first hierarchical clustering routing protocol. Many improved 

algorithms on WSNs have appeared [4-7] based on LEACH. LEACH protocol 

specifies the expected percent of the cluster heads and gives a threshold for each node 

to be selected as a cluster head. If the random number ( )p n  assigned to node n  is less 

than threshold ( )T n , node n  is selected as the cluster head, otherwise it is a non-

cluster head node. Non-cluster-head nodes join in someone cluster head according to 

sensing strength. In each cluster, non-cluster-head nodes transmit data to their cluster 

heads in a single hop. Cluster heads send received data (after received data being 

aggregated) to the sink node in one-hop. Data forwarded between cluster heads and BS 

is completed in a one-hop mode, and the cluster head election is randomness and 

equilibrium. 

Hierarchical cluster protocol HEED [8] takes into both the communication 

overhead and residual energy of each node. Data from source nodes to the sink node 

can be transported by multiple hops, and the relay nodes passing through are all cluster-

head nodes. When a cluster head is selected by HEED, both primary and secondary 

factors are involved. The main factor is the percentage of the current residual energy 

 to the initial energy mE of each node; the secondary factor is the communication 

energy consumption between the nodes in the cluster. Any cluster is constructed in 

HEED by three steps: initialization, loop step and final step. 

rE
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Initialization. Calculate the neighboring sets, compute the minimum average 

communication energy consumption of each cluster (the neighboring set of a certain 

node). Set the initial probability C probH  that any node is selected as a cluster head. 

    
minC max( / , )prob p r mH C E E p� � , 

where  is the expected percentage of the cluster heads in the WSNs minp
 
is

  
the 

minimum probability that any node becomes a cluster-head node, which is mainly used 

to ensure the convergence of HEED. The initial probability C probH  changes with the 

network operation and residual energy of the node, which is the final probability that 

the node is selected as the cluster head. 

Loop step. The main task is to select cluster heads from cluster heads’ set CHS , 

where cluster heads are divided into two sorts that are temporary cluster heads and final 

cluster heads. 

In the final stage, each node determines its final state (either a member node of a 

cluster or a final cluster head). If the node is an isolated node, it is declared to be a 

cluster-head node. 

Kuang zhejun [9] proposed a clustering algorithm REEM (A role, energy efficient, 

membership clustering) based on role membership in static network in order to 

eliminate "energy hole". REEM considers roles and relationships. Relationships among 

nodes are divided into member relationship and non-member relationship. Nodes’ roles 

are divided into three sorts that are dominant node 2, relay node and source node 

according to their residual energy. Different roles transform identity by their own 

energy (residual energy of dominant node > residual energy of relay node > residual 

energy of source node). Unselected relay nodes are in dormant state. In REEM 

algorithm, dominant nodes send data to BS in one-hop, but the data is sent and 

forwarded from the source to a dominant node through an intermediate path composed 

of relay nodes. Prasenjit Chanak et al. [10] studied WSNs with uniform distribution, 

homogeneity and static layout. By the characteristics of the sensor network based on 

tasks, they proposed the problem of reducing the energy hole in the network in 

according to load management. The network is divided into several clusters whose 

scale can be determined [4].The algorithm of load management mode [4] is completed 

in two steps. The first step selects the cluster head from the perspective of energy 

saving and complete the cluster construction. The second step would select the 

appropriate route path for the purpose of load balancing. Routing strategy considers the 

energy consumption of receiving and forwarding data. Both of clustering and selecting 

cluster heads are completed according to the energy consumption of the nodes, which 

is not completed in a probabilistic way like LEACH, HEED and other similar protocols. 

The combination of optimization algorithms and cluster head selection strategies in 

hierarchical protocols is also a method to study wireless network routing algorithms. 

Tarunpreet Bhatia et al. [11] proposed routing algorithm GADA-LEACH (Genetic 

Algorithm based Distance-Aware LEACH) in wireless sensor networks by using 

genetic algorithm. First, LEACH protocol is used to select the initial cluster head. Then, 

define the fitness function   according to three factors. Genetic algorithm is used to 

optimize the primary cluster head. An energy efficient clustering and routing method 

GECR (Genetic algorithm based Energy efficient Clustering and Routing approach) is 

 
2 For the sake of distinction, sink nodes in [9] is called dominant nodes in this paper. 
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designed by using genetic algorithm [12]. K. Thangaramya et al.[13] used fuzzy neural 

network to design an energy-sensitive clustering protocol. 

In addition, some routing protocols consider other performance indexes of sensor 

networks and design corresponding hierarchical routing protocols. Ngoctu Nguyen et al. 

[14] designed the routing algorithm to maximize the utility of data aggregation and 

constructed a virtual aggregation tree by equilibrium adjustment in order to minimize 

the load consumption. By the tree, the data is received and forwarded to balance the 

energy consumption, so as to reduce the energy hole. Anuradha Pughat et al. [15] used 

the dynamic energy management model to analyze the performances. With the goal of 

minimizing energy consumption, Mohit Sajwan et al. [16] designed optimization 

algorithms of selecting multi-path routing or single-hop routing. Ansam Ennaciri et al. 

[17] designed the routing strategy from the perspective of load balancing with the goal 

of improving service quality. Surjit Singh etc. [18,19] discussed performance 

evaluation by optimization techniques or DMS (Dynamic Modulation Scaling). 

3. Relevant Concepts 

3.1.   Radio Model  

We use the First Order Radio Model (figure 1). The Settings of various parameters are 

shown in table 1~2. The energy consumption of transmitting 1bit and the energy 

consumption of receiving 1bit are respectively  denoted as TxE (Transmitter 

Electronics ) , RxE (Receiver Electronics). The energy consumption ( , )TxE k d , which 

is generated by a packet with bitsk (k bits in a packet) transmitted to the target node at 

distance d , is consists of the energy consumption both of data transmission and data 

amplification (respectively denoted as ( ), ( , )Tx ampE k E k d ). The energy consumption of 

the packet received is denoted as ( )RxE k . 

TABLE 1 Radio model Parameters 
Type Parameter Value Parameter Value 

Radio model , ,elec Tx RxE E E   

fse  

ampe  

50 nJ/bit 
10 pJ/bit/m2 

0.0013 pJ/bit/m4 

fusionE  

Threshold distance (
0d ) 

5 / /DAE nJ bit signal�

0 75 /fs ampd m e e� �

 

 

Receive Electronicx

*elecE k

 ( )RxE k

k bits packet

Transmit Electronics Tx Amplifier

4 2* *  or  * *amp ftk d k d� �*elecE k

  ( , )TxE k d

k bits packet

d

 
 

 

Computing ( , )TxE k d [3,4] as follows. 

( ) ( , ) * ,                               (1)Rx Tx elecE k E k d E k� �  

Fig 1 The First Order Radio Model 

u1

u2 v

Normal Cluster head

Normal member

Non-Normal

Cluster head

Sink node

Fig 2 Disposal modal about an isolated 
cluster head or a cluster with only 

one normal member
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( , ) ( ) ( , )              Tx Tx ampE k d E k E k d� �  

2

0

4

0

* * * ,   
                  (1)

* * * ,

elec fs

elec amp

E k k d d d

E k k d d d

�

�

� � ��� 	
� 
��

 

3.2.    Influence Factors Design and Parameter Description  

Suppose that mn  sensors with initial energy mE  are uniformly placed in a rectangular 

area .The remaining energy of a node at a certain time and the number of nodes alive in 

the network are denoted as rE aliven , respectively. The initial probability of a node 

becoming a cluster head is defined as follows. 

    
minC max( / , )prob p r m pH C E E f p� � �           (3) 

where  is the expected percentage of the cluster heads  in the network,  and  
 
is 

the minimum probability that a node becomes a cluster header. pf  is the propagation 

influence factor with initial value 1, and its meaning is shown in the following 

Definition 3. C probH  would change with the network operation and the residual energy 

of the node, which is also the final probability that the node is selected as the cluster 

head. 

Cluster head election and radio radius usually change with the change of network 

energy. In the process of data transmission and forwarding, energy consumption is 

generally uneven. Considering the influence factors from both the whole and the part, 

we design the energy consumption reduction factor 0a  and the failure influence factor 

1 (denoted as 1a ). We also design density impact factor (denoted as 0b ) and 

propagation impact factor Pf , failure impact factor 2(denoted as 1b ) and synthesis 

factor Rf . 

Definition 1 Cost factor of energy reduction 0a  and  failure impact factor 1 1a  are 

defined as follows.  

0 1+
*

m r

alive m

E Ea
n E

�
�  , 

1 1 m alive

m

n na
n
�

� � . 

Definition 2 Density impact factor 0b  and failure impact factor 2 1b  are defined as 

follows. 

0 1- TnumNbr numNbr

m

n nb
n
�

� ,  0 0

0

1 1
Talive alive

Talive

n n
b

n
�

� � , 

where, TnumNbrn  and numNbrn  are expressed respectively the number of neighbor nodes 

before and after data information transmission in the same round; 
0Taliven  and 

0aliven  

are respectively the number of living nodes before and after data information 

transmission in the same round. 

Definition 3 (energy consumption and failure) Comprehensive impact factor 

(denoted as Rf ), and propagation impact factor (denoted as pf ) are defined as 

follows. 

pC minp
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Rf =
0 1 1(0.5* 0.5* )*a a b� noticing 1 1b � (initial) so Rf =1(initial)  

2

1( / )Pf R d� here Pf =1(initial)
1 0 *R b R�   

where R is the propagation radius of nodes (each node’s R  is same in the same round), 

d  denotes the distance from non-cluster-head to cluster-head or cluster-head to BS. 

Definition 4 The initial value of the communication transmission radius 

2 2

0

log m

m

nR X Y
n

� � �
, the adjustment formula of the transmission radius is 

0 0min( * ,  )RR f R d�  , where 
0d  is shown in table 1. 

3.3.    Design Idea 

We believe that if a node consumes more energy in the previous round, it is less 

competitive in the following cluster-head competition. If the density of nodes has a 

larger change, the chance of selecting cluster head is smaller. The propagation distance 

of nodes increases with the increase of the failure node. The initial value of each node’s 

probCH  is modified according to both the residual energy and the propagation influence 

factor before the head election. The comprehensive influence factor is involved in the 

adjustment of the propagation distance of nodes. If the selected cluster head has no 

member node or just one member node, it is added to the nearest cluster and become a 

member of this cluster. Each member node send data to its cluster head by one-hop or 

two-hop, then cluster heads forward data to the sink node by multi-hop (or one-hop) 

after data aggregated. 
Our routing algorithm is divided into four steps. 
Step 1. Initialization. Set various parameters. 

Step 2. Loop stage. Complete the function of cluster heads election and clustering. 

Step 3. For nodes not in any cluster, if they are not the final cluster heads, set them 

as the final cluster head to complete the cluster construction; If they are final cluster 

heads, complete the cluster construction. 

Step 4. Adjustment. A cluster head is isolated or has only one cluster member, then 

it is added to the nearest cluster and become a cluster member of this cluster. Adjust the 

member set of this cluster. 

4. Algorithm Strategy and Explanations 

4.1.   Routing Algorithm 

Our routing algorithm is an improvement of HEED routing protocol and named as Alg 

(in attach). It is briefly described as follows. Firstly, set parameters and define the 

initial radio radius R. Then select and determine the final cluster head to complete the 

cluster building operation (steps II~IV below). Finally, data transmission is occurred in 

WSNs. 

D. Xing / A Routing Protocol Based on Both of Density Variation and Distance-Aware for WSNs 259



4.2. Theoretical Explanation 

Observation 1: Algorithm Alg is completely distributed and satisfies the conditions 

listed in the introduction. Any node becomes a cluster head node according to its 

probCH , or become a cluster member node. 

The result of Observation can be obtained according to lemma 1~3 below. 

Lemma 1  the Alg algorithm will terminate in O(1). 

Proof  It is proved that Initialize, Finalize and TDMA in Alg can obviously be 

completed in limited steps, and the corresponding steps in Repeat are similar to those 

steps in Heed [8], so Alg can be completed in O(1).  

Lemma 2  At the end of step III, a node is either a cluster head or a normal node of 

a cluster (that is a member node and is a non-cluster head). In general, cluster heads are 

not isolated cluster heads, unless both the number of live nodes and the number of 

cluster heads are the same one node. 

Proof  Two cases. 

1. If 1probCH   and 2probCH  of two adjacent nodes is different from each other, 

1probCH   and 2probCH  cannot reach 1 at the same time in step III, then they cannot be 

selected as cluster-head nodes at the same time. 

2. If 1probCH   equals to 2probCH , their values reach 1 at the same time, but the 

probability of this is small. The above result has been shown in [8](reference Lemma2 

in [8]). 

Lemma 3  Algorithm Alg can be used to select cluster heads in a distributed way. A 

node is either a cluster head node, or one or two hops can reach a cluster head node, 

and the cluster heads obtained are evenly distributed in the network range. 

Proof Consider and Analysis step IV in Alg. According to using the conclusions of 

lemma 1, 2 and Lemma5 in [8], the conclusion of Lemma is easy to be drawn. 

4.3. Energy Consumption Calculation 

Energy consumption mainly lies in data transmission, forwarding and data aggregation. 

In the process of cluster head election, each node is either selected as a cluster head or 

join to a cluster to become a member node of a non-cluster head. In the process of each 

node confirming its role, the data sent or received is relatively small. Once the role is 

determined, the amount of aggregated data, as well as the amount of data sent or  

received, needs to be measured as the number of packets. There are three cases: energy 

consumption of one-hop (or two-hop) normal cluster members, energy consumption of 

cluster heads, and energy consumption of relay nodes (relay nodes refer to cluster head 

nodes with only one normal cluster member). 

Energy consumption can be divided into three cases (in the process of data 

transmission and forwarding). 

Case 1. Compute energy consumption of normal member nodes (non-cluster-head 

member nodes).  Similar to formula equation (1). 

Case 2. Isolated cluster heads and clusters with only one cluster member. An isolated 

cluster head is directly added to another nearby cluster and become its normal cluster 

member. Processing the clusters with only one normal cluster member, see the 

following description. In fig 2, Data transmission between isolated sensors and clusters 

with only one cluster member is expressed. 
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1. Isolated cluster head u  join to a cluster whose cluster head is CH . u  sent bitsl  

to CH , the energy consumption is denoted as u CHE �  or ( )Tr u .  

2

( ) ( , )

           [ ],                    

u CH Tx u to CH

elec fs u to CH

E Tr u E l d
l E e d

� � �

� �

� �

� � � �
    (4) 

2.  A cluster u  with only one normal cluster member v  (here u  is the cluster head, 

re-labeled u  as the relay node). v  sent bitl  to the relay node u  ,then u  receives and 

forwards data to a cluster head CH ,  the energy consumption v u CHE � �
 is calculated as 

follows.  

2 2

2 2

( ) Re( ) 2 ( )

           [ ] 2 ( )

           ( ) 2 2 (1 ,

2

2 )

D

D

A

A

DA

v u CH

elec fs v to u elec elec fs utoCH

fs vtou utoCH elec

E Tr v u l E Tr u

l E e d l E l E l E e d

l lEe d d l E

�

� �

� �

� � �

� � � � � �

� � � � � � � � � � � � �

� � � � � � � � � � �

�

�

 (5)  

Case 3.  Normal cluster-head nodes (whose size is 2CHn � , where the size of a cluster 

refers to the number of nodes in the cluster).   

Cluster head energy consumption = received data energy consumption + data 

aggregation energy consumption + data amplification and transmission energy 

consumption 

The cluster whose size is CHn ( 2CHn � ) has 1CHn �  normal member. Its cluster head 

CH receives ( 1) bitCHn l� �  and sends bitl  at the same time. After data aggregation, 

data is sent to another cluster head 
0CH  (

0CH  may be BS). The energy consumption 

0CH CHE �
is calculated as follows. 

0

0

Re( ) + ( )

           ( 1) [ ]           

DA

DA

CHCH CH

CH elec elecCH C CHtH oCH

E CH l E Tr CH

n l E l E l E d

n

n n ���

� � � � �

� � � � � � � � �� � � �

 

0 0

0 0

2

0

4

0

[ ] [ (1 ) 1] ,        if  

[ ] [ (1 ) 1] ,      if  

DA

DA

CH

C

fs CHtoCH CH elec CHtoCH

amp CHtoCH CH elec CHtoH CH

l e d n l E d d

l e d n

n

n l E

E

E d d

� �

� �

� � � � � � � � � ��� 	
� � � � � � � � �

��

����

     (6) 

where � (1 0�� 
 ) is the compression ratio; Re( )u  represents the energy consumption 

of node u  receiving data, ( )Tr u  represents the energy consumption of  node u  

sending data,  and 
DA

E  represents the energy required for aggregation 1bit data. vtoud  

represents  the distance from node to node; utoCHd  represents the distance from node 

u  to cluster head CH ; 
0CHtoCHd represents the distance between cluster head  CH and 

cluster head 
0CH . 

5. Simulation Experiment 

5.1.   Simulation Environment 

TABLE 2  Simulation Parameters 
Type Parameter Value Type Parameter Value 

Network Network  uniform  

Sink 

Initial energy 

From (0,0) to (100,100) 

At (50, 140) 

4J/battery   

Application Data packet size 

Broadcast packet size 

Packet header size 
Gathering coefficient 

1000 bytes 

250byptes 

25bytes 
0.8 Application Cluster initial radius 0R
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Matlab is used for simulation experiments. The simulation network model and related 

parameters are shown in table 1~ table 2. 

5.2.   Results of Simulation 

We use a randomly uniform network with 100 nodes. The related parameters are shown 

in Table 2. Both the proposed algorithm Alg and HEED are implemented by simulation. 

In the following figure, the red hollow point ‘o’ represents living node, solid green dot 

‘� ’ represents dead node, blue‘ ’is an cluster head, ‘ ’ representing sink node (or 

base station). Every star is a cluster (including cluster head, normal member and blue 

edges representing communication relationship.).  

We have made an analysis and comparison from four aspects: 1) living node/round, 

failed node/round (Fig 3); 2) radius/round figure (Fig 4); 3) equilibrium of cluster 

distribution (only the case of Algorithm Alg is described; Fig 5); 4) distribution 

uniformity of living nodes (Fig 6-7). We also compare the rounds of algorithm Alg 

with HEED in five cases where the first time occurs: first_dead, 10%_dead, Half_dead, 

90%_dead and All_dead (99%_dead) (table 3).  

 
 

 

 

 
 

 

 

 
 

 

 

 

a) Initial network 

a) 19-node failure b) most nodes failure

Fig4 Algorithm Alg: 

Radius/Rounds 

Fig5  Algorithm Alg: Clustering 

b) most nodes failure 

Fig 6 Algorithm Alg: distribution about failure 
nodes and living nodes 

a) 20-node failure b) most nodes failure

Fig 7 Heed: distribution about failure nodes and living nodes 

Fig3 Heed and Alg: Percentage of 

failure nodes, Living nodes, Rounds 
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TABLE 3  Death Cases vs Rounds 

Alg\Death first_dead 10%_dead Half_dead 90%_dead All_dead 

Heed(rounds) 513 539 740 864 889 

Alg(rounds) 255 373 656 1099 1293 

As shown in Fig 5, the cluster distribution is balanced. Fig 6 and Fig 7 show that 

algorithm Alg can distribute failure nodes more evenly. Based on Table3 and Fig 3, we 

can see that the rounds are later when first_dead, 10%_dead and Half_dead appear in 

Heed for the first time, but the node failure rate is relatively high in the operation 

process with this algorithm. The first rounds of first_dead, 10%_dead and Half_dead 

appeared in Alg algorithm earlier, but the gap between the corresponding rounds and 

Heed is gradually narrowed, and the node failure rate of Alg become small during 

operation. When 90% of the failed nodes appears, the first round of Alg is later 235 

rounds than Heed. Algorithm Alg prolongs the survival time of the network and 

enables the data to be transferred well in the network as a whole. 

6. Conclusions 

We design and implement routing algorithms Alg in wireless sensor networks with 

uniform distribution. The rationality of our algorithms is shown. The simulation results 

show that our algorithms have better performance in energy consumption uniformity.

References 

[1] Piyush Gupta and P. R. Kumar. Critical Power for Asymptotic Connectivity[C]. Proceedings of the 

37th IEEE Conference on Decision & Control.Tampa, Florida USA Dec. 1998, 1106-1110. 

[2] Sanjay Shakkottai, R.Srikant, NessShroff. Unreliable Sensor Grids: Coverage, Connectivity and 
Diameter[C]. Proc of the 22nd Annual Joint Conference of the IEEE Computer and Communications 

Societies. San Francisco, IEEE, 2003, 1073-1083. 

[3] Heinzelma, A. Chandrakasan and H. Balakrishnan. Energy-Efficient Communication Protocol for 
Wireless Microsensor Networks.  Proceedings of the 33rd Hawaii International Conference on System 

Sciences, Jan. 2000.   (Proc. 33rd Hawaii Int'l. Conf. Sys. Sci., Jan. 2000) 

[4] W.B. Heinzelman, A.P. Chandrakasan, H. Balakrishnan. An application specific protocol architecture 
for wireless microsensor networks, IEEE Trans.Wirel. Commun. 1, Oct. 2002, 4, 660–670. 

[5] G. Smaragdakis, I. Matta, A. Bestavros. SEP: A Stable Election Protocol for clustered heterogeneous 

wireless sensor networks. Second International Workshop on Sensor and Actor Network Protocols and 
Applications (SANPA), 2004, 1–11. 

[6] Dongmei Xing. Energy Consumption Balancing Algorithms on Optimizing Dynamic Topology in 

Wsns. Frontiers in Artificial Intelligence and Applications, Volume 320: Fuzzy and Data Mining V-
Proceedings of FDSM 2019, 975-983. DOI:10.3233/FAIA 190273. 

[7] Vishal Kumar Arora (Research Scholar), Vishal Sharma, Monika Sachdeva. A survey on LEACH and 

other’s routing protocols in wireless sensor network, Optik 127 (2016), 6590–6600. 
[8] O. Younis, S. Fahmy. HEED: A Hybrid, Energy-Efficient, Distributed Clustering Approach for Ad-

hoc Sensor Networks, IEEE Transactions on Mobile Computing, 2004 , 3 (4), 366-379. 

[9] Kuang ZheJun. Research on energy saving strategies for wireless sensor networks (Thesis, in Chinese). 
Doctoral thesis of Jilin university, China.  May 2014. 

[10] PrasenjitChanak, IndrajitBanerjee, HafizurRahaman. Load management scheme for energy holes 

reduction in wireless sensor networks[J]. Computers and Electrical Engineering, 48 (2015), 343–357. 
[11] Tarunpreet Bhatia,Simmi Kansal, Whivani Geol, A.K. verma . A genetic algorithm based distance-

aware routing protocol for wireless senor networks. Computers and Electrical Engineering, 56 (2016), 

441-455. http://dx.doi.org/10.1016/ j.compeleceng.2016.09.016.  
[12] Tianshu Wang, Gongxuan Zhang, Xichen Yang, Ahmadreza Vajdi. Genetic algorithm for energy-

efficient clustering and routing in wireless sensor networks. The Journal of Systems and Software, 146 
(2018), 196–214. https: //doi.org /10.1016/j.jss.2018.09.067.  

D. Xing / A Routing Protocol Based on Both of Density Variation and Distance-Aware for WSNs 263



[13] K. Thangaramya, K. Kulothungan, R. Logambigai, M. Selvi, Sannasi Ganapathy, A. Kannan. Energy 

aware cluster and neuro-fuzzy based routing algorithm for wireless sensor networks in IoT. Computer 

Networks, 151 (2019), 211–223. https://doi.org/10.1016/j.comnet.2019.01.024. 
[14] Ngoc-Tu Nguyen, Bing-Hong Liu, Van-Trung Pham, Yi-Sheng Luo. On maximizing the lifetime for 

data aggregation in wireless sensor networks using virtual data aggregation trees. Computer Networks, 

105 (2016), 99–110.  http://dx.doi.org/10.1016/j.comnet.2016.05.022. 
[15] Anuradha Pughat, Vidushi Sharma.  Performance analysis of an improved dynamic power 

management model in wireless sensor node. Digital Communications and Networks, 3 (2017), 19-29. 

[16] Mohit Sajwan, Devashish Gosain, Ajay K. Sharma. Hybrid energy-efficient multi-path routing for 
wireless sensor networks. Computers and Electrical Engineering, 67 (2018), 96–113. https: 

//doi.org/10.1016/ j.compeleceng. 2018.03.018. 

[17] Ansam Ennaciri, Mohammed Erritali, Jamaa Bengourram. Load Balancing Protocol (EESAA) to 
improve Quality of Service in Wireless sensor network. Procedia Computer Science, 151 (2019), 

1140–1145. 
[18] ISurjit Singh, Rajeev Mohan Sharma. Optimization Techniques in Wireless Sensor Networks.  CTCS 

'16, March 04-05, 2016, Udaipur, India. DOI: http://dx.doi.org /10.1145/2905055.2905200. 

[19] Maryam Bandari, Robert Simon, and Hakan Aydin. 2017. DMS based energy optimizations for 
clustered WSNs. ACM Trans. Embed. Comput. Syst. 3(16), Article 86 (April 2017), 28 pages. DOI: 

http://dx.doi.org/ 10.1145/2998179 

 Appendix 

Algorithm Alg 
I. Initialize 
1. Compute Rf Pf  and R Determine the neighboring set 

nbrS of each node   

{ :      }nbrS v v lies within my cluster range�  

2. Compute and broadcast cost to 
nbrv S�   

3. 
min

max

max{ , )residual
prob porb p

ECH C f p
E

� � �
   

4. _ _is final CH FALSE�     

II. Repeat  
1. If ( ( { :   a  })CHS v v is cluster hand� �� )   

2.   _ _ _ cos ( )CHmy cluster head least t S�    

3.   If ( 1probCH �  ) 

4.  _ _ ( , _ ,cos )Cluster head msg NodeID final CH t   

5.         _ _is final CH TRUE� , compute R  and d   

6.     else 
7.     If _ _my cluster head NodeID�       

8.         _ _ ( , _ ,cos )Cluster head msg NodeID tentive CH t   

9.    else If (0,1) probRandom CH�     

10.        _ _ ( , _ ,cos )Cluster head msg NodeID tentive CH t   

11. 
previous probCH CH�      

12. min{ 2,1)prob porbCH C� �   

13.   Until  1previousCH �        

III. Confirm 
1. If ( _ _is final CH FALSE� )        

2.   If ( { :     })CHS v v is a cluster head� ��   

3.    my_cluster_head�  least_cost(SCH)   

D. Xing / A Routing Protocol Based on Both of Density Variation and Distance-Aware for WSNs264

http://dx.doi.org/
http://dx.doi.org/
http://dx.doi.org/
http://dx.doi.org/


4.    _ ( _ _ , )join cluster cluster head ID NodeID    

5.   else _ _ ( , _ ,cos )Cluster head msg NodeID final CH t , 

6.  else _ _ ( , _ ,cos )Cluster head msg NodeID final CH t  

IV. Adjust 
1. If ( =1nbrS ) and ( _ _is final CH TRUE� ) 

2.   { }CH CHS S NodeID� � , _ _is final CH FALSE�  

3.   my_cluster_head�  least_cost(SCH) 

4.  _ ( _ _ , )join cluster cluster head ID NodeID  

5. If ( =2nbrS ) and ( _ _is final CH TRUE� ) 

6.   { }CH CHS S NodeID� � , _ _ _is final CH NNON CH�  

7.   my_cluster_head�  least_cost(SCH) 

8.  _ ( _ _ , )join cluster cluster head ID NodeID
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Electronics in Dark Matter and Neutrino 

Measurements 
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Abstract. This paper presents real-time digital filter algorithms to be applied within 

dark matter and neutrino measurements. The digital signal processing algorithm 

implements a trapezoidal pulse-shaper programmed on FPGA at 125 MHz. The 

real-time filter algorithm enhances the SNR of a digitized signal from a photo 

detection module (SiPM, cryogenic front-end electronics & 14-bits ADC). The 

trapezoidal filter upgrades the signal to noise ratio (SNR) from 10.4 to 15.4 with a 

total increment of 50%. The total on-chip power is 0.198 W. 

Keywords. cryogenic, DSP, filtering, FPGA 

1. Introduction 

Digital signal processing (DSP) has been implemented in nuclear physics detection [1] 

and nuclear spectroscopy [2] in the recent decades. Digital filtering owns several 

advantages and a higher efficiency in comparison to traditional analog electronics 

methods. In fact, traditional methods find some limitations to upgrade the desired signal 

without risking the stability. The main aim of this study is to implement a DSP algorithm 

to enhance more than 30 %, in real time, the figure of merit (FOM) of the neutrino and 

dark matter measurements. In this case, FOM is the signal to noise ratio (SNR). In turn, 

this improvement will allow the worst-case condition of the front-end electronics (SNR 

= 6) to reach the minimum requirement, described by the experiment (SNR = 8 or 4σ 

resolution). As a result, a DSP algorithm was programmed in FPGA at 125 MHz, using 

a real-time trapezoidal filter [3]. The digital filter processes a 14-bits input signal from a 

photo detector module (PDM). 

2. Real-time Digital Filter 

2.1. Noise Contributions 

The digital pulse processing implementation goal is to reduce the proportion of undesired 

signal over the mean signal. In other words, to minimize the different noise sources 

presented in cryogenic front-end electronics. The noise sources are divided into the 
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parallel thermal noise due the leakage current from the detector, the series thermal noise 

due to the input capacitance, and the flicker or low frequency noise [4]. Even though the 

frontend integrated electronics works at temperature of 77 K, the total detector 

capacitance presents a large value of 10 nF. Hence, the series and parallel thermal noise 

contributions become an important factor in the circuit. This condition generates a strong 

interest in the real time digital filter. 

On the other hand, the integrated electronics (Figure 1) present a low 1/f noise 

contribution due to its large transistors area, since the transistor sizing is performed in 

such a way to reduce the hot carrier effect. Although the flicker noise is negligible at high 

frequency in this application, the CMOS technology may produce a 1/f noise increment 

at low temperatures [5]. It is important to hold the noise increment at low level, in the 

case of low frequency application. A digital trapezoidal pulse-shaper was chosen as the 

structure to build the real-time filter algorithm, since it accomplishes a high noise 

reduction in the case of a series and a parallel noise contribution [6]. 

 

Figure 1. Front-end integrated electronics schematic 

2.2. Digital Filter Application 

In digital filter algorithms, the total RMS noise is significantly decreased by setting an 

optimal shaping/peaking time within the digital trapezoidal filter. For instance, the series 

noise drops as the peaking time of the trapezoidal waveform increases. However, the 

parallel noise presents an opposite behavior [7]. Hence, the shaping time was tuned in 

order to obtain an optimal performance in term of series and parallel noise contributions. 

Furthermore, the shaping time could be modified digitally depending on the application. 

For instance, a long peaking time is developed for the low rate application. In the 

meantime, a short shaping time is useful for the high rate application. Thus, the digital 

trapezoidal parameters exclusively depend on the application approach. Besides, the 
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trapezoidal filter provides an additional advantage in the possibility to synthesize and 

implement in real time using a clock frequency of 125 MHz. 

The real time trapezoidal filter processes and enhances an output signal from the 

photo-electron detection in the DarkSide-20k experiment. The detection and readout are 

developed by a SiPM sensor [8] and front-end integrated electronics at 77 K [9], as shown 

Figure 1. The combination of the photo detection module and the digital filtering become 

an important support in the neutrino [10] and dark matter [11] experiments with large 

area detectors. 

3. Design and Implementation 

The real-time digital filter provides a symmetrical trapezoidal pulse at 125 MSa/s. The 

signal shaping goal is to obtain an RMS noise substantially lower than the digitized signal 

using a sampling time of 8 ns. The digitized signal is an analog input waveform, which 

presents a peaking time of 250 ns, a falling-edge of 900 ns, an RMS noise of 600 μV and 

a photo-electron amplitude of 5.6 mV. These key parameters will be compared against 

the trapezoidal output signal in order to check the digital filtering efficiency. 

3.1. Trapezoidal Filter Design 

The trapezoidal pulse-shaper schematic is illustrated in Figure 2. As the figure illustrates, 

the pulse-shaper is divided into 4 stages with difference purposes within the shaping 

process. The first and second stage are described by the Equation 1. These are the delay 

units programmed with a FIFO block, which exhibits a depth of 200 samples. The FIFO 

depth fixes the total delay of the unit, and consequently the rising and falling edge time 

of the trapezoidal waveform. In this design, the Delaya and Delayb were set to achieve an 

optimal peaking time of 1.6 μs, programming both 1st and 2nd stage with the same delay. 

 

 

Figure 2. Digital trapezoidal filter schematic 

Equation 2 (S3, S4) describes the operation of the third stage. This stage represents a 

high-pass network on the system, which includes a multiplication factor (M) in one of its 

branches. The M factor is implemented to cancel the exponential term of the analog input 

signal. For this reason, the M factor depends on the ratio between the sampling time and 

the decay time constant, as shown the Equation 3. The high-pass network basically 

deconvolutes the analog output signal, with a decay time constant (τdecay), into a step 
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signal. The output signal of the third stage (S4) is illustrated in the post-implementation 

timing simulation (Figure 3). 

In this digital trapezoidal filter design, the third stage is computed by applying a 

sampling time (τclk) of 8 ns and a decay time constant τdecay of 680 ns. Hence, the M factor 

computed, following the Equation 3, is equal to 85. The Delaya, Delayb and M were key 

parameters, which were set in the digital pulse processing algorithm. 

S1[n] = Vin[n] − Vin[n − delay1] 

(1) 

S2[n] = S1[n] − S1[n − delay2] 

S3[n] = S2[n] + S3[n − 1] 

(2) 

S4[n] = S3[n] + M  S2[n] 

  (3) 

3.2. Simulation and Implementation Tool 

The synthesis and place & route process were carried out using the Vivado tool. The 

synthesis and implementation were accomplished by using the Xilinx Kintex-7 FPGA 

KC705 Evaluation Kit with a clock frequency of 125 MHz. The total on-chip power 

consumption of the digital trapezoidal filter is equal to 0.198 W. Furthermore, the digital 

filter implementation occupies a total area smaller than 3% of the total available area in 

the FPGA. The digitized signal is supplied by a 14-bits ADC, which samples the analog 

signal from the integrated electronics at 125 MSa/s. 

The post-implementation timing simulation is shown within Figure 3. This figure 

presents the shaped signal waveform stage by stage described in the Figure 2. The first 

signal (Vin) represents the digitized signal. S1 and S2 respectively represent the output 

signal from the delay units, S4 describes the high-pass network output signal. The S4 

stage shows how the digitized signal is converted into a positive and negative step signal. 

Finally, Vin outlines the trapezoidal waveform with a similar amplitude in comparison to 

the front-end electronics output signal. 

4. Experimental Results 

The experimental results were realized by processing a database with 25x106 samples or 

200 ms of data acquisition from the photo detection module output signal. The 

experimental database is digitized, following this is employed as the input of the 

trapezoidal filter. In order to check the efficiency of the digital filtering, a peak voltage 

histogram was built with the output amplitude before and after real time digital filtering. 
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Figure 3. Signal waveform produced on the output of each stage 

4.1. Peak Voltage Histogram 

The peak voltage histogram represents the amplitude of the detected photoelectrons (PEs) 

from the cryogenic electronics, as shown Figure 4. From the histogram, the figure of 

merit, which analyzes the filtering efficiency, is the signal to noise ratio (SNR). The SNR 

is divided for two terms in this study, as shown Figure 4. This figure provides the 

information of SNRbase and SNR1p. The SNRbase represents the ratio between a PE 

amplitude and the standard deviation (std) of the baseline. In the meantime, the SNR1p 

represents the ratio between one photo-electron amplitude and its std. 

 

Figure 4. Peak voltage histogram of the front-end electronics 

The integrated electronics results (pre-filtering) provide a SNRbase equal to 12.3 (21.8 

dB) and a SNR1p equal to 10.6 (20.5 dB). Applying the digital trapezoidal pulse shaper, 

the peak voltage of each photoelectron exhibits a larger separation in comparison to the 

pre-filtering histogram. The new histogram is described by the Figure 5. This exhibits a 

peak voltage distribution with a much lower std, as illustrated by a higher number of 

counts per peak. Hence, the figure of merit was improved considerably, as shown the 

post-filtering parameters SNRbase equals to 23 (27.3 dB) and SNR1p equal to 15.4 (23.8 

dB). The trapezoidal pulse shaper results describe a significant increment of SNR around 

50%. This factor realizes an improvement in the photon counting resolution. 
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Figure 5. Peak voltage histogram after trapezoidal digital filtering 

5. Conclusion 

The real time digital filter algorithm for dark matter and neutrino measurements showed 

a high performance in terms of SNR results in comparison to the pre-filtering results. The 

new SNRbase and SNR1p was enhanced around 50 %, since these reached values higher 

than 20 and 15 respectively. This improvement increases the photon counting resolution, 

as the peak voltage histograms describe. The real-time filter application is focused on 

low rate measurements, such as dark matter and neutrino experiments. 

References 

[1] V. Jordanov et al, Digital techniques for real-time pulse shaping in radiation measurements, Nuclear 

Instruments and Methods in Physics Research Section A: Accelerators Spectrometers Detectors and 

Associated Equipment 353 (1994), 10.1016/0168-9002(94)91652-7. 
[2] Z. Guzik, T. Krakowski, Algorithms for digital -ray spectroscopy, Nukleonika 58 (2013) 333-338. 
[3] N. Menaa, P. D’Agostino et al, Evaluation of real-time digital pulse shapers with various HPGe and 

silicon radiation detectors, Nuclear Instruments and Methods in Physics Research Section A: 

Accelerators, Spectrometers, Detectors and Associated Equipment 652 (2011), 512-515. 
[4] A. Rivetti, CMOS Front end electronics for radiation sensors, CRC press, Turin, 2015. 
[5] F. J. Scholz and J. W. Roach, Low-frequency noise as a tool for characterization of near-band impurities 

in silicon, Solid-State Electron (1992), 447–452. 
[6] G. Gerardi, L. Abbene, A digital approach for real time high-rate high-resolution radiation 

measurements, Nuclear Instruments and Methods in Physics Research Section A Accelerators 

Spectrometers Detectors and Associated Equipment 768 (2014), 46–54. 
[7] E. Gutierrez et al, Low Temperature Electronics: Physics, Devices, Circuits, and Applications, Claeys 

Academic Press, San Diego, 2001. 
[8] F. Acerbi et al, Cryogenic Characterization of FBK HD Near-UV Sensitive SiPMs, IEEE Transactions 

on Electron Devices, Vol. 64, Iss. 2, 2017 
[9] A. Martinez, 4-Channel Front-End Integrated Circuit For Readout of Large Area of SiPM under Liquid 

Argon, 15th Conference on Ph.D Research in Microelectronics and Electronics (2019), 

10.1109/PRIME.2019.8787758. 
[10] J. Stewart, The ProtoDUNE Single-Phase Detector, IEEE Nuclear Science Symposium and Medical 

Imaging Conference, 2017. 
[11] C. E. Aalseth, F. Acerbi, et al, DarkSide 20K: A Yellow book technical proporsal/pre-technical design 

report, INFN, 2016. 

A.D. Martinez R. on behalf of DarkSide Collaboration / Real Time Digital Filter 271



 

Research on Fixture Design of NC 
Machine Tool Based on UG 3D Modeling 

Yanxia LI 1 
Nanjing Communications Institute of Technology, Nanjing, 211188, China 

Abstract. Research on the design of CNC machine tool fixture based on UG 3D 
modeling; Firstly, the processing procedure of the back cover parts is analyzed, 
and the overall scheme of the fixture is determined. Then the three dimensional 
model of each part of the jig is established including the standard part library of jig 
and the design of non-standard parts of jig. Then carry on the fixture 3D assembly 
drawing design; Finally, it is converted into fixture technical document including 
assembly drawing and specific part drawing. The design process is simple and 
clear, which improves the quality and efficiency of fixture design. 

Keywords. UG software, fixture design, assembly drawing, 3D modelling 

1. Introduction 

2D CAD software is adopted for fixture design. The designer should first form the 
three-dimensional entity of the fixture in the mind of the structure, and then express it 
with 2D diagram to complete the fixture design. In the design process, thinking should 
be converted repeatedly in the three - and two-dimensional models, and finally two-
dimensional assembly drawing is drawn, but three-dimensional assembly drawing is 
generally not drawn. There are unfavorable factors for fixture design quality and 
efficiency, as well as machining and assembly. 

UG software is currently the most advanced in the world, for manufacturing 
industry, set of 3D CAD/CAM/CAE integration of high-end software, it not only has 
powerful entity modeling, but also associated with three-dimensional entity model 
completely two-dimensional engineering drawing function of UG two-dimensional 
engineering graphics can be directly generated from the product design of the three-
dimensional entity, and two-dimensional engineering graphics when the 3D model 
changes in the related view, size and other information to update. 

Based on UG 3D modeling of CNC machine tool fixture design, design fixture 3D 
assembly drawing under UG environment, and then convert it into 2D engineering 
drawing, which is described in detail below. 
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2. Jig Information Processing 

The information of fixture design includes parts geometry information, processing 
technology information, clamping process information and so on. Through the analysis 
of the structure of the parts, clamping features and technological requirements, make 
the fixture design scheme, that is, the positioning scheme, clamping scheme, the 
specific structure of the clamp layout scheme. 

2.1 Analyze the Parts Process 

As shown in Figure 1, (a) is the top surface of the rear cover, and (b) is the ground of 
the rear cover. 

The underside and a side of the back cover parts have been processed. This 
procedure requires the processing of 8-�10.5 holes on the underside and 6-M12 
threaded underside holes on the a side. The production scale is batch production. 

According to the process requirements, the workpiece is processed on the 
machining center, with one side and two holes (bottom and two locating pin holes) as 
the positioning datum, and the �10.5 drill bit is selected for processing the bottom 8-
�10.5 holes, and the �10.25 drill bit is selected for processing the 6-M12 threaded 
bottom holes, and all holes are processed by one-time clamping. 

a                                                      (b) 
        Figure 1.  Back cover parts. 

2.2 Determine the Overall Plan f Fixture 

As the machining of the hole of the part to be machined feeds from the bottom to the 
top, it is necessary to place the bottom of the part upward for machining, but it is not 
convenient for positioning and clamping. It is comprehensively considered to place the 
part side vertically for positioning and clamping. After the clamping is installed, the 
whole clamp is turned 90� degrees, and the hole machining is carried out with the 
bottom upward. 

According to the analysis, the overall plan of the fixture is that the workpiece is 
placed vertically on the side, one side and two pins are used for positioning (support 
plate and two positioning pins are selected), and the hinge pressing plate mechanism is 
used to press the workpiece from the top surface to the bottom surface for clamping; 
because the hole to be processed is on the positioning datum plane, the drilling 
template and the fixture body are combined to save space; because the fixture needs to 
be turned 90� , the turning mechanism needs to be designed. 
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3. Establish Three-dimensional Model of Each Part of Fixture 

3.1 Set Up Fixture Standard Parts Library 

In the design of fixture, more than 50% parts are standard parts, designers have to carry 
out simple repetitive work;The establishment of fixture standard parts library plays an 
important role in improving fixture design efficiency. 

1 Set up parameter table 
The parameter table mainly expresses the parameters of each part of the standard 

parts. The fixture design selects the appropriate standard components according to the 
parameters in the table. 

The first level heading includes positioning element, guiding element, aligning 
element, aligning element, clamping element, key and other elements. 

There is a table for each standard part. The top of the table is the 2D graph and 3D 
graph of the standard part. The third line is the specification of the standard part and the 
bullet symbol corresponding to each part. 

2 Create a 3D gallery 
Firstly, the catalogue of the standard element 3D gallery should be established, 

which should be consistent with the catalogue of the parameter table. Then, according 
to the parameters in the parameter table, UG software was used to create the 3d 
modeling of the standard parts and put them in the folder of the corresponding 
directory of the 3D gallery to form the 3D gallery, as shown in Figure 2 (a). 

In fixture design, if you need to use the parts in the standard parts gallery, you can 
directly copy the fixture assembly folder; If there are no parts of corresponding size in 
the standard parts library, but there are similar parts, you can simply copy the files in 
the gallery first and then make appropriate modifications, as shown in Figure 2 (b). 

 (a)                                               (b) 
Figure 2  3D drawing library of standard parts                                 Figure 3  Clamp the specific 

3.2 Design of Fixture Non-standard Parts 

When jig is designed, the non-standard parts that need to be designed mainly include 
specific clamp, drilling template, etc., the design of non-standard parts needs to be 
carried out according to the specific situation, so it is more flexible. 

The specific design of clamping, mainly considering the structure of the processed 
parts, the use of the machine tool, clamping device on the positioning element, 
clamping device, tool device, guide device and other dimensions and positions, 
clamping specific use of materials, the process of chip removal method, and so on. 
Therefore, it is difficult to unify the structure and size of non-standard parts, and the 
model library cannot be built as standard parts. Instead, the UG software can only be 
used to build three-dimensional models one by one, which will not be introduced here. 
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Figure 3 shows the details of the clamp for the processed rear cover parts. 

4. Design of 3D Assembly Drawing of Fixture 

4.1. Design of Fixture 3D Assembly Drawing based on UG
 

According to the overall fixture design scheme, copy and paste the required standard 
components and non-standard parts 3D graphics into the fixture assembly folder, and 
carry out 3D assembly design. 

In 3D assembly design, the UG 3D shape of the processed part is first transferred 
and positioned according to the absolute origin. Then assemble positioning element, 
clamping element, guiding element and other devices; Then the fixture is designed and 
assembled according to the assembled standard components. Finally, an explosion 
diagram is created to facilitate the view of the relationship between the parts in the 
assembly diagram. 

In the assembly process, if there is a position deviation between the matched parts, 
it can be seen directly that if there is a problem with the parts after selecting the 
matching conditions, it can be modified directly on the original drawing, and the size 
and shape of the original parts will be automatically updated on the assembly drawing. 

4.2. Design of 3D Assembly Drawing of the Parts and Fixtures of the Back Cover 

The design process of 3d assembly drawing of machining rear cover parts and fixtures 
is as follows. 

1 Back cover parts: The system enters the assembly module, and the back cover 
parts are shown in Figure 4 (a). 

2) Design positioning element: One side and two pins are adopted for positioning, 
limiting six degrees of freedom. Supporting plate and locating pin of positioning 
element are selected, and the assembly is shown in Figure 4 (b). 

3)Design of auxiliary support: Since the workpiece is installed on the side and the 
workpiece is heavy, to prevent damage to the positioning pin, the auxiliary support is 
added. The auxiliary supporting elements include support plate, supporting sleeve, 
adjusting sleeve, etc., as shown in Figure 4 (c) after assembly. 

4) Design of clamping elements: adopt the hinge pressing plate mechanism to 
realize clamping from the top of the workpiece to the positioning surface, select and 
design B-type arc pressing block, B-type hinge pressing plate, union bolt and other 
clamping elements, as shown in Figure 4 (d) after assembly. 

5) Design guide element: the replaceable drill sleeve shall be selected for 8-�10.5 
holes on the bottom surface of drilling, and the fixed drill sleeve shall be selected for 6-
M12 threaded bottom holes on the surface a, as shown in Figure 4 (e) after assembly. 

6) Specific design clamp: the clamp body is planned to adopt casting blank, and the 
clamp is integrated with the drilling template. The concave part of the bottom surface is 
used to install the fixed drill sleeve. On the basis of the L-shaped structure, a vertical 
plate is added to the left and right to install the turnover bracket, as shown in Figure 4 
(f) after assembly. 

7) Design of turning mechanism: the hole to be processed is currently placed side 
by side, and the whole fixture needs to be turned 90� during processing, so the turning 
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mechanism should be designed. The turnover mechanism includes the supporting part 
and the operation positioning part, and the main parts include the bracket, shaft, shaft 
sleeve, rotary disk, positioning pin, guide sleeve, handle, etc., as shown in Figure4 (g) 
after assembly. 

8) Design connection mechanism: it is mainly used to connect the bracket and 
workbench, and the base and positioning key need to be designed, as shown in Figure 4 
(h) after assembly. 

9) Create exploded view: exploded view can easily view the parts in the assembly 
drawing, the assembly relationship between parts, and the number of parts included. 
The exploded view of the fixture is shown in Figure 4 (i). 

        
a                             (b)                                   (c)                              (d)                      (e) 

(f)                               (g)                                        (h)                                      (i) 
Figure 4  Design of three dimensional assembly drawing of fixture 

5. Design of Fixture Technical Documents 

5.1. Design Method of Engineering Drawing Based on UG 

In UG software, 2D engineering drawings can be directly generated from 3D entities of 
product design, and when the 3D model changes, the relevant views, dimensions and 
other information in 2D engineering drawings can be updated simultaneously, making 
the generation of engineering drawings very simple. The engineering drawing design 
method based on UG mainly includes setting drawing, parameter presetting, view 
creation, view annotation and drawing output setting. 

5.2 The Design of the Fixture Technical Documents for Machining the Back Cover 
Parts 

Click "Start" to enter the "Drawing" module. First, set basic parameters, including 
setting drawings, drawing preferences, annotation preferences, etc., and set all contents 
according to national standards. Then create basic view, section view, dimension label, 
part number label, drawing frame, title bar, drawing detail list, marking technical 
requirements, etc. Fixture assembly engineering drawing, as shown in Figure 5. The 
specific part drawing is shown in Figure 6. 
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Figure 5.  Fixture assembly drawing                                    Figure 6.  Clamp specific part drawing 

6. Epilogue 

Based on UG 3D modeling of CNC machine tool fixture design, the fixture standard 
library is established. During fixture design, the parts in the standard parts library can 
be directly called, which makes the assembly design process fast, convenient, simple 
and clear. The design of the fixture adopts the THREE-DIMENSIONAL model, which 
is not only intuitive and labor-saving, but also can check whether there is interference 
between the parts to improve the design quality; It is beneficial to improve the design 
efficiency by using the method of automatic transformation of 3D and 2D models and 
expert correction to generate 2D assembly drawings conforming to national standards. 
This method can not only free the fixture design technicians from the complicated and 
repetitive design labor, but also shorten the fixture development cycle, improve its 
design and manufacturing level and quality, so as to improve the overall productivity of 
the fixture industry. 
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Abstract. In order to reduce operational risks and to improve the risk management 

and control level in substation, a substation operation safety monitoring and 

management system (3D2S2M) has been structured based on three-dimensional 
(3D) laser modeling technology. In this paper, we introduce how to build such a 

system and to describe its implementation details. A 3D lidar scanning technology 

is used to perform a holographic scan of the whole internal area in a substation to 
obtain color point cloud data of buildings and all equipment. Then, a novel 3D 

visualization safety monitoring and management system, named 3D2S2M, is 

developed by performing a 3D reconstruction of the point cloud data. Based on the 
real 3D scene model of 3D2S2M, the method of 3D distance measurement is used 

to replace manual on-site investigation for improving operation and maintenance 

efficiency. In addition, a real-time high-accuracy localization method is proposed, 
in order to identify and analyze the positioning and the behavior of the personnel, 

and the movement trajectory of the equipment. By combining positioning 

information and the electronic fence that used in 3D2S2M, risk levels of the 
personnel (or equipment) are evaluated and the corresponding alarm is issued to 

prevent dangerous behavior, thereby the operation risk is reduced in substation. 

Keywords. substation, safety monitoring and management, three-dimensional 

reconstruction, personnel localization 

1. Introduction 

Substations are key nodes in the power grid. Their safety and stability greatly influence 

the whole electric power system. With the continuous development of smart substations 

[1], a large number of new equipment and increasingly complex building structures in 

substations have made the intelligent substations present the following new 

characteristics in substation safety monitoring and management: First, the introduction 

of the concept of regionalization and hierarchical security makes the construction of 

substations tend to be functional, which makes some safety management in the substation, 

such as  the joint security dispatch of cyber-physical systems, remote supervision, and 

security dispatch, more difficult. Specifically, under the concept of regionalized 
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management, the traditional on-site investigation methods and manual dispatching 

methods in substation are with high security risks, multi-inspection points, and multi-

dangerous points. Moreover, traditional inspection carried out artificially is complicated 

and time-consuming [2-3]. The predictive maintenance is difficult to implement, which 

makes it difficult to achieve special response strategies formulated by potential problem 

equipment or conditions. In addition, some special areas are difficult to supervise and 

personnel safety is difficult to guarantee. Second, safety monitoring and management of 

substations are faced with huge challenges due to the diverse operating environment and 

the complex composition of operating personnel. Everyone knows that traditional safety 

management processes place operating personnel at greater personal risks. And now, in 

the intelligent substation, diverse operating environment will make the operators with 

different job responsibilities work in different operating areas. In this case, it is difficult 

to know accurately whether the personnel are on the job, and there is a risk of accidents 

resulting in personal injury or death caused by misoperation. In addition, complex 

personnel entering and leaving will also make a huge threat to the safety of equipment 

in the operation inspection area. All these reasons can bring challenges to traditional 

security management. 

Personnel positioning is a very essential issue in substation safety management. In 

some power facility monitoring systems that adopt some simple image processing 

algorithms, the monitoring of personnel targets stays in a situation where a small number 

of targets are resolved and classification is easy, and once a personnel target is detected, 

an alarm is issued to him in any case. It is obviously not reasonable, and these methods 

cannot monitor the behavior of personnel targets [4]. 

Therefore, there is an urgent need to develop a new safety monitoring and 

management system that can simultaneously control risk, prevent violations and avoid 

accidents. Virtual visualization technology based on three-dimensional reconstruction 

has become an effective solution to these problems [5]. 

2. Related Work 

In recent years, three-dimensional real scene reconstruction of substation has been 

becoming one of the most popular techniques in intelligent substation safety 

management [6-7]. It mainly includes: geometric structure modeling method, VRM 

modeling method [8] and laser scanning modeling method [9]. Different methods have 

different principles, and their performance and application areas are also different [10]. 

Quintana J et al. [11] developed a substation simulation training system based on the 

geometric shapes of different electrical equipment. Wang et al. [12] enriched the 

electrical equipment material model based on the virtual reality technology to complete 

the 3D modeling of the substation, and added scene special effects, defect simulations, 

and other functions. The geometric structure modeling method does not need to 

separately model different electrical equipment, and can directly select a specific 

geometric structure, which greatly improves the modeling efficiency and the overall 

reconstruction effect, but the reconstruction precision is not high, and it is mostly used 

for simulation training [13]. Li [14] used a 3D laser scanner to scan the substation, and 

used an improved particle swarm algorithm to complete the automatic identification and 

classification of the 3D point cloud, and finally realized the 3D reconstruction of the 

substation, which improved the reconstruction efficiency and precision. Du et al. [15] 

also used a 3D laser scanner to scan a substation to obtain a 3D point cloud, and used 
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virtual simulation technology to simulate the staff's inspection and maintenance of 

electrical equipment in a reconstructed 3D scene. This method of acquiring and 

reconstructing a 3D point cloud of a substation by a 3D laser scanner has high 

reconstruction precision, accurate 3D positioning, and high degree of detail reduction of 

electrical equipment, and is suitable for practical engineering applications such as site 

monitoring, positioning, and measurement of a substation. 

In order to improve the substation operation safety risk management level and to 

reduce the operation risk, accurate positioning of activity targets in the substation should 

be implemented in a substation operation safety monitoring and management system [16]. 

At present, in terms of substation personnel (or machine) safety monitoring, Zhou et al. 
[17] combined Zigbee positioning technology with fuzzy inference algorithm for real-

time positioning of field workers. But this method has low positioning accuracy and is 

not convenient for the actual operation. Huang [18] proposed an ultrasonic orthogonal 

spread-spectrum coding technology based on pseudo-random modulation carrier, and 

built a precise positioning model for the staff in the substation. This method locates 

accurately. But the accuracy decays rapidly due to the decay of the ultrasonic wave 

propagation. Although the positioning interval is good, the accuracy is greatly reduced, 

so it is only suitable for positioning in specific scenarios of substations [18]. Yuan et al. 
[19] installed wireless sensor network (WSN) nodes in key areas of the substation to 

receive signals in real time, and completed background real-time location monitoring of 

field workers through signal conversion. However, this method has high equipment costs, 

and the monitoring methods still have a certain degree of lag. Zhang et al. [20] used a 

multi-module and multi-frequency GNSS (Global Navigation Satellite System) module 

equipped with GPS (Global Positioning System) or Beidou, and adopted high-precision 

outdoor differential positioning technology to complete real-time positioning for 

substation staff which has higher positioning accuracy. Du et al. [21] used a binocular 

stereo vision camera combined with an inertial measurement device to complete real-

time positioning and predictive tracking of workers. 

3. The Framework of 3D2S2M 

The new 3D2S2M uses a 3D laser scanning technology to perform a holographic scan of 

the entire substation to obtain high-precision three-dimensional color point cloud data 

[22]. Through 3D reconstruction and importing the equipment ledger data, a 3D 

visualization platform for substation safety monitoring and management is constructed. 

Meanwhile, multiple related functional modules are developed based on the 3D 

visualization platform. For example, the virtual on-site survey module is developed to 

replace the inefficient and high-risk manual on-site investigation. The high-precise real-

time localization module for personnel (or machine) are designed to intelligently identify 

and analyze the behavior of personnel and the trajectory of equipment in the substation, 

and thus the level of risk management and control of substation are improved. In risk 

level assessment and real-time alarm module, based on the data of equipment ledger and 

safety live distance, combined with the other data, such as positioning data  of operator, 

vehicle or equipment , positioning delay, motion trajectory and inertia parameters , a 

corresponding motion model is established and appropriate operational risk early 

warning strategies are formulated. It is worth noting that the interface module is 
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responsible for data exchange between the new system and all external systems. The 

overall framework of the new system is shown in Figure 1  

 

Figure 1. The framework of 3D2S2M. 

4. Implementation of 3D2S2M 

4.1. Three-dimensional Real Scene Reproduction of Substation 

Modeling precision is the decisive factor for reconstructing three-dimensional real scene 

of the whole substation. To gather the 3D color (RGB) point cloud data with precise 

coordinates for all objects in substation, this new system adopts high-precision 3D lidar 

scanning device (error is ± 2cm) to perform a full-substation mobile scanning. Through 

the holographic scanning for all objects in the substation, including various electrical 

equipment, site layout, actual structure, and so on, the 3D scene of the substation is 

accurately reconstructed based on the spatial coordinate information of latitude, 

longitude, height, and depth. The specification of lidar sensor used is listed in Table 1. 

Table 1. The specification of lidar sensor used. 

Parameters Specifications 
range type phase 

laser class 1R eye-safe laser 
scan scope 150 meters 

range error ± 1mm 

range noise ≤ 0.3mm within 25meters 
field angle vertical 300°, horizontal 360° 

The core technology of the 3D2S2M is the high-precision reconstruction of the real 

scene inside the substation, including the coordinates, size and even the operating 

conditions of equipment. Therefore, the ID of the 3D virtual device in the 3D2S2M must 

be the same as the ID number of the real device in the substation. That is to say, 3D 

virtual devices need to be bound to the actual device by using the same ID to access the 

equipment ledger data and monitoring data. Equipment ledger data are inserted into the 

3D model using offline copying method, so that the ledger information can be displayed 

intuitively in 3D2S2M. 
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4.2. Measurement Analysis in Three-dimensional Space for Virtual On-site Survey 

The on-site investigation in substation consumes large costs, such as manpower and 

material resources. Multiple on-site investigations before the maintenance operation 

would be time consuming and inefficient.  

In the 3D2S2M, virtual on-site investigation can be performed to replace the on-site 

Investigation: measurement tools in the 3D2S2M are used to obtain 3D spatial distance 

parameters (including manual measurements, air-ground ranging,) to achieve the goals 

of field inspection and measurement, and then make accurate assessments and decisions 

about field operations. Accurate spatial distance information can also be used to evaluate 

and calculate various on-site operations, which will greatly improve the work efficiency. 

 
Figure 2. Illustration of distance measurement. 

 
Figure 3. Illustration of the virtual working area setting based on three-dimensional electric fence. 

For example, when ranging in our three-dimensional scene, let S be the starting point 

and E be the end point. In the 3D2S2M's 3D scene, the values of their X, Y, and Z 

coordinate axes will be displayed accordingly. Our angle of X (or Y, or Z) is defined as 

the angle between the line connecting these two points and the X axis (or Y, or Z). The 

distance between the two points is defined as the straight-line distance between the two 

points. Moreover, the horizontal distance is defined as the distance between the two 

points in the same horizontal direction. Figure 2 shows an example of distance 

measurement in 3D2S2M. The measurement result is 10.824m in this example. 
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4.3. Setting up the Virtual Working Area 

The 3D2S2M sets the virtual working area by setting a 3D virtual electric fence. 

According to the characteristics of the operation, the electric fence is divided into [No 

Entry], [Ban Out], [Live Equipment] and other types. At the same time, these areas can 

be named, and its period of validity and the violation contents can also be set, such as 

illegal stay time, out time, safety distance, and so on. A virtual working area is illustrated 

as Figure 3. 

4.4. High-accuracy Personnel (or Equipment) Positioning 

4.4.1. Calculating the High-accuracy Coordinates of Personnel (or Equipment) 

In this paper, the high- accuracy positioning of personnel (or equipment) in the 3D scene 

is achieved by using the data gathered from the GPRS (General Packet Radio Service) 

mobile terminal with a high-accuracy positioning device. The geographic location 

information obtained by the GPS receiving module is transmitted to the server (i.e. base 

station) through the GPRS wireless communication network, and processed on the server 

to achieve remote positioning [23]. Data accuracy of the high-accuracy positioning 

device in the GPRS mobile terminal can reach the centimeter level. The RTK differential 

base station (BS) receives the GPS + GLONASS (GLOBAL NAVIGATION 

SATELLITE SYSTEM) + BeiDou satellite signal, then decodes them by using the 

algorithm stored in its MCU1, and outputs RTK differential signal in RTCM format. The 

mobile terminal receives the GPS + GLONASS satellite signals and the RTK differential 

signals from the BS, and decodes them by using the algorithm stored in its MCU2.  The 

whole positioning process can be summarized as follows: Firstly, calculating the known 

precise coordinates of the base station by using the following formula: 

j j
Ri Ri i ion tropc t d d �� � � �� � � � �j j� �j j
Ri Ri�� j

Ri  (1) 

where 
j

Ri� j
Ri�

 is the precise coordinates,
j

Ri�
 is the measured value of the coordinates, 

ic t�
 is the satellite clock error, iond

 is the ionospheric error, 
tropd

is the tropospheric 

error and ��  is coordinates of the base station. 

Secondly, the error from the base station to the satellite is calculated by the following 

formula: 

j j
err Ri Ri i ion tropP c t d d �� � � �� � � � � � �j jj j

Ri RiRi RiRi
j jj j

Ri RiRi  (2) 

At last, the mobile terminal corrects its localization result by receiving the error from 

BS to improve its positioning accuracy by the formula: 

j j j
Mi Mi err Mi i ion tropP c t d d �� � � � �� �� � � � � �j j� j j
Mi Mi�� j

Mi  (3) 
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where 
j

Mi�
 is the measured coordinates of the target, and 

j
Mi� j
Mi�

 is the corrected 

coordinates of the target. 

4.4.2. Locating Personnel (or Equipment) in 3D Scene 

In a 3D scene, the longitude and latitude of the ordinate origin is used as the reference, 

and the coordinates of the target (personnel or equipment) in the scene are converted 

from their latitude and longitude. 

Let O be the origin of the coordinates, its longitude and latitude are Ola and Olo 
respectively, and its coordinates in the 3D scene are (0, 0, 0); the corrected longitude and 

latitude of the target (M) are Mla, Mlo, its coordinates in 3D scene are (Mx, My, Mz (= 0)). 

Then, the x and y coordinates of M can be calculated by the following formula: 

( ) 1

( ) 2

la la

lo lo

Mx M O K
My M O K

� � 	

� � 	  (4) 

where K1 and K2 are the magnifications of the x-axis and y-axis of the 3D scene and 

the real scene, respectively. 

For working equipment with a height such as a crane, the height must be marked by 

tools such as laser detection and image recognition. The localization results of personnel 

and equipment are shown in Figure 4. 

 

Figure 4. Illustration of positioning of personnel and equipment. 

In addition, based on the real-time positioning data of the target, the 3D2S2M can 

support the identity binding and real-time positioning of the on-site personnel (or 

equipment). Meanwhile, it also supports the review of the historical trajectory of 

personnel movement, and the viewing of the specific information and alarm records of a 

node in the historical trajectory can facilitate work performance assessment and security 

risk assessment. 

High-accuracy positioning coordinates can be mapped to the 3D scene accurately 

and presented visually by adopting our satellite positioning method. Here satellite 

positioning we adopted is compared with other major methods, including UWB (Ultra 

Wide Band), RFID (Radio Frequency Identification) and WIFI. Table 2 shows the 

comparison among those methods for substations in terms of accuracy, cost, stability and 

real-time. 
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Table 2. The comparison among satellite, UWB, RFID and WIFI. 

Methods Accuracy Cost Stability Real-time 
satellite centimetre level relatively lower good good 

UWB 
decimeter level/ 

centimetre level 

higher relatively stable good 

RFID decimeter level very low relatively stable good 

WIFI decimeter level relatively lower poor poor 

As shown in Table 2, in the situation of cruel electromagnetism environment in the 

substations, satellite positioning method we adopted achieves centimetre level, the best 

one among all the methods. Although UWB method presents the level close to that of 

satellite method, it costs more. As for RFID and WIFI method, both have lower accuracy. 

RFID has poor real-time performance while WIFI has poor stability.

4.5. Assessing Risk Levels and Real-time Alerts 

3D2S2M aims at the safety monitoring and management of the on-site operation region 

in substations. The new system performs big data statistical analysis and historical risk 

data analysis, and assesses the risk level based on the movement trajectory of personnel 

and equipment.  

Using historical big data about massive filed tasks, 3D2S2M statistically analyzes 

personnel path trajectories and working areas based on positioning coordinates. The best 

path trajectory and safe working area for a specific task can then be predicted with 

Markov algorithm based on statistical analysis results. The system classifies the potential 

risks in actual execution, including too close distance between personnel and equipment, 

straying into non-working areas, diverging from the normal trajectory and sticking 

around abnormally for a long time, from highest to lowest priority and taking layered 

pre-warning accordingly. Besides, clustering analysis on coordinates and trajectory 

similarity comparison are also adopted by 3D2S2M for hotspot judgment, thus finding 

abnormal working places and raising alarm in time. 

For high-risk and accident-prone locations, visually display the heat map of the 

working area in our 3D scene, and part of them are displayed as the work blind zone. By 

analyzing personnel and equipment movement trajectory in combination with virtual 

electronic fences, equipment operating data, our 3D2S2M can dynamically judge 

operating risks and trigger alarms in time. Besides, the 3D2S2M can also realize the 

synchronization display of the movements (attitudes) of large machine (such as cranes 

used in field operations, baskets, boom frames, and boom frames of curved arm climbing 

car) with vehicle real 3D scene models (such as cranes). Therefore, the 3D2S2M can 

evaluate the risk of triggering operations by dynamically judging the spatial collision 

trend in the live area of the equipment, so that the management personnel can use the 3D 

scene to realize the remote real-time grasp of on-site operations. 

When the positioning coordinates of personnel (or equipment) change, for example, 

when the on-site personnel (or equipment) deviate from his preset routes, stray into the 

charged interval, or intrude into the safe distance of charged equipment, the new system 

will perform collision detection on the area edge of the coordinates of personnel (or 

equipment) according the virtual operating area (electronic fence) preset in the 3D scene. 

When a person (or equipment) enters a dangerous area or goes out of a preset working 

area by mistake, the system will perform a security risk assessment giving a 

corresponding real-time alarm. 
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5. Conclusion 

In this paper, we designed and implemented a new 3D visualization safety monitoring 

and management system for substation, named 3D2S2M based on a 3D reconstruction 

technology. The new system uses a high-precision 3D lidar scanning equipment to 

perform an entire station holographic scanning to obtain high-precision laser point cloud 

data. Based on the point cloud data, a high-accuracy reconstruction of the real scene of 

the substation is achieved. The new system has the following main functions: virtual 3D 

space distance measurement is used to replace on-site investigation. Electronic fences 

are used to set up virtual working areas. High-precision real-time positioning of 

personnel (or instruments) is achieved. Positioning data and electronic fences are 

combined to monitor and evaluate the potential risks in the substation and give 

corresponding real-time warnings. In addition, the new system also realizes the 

intelligent visualization of operators and equipment in the real 3D scene, which is in line 

with the development trend of more friendly, more humane and more convenient security 

monitoring and management in substation, besides the visual management. 
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Abstract. This paper presents the modeling, simulation and control of a human
gait system, which consists of the modeling of a leg by means of Euler’s classical
mechanics and Lagrange’s formalism, where the equations of motion of the joint
are obtained both of the hip as of the knee and the solution of these. In addition, a
state feedback control was implemented and the controller gains were determined
by means of the Ackerman formula, based on the equations of motion rewritten
in state space and simulated in simulink, where the behavior of the system can be
observed with control.

Keywords. Control, Feedback of States, Formalism Euler - Lagrange, Human Gait.

1. Introduction

Human gait is a complex process that integrates the relationship of various subsystems
of the human body necessary to generate biped movement. In addition, this locomotion
process is marked by some phases, which are the support phase and the equilibrium
phase that is selected in a series of stages that begin with the heel contact with the ground
and end with the takeoff of the foot [1]. This research seeks to provide a dynamic model
that describes the movement of the leg joints such as the hip and knee using the Euler-
Lagrange formalism and a control, which serves as a support to reproduce human gait
in an electromechanical environment. The objective was to investigate and describe a
series of basic mechanical and physiological mechanisms behind human walking. The
methodologies used were the biomechanical analysis of movement and physiology [2]. It
is important to note that one leg dynamics is only one of many possible approaches to its
study. The pathological approach integrates simple principles, clinical observations, and
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controlled experiments performed to explain the advantages of the method. The dynamic
study and control by state feeding that we present here show how the dynamic walking
approach could be applied to integrative study of gait pathologies [3]. These examples
can be seen as starting points for new research, where experimental evidence will be
indispensable [4]-[5]. Simple principles can’t explain everything of the complexities of
the march, but can help ask helpful questions what you have to answer to understand
those complexities. There are two approaches to solving the direct and inverse dynamic
model. A direct dynamic model is one that expresses the temporal evolution of joint
coordinates as a function of the forces and torques involved, and an inverse dynamic
model is one that expresses the forces and torques that intervene as a function of the
evolution of joint coordinates and their derivatives [6]-[7].

It should be noted that the data obtained from this study is based on a simulation
that uses computational tools. The simulation is based on a mathematical model that
indicates a change between potential energy and kinetic energy, resembling the action of
a double pendulum. This, with the evolution of this type of models in the future, they will
be usable in the clinical context either for the training of medical personnel or to plan
adjustments in the alignments that individuals may undergo, without presenting risks
to patient stability [8]. The gait model produced with Solidworks was of great help in
simulating the behavior of the leg system [9].

A model of the double pendulum in two dimensions is the pendulum-like motion of
the swinging leg. The same conservation of mechanical energy is applied, so little work
is necessary to move the swinging leg. Given a suitable starting position and velocity, the
entire single limb support phase can be produced largely through the movement of 2 cou-
pled pendulums representing the posture and swing of the leg. This modeling approach
suggests that both the hip and the legs can take advantage of the pendulum dynamics
during single-limb support [10] - [11].

During the present work several aspects of study were taken into account, starting
in the section 2, by the dynamic modeling of the system through the Euler-Lagrange
equations in a in a non-conservative way, the numerical model, the matrix representation
of states and the graphic analysis of the numerical solutions were carried out.

Next, in section 3, the control of the dynamic system is shown, a rigorous study of
the controllability and observability of the system is carried out, as well as the dominant
poles and the gain matrix that allows designing the controller are calculated. The simu-
lation of the human walking system is performed by applying the controller to an input
signal. In the section 4, we present the conclusions of the work.

2. Symbolic model

In clinical routine, gait analysis identifies normal or pathological movements. From a
simplified model of the structure of the human body, perform this analysis at different
levels and complementary techniques that evaluate different aspects of neuromuscular
function, the mechanical model is described below. From Figure 1, we can take the fol-
lowing measurements: x1 and y1 are the coordinates of the center of mass of the upper
leg (femur) and in the same way, x2 and y2 are the coordinates of the center of mass of
the lower leg (tibia and fibula).

We can start with taking some measurements from the drawing,
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Figure 1. Initial system image

then we obtain the linear speed of the first link or the first joint,

v21 = ẋ2
1 + ẏ21 = r21 θ̇

2
1, (1)

and also, the linear speed of the second link,

v22 = ẋ2
2 + ẏ22 = l21θ̇

2
1 + r22 θ̇

2
2 + 2l1r2θ̇1θ̇2 cos(θ1 − θ2), (2)

2.1. Kinetic energy

Kinetic energy is defined as

K =
1

2
m1v

2
1 +

1

2
m2v

2
2 ,

replacing Eqs. (1) and (2), in the previous expression we obtain,

K =
1

2
m1r

2
1 θ̇

2
1 +

1

2
m2[l

2
1θ̇

2
1 + r22 θ̇

2
2 + 2l1r2θ̇1θ̇2 cos(θ1 − θ2)]. (3)

2.2. Gravitational potential energy

Gravitational potential energy is defined as

U = m1gy1 +m2gy2,

getting,

U = −m1gr1 cos θ1 −m2gl1 cos θ1 −m2gr2 cos θ2. (4)
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2.3. Lagrangian density and equations of motion

Lagrangian density is defined [12],

L = K − U,

replacing Eqs. (3) and (4), in the previous expression we obtain

L = 1
2m1r

2
1 θ̇

2
1 +

1
2m2[l

2
1θ̇

2
1 + r22 θ̇

2
2 + 2l1r2θ̇1θ̇2 cos(θ1 − θ2)] +m1gr1 cos θ1+

+m2gl1 cos θ1 +m2gr2 cos θ2.
(5)

The Euler-Lagrange equations of motion have the form,

d

dt

(
∂L

∂θ̇i

)

− ∂L

∂θi
+

∂Di

∂θ̇i
= τi, i = 1, 2. (6)

here, Di is the Rayleigh dissipation function and it is only considered the viscous
case [13], in other words, the friction, we can define Rayleigh function as a homogeneous
quadratic form at generalized speeds, this results as a theoretical suggestion and they
could be calculated in practice. With this in mind, Rayleigh’s dissipation function can
take the form,

fr =
∂Di

∂q̇i
=

1

2
βiq̇

2
i . (7)

From it, we can define the forces acting on the system, we must remember that the
friction forces are proportional to a power of the instantaneous velocity, fr = −bvn.
In our case, these friction forces are related to the forces delivered to each link in the
system. For our case, we have two generalized coordinates that are (θ1, θ2), resulting in
the following equations,

resulting the motion equations,

τ1 = θ̈1(m1r
2
1 +m2l

2
1) +m2l1r2θ̈2 cos(θ1 − θ2) +m2l1r2θ̇

2
2 sin(θ1 − θ2)+

+(m1r1 +m2l1)g sin θ1 + β1θ̇1.
(8)

τ2 = θ̈1m2l1r2 cos(θ1 − θ2) +m2r
2
2 θ̈2 −m2l1r2θ̇

2
1 sin(θ1 − θ2)+

+m2r2g sin θ2 + β2θ̇2.
(9)

2.4. Numerical model

To define the numerical model, the constant values are replaced,
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Table 1. System variables.

Variable Value Units

m1 8 [kg]
m2 3.72 [kg]
l1 0.45 [m]
r1 0.195 [m]
r2 0.165 [m]
g 9.81 [m/s2]
β1 2.288 [kg/s]
β2 0.175 [kg/s]

here, m1 is thigh mass, m2 the calf mass, l1 thigh length, r1 length to center of
mass of thigh, r2 length to center of mass of calf, g the gravitational acceleration, β1

hip coefficient of friction and β2 knee friction coefficient. The measurements were taken
for a male person 1.77 m tall and 80 kg, the mass of the thigh segment and the calf
next to the center of mass of each one was taken according to the synthesis of classic
anthropometry works presented by Winter [14]. Replacing the values of the constants of
Table 1, in Eqs. (8) and (9), we obtain,

τ1 = 31.72554 sin θ1 + 0.27621θ̇22 sin(θ1 − θ2) + 0.27621θ̈2 cos(θ1 − θ2)+

+2.288θ̇1 + 1.0575θ̈1
(10)

τ2 = 6.021378 sin θ2 − 0.27621θ̇21 sin(θ1 − θ2) + 0.27621θ̈1 cos(θ1 − θ2)+

+0.175θ̇2 + 0.101277θ̈2
(11)

here, Eqs. (10) and (11), represent a system of coupled partial differential equations.

2.5. Matrix representation in state variables

The matrix representation of the dynamic model is given by [15]

M(θ)θ̈ + C(θ, θ̇)θ̇ +G(θ) = τ, (12)

then, we can rewrite the system of Eqs. (12) like this,

[
m1r

2
1 +m2l

2
1 m2l1r2 cos(θ1 − θ2)

m2l1r2 cos(θ1 − θ2) m2r
2
2

] [
θ̈1
θ̈2

]

+

[
β1 m2l1r2θ̇2 sin(θ1 − θ2)

−m2l1r2θ̇1 sin(θ1 − θ2) β2

] [
θ̇1
θ̇2

]

+

[
(m1r1 +m2l1)g sin θ1

m2r2g sin θ2

]

=

[
τ1
τ2

]

(13)

The state variables of a system are generally critical variables, of interest to be con-
trolled, observed or that have an important relevance in the system. It is essential to keep
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in mind that these variables may not be accessible to the user; that is, they cannot be
measured with sensors, so in these cases the use of state observers is necessary. In the
case of leg prostheses, four variables are critical, which are the position and angular ve-
locity of each link. For these four state variables the use of an observer is not necessary,
since physically they can be measured with encoders and there is the concept of classi-
cal mechanics that the position is the integral of velocity, and velocity is the integral of
acceleration.

Clearing the accelerations, we get,

θ̈1 =
τ1−m2l1r2θ̇

2
2 sin(θ1−θ2)−β1θ̇1−(m2l1+m1r1)g sin θ1

m2l21+m1r21−m2l21 cos2(θ1−θ2)
−

− l1 cos(θ1−θ2)[m2l1r2θ̇
2
1 sin(θ1−θ2)+τ2−β2θ̇2−m2r2g sin θ2]

m2r2l21+m1r21r2−m2r2l21 cos2(θ1−θ2)
,

(14)

θ̈2 =
(m1r

2
1+m2l

2
1)[m2l1r2θ̇

2
1 sin(θ1−θ2)+τ2−β2θ̇2−m2r2g sin θ2]

m2
2l

2
1r

2
2+m1m2r21r

2
2−m2

2l
2
1r

2
2 cos2(θ1−θ2)

+

+
l1 cos(θ1−θ2)[m2l1r2θ̇

2
2 sin(θ1−θ2)−τ1+β1θ̇1+(m1r1+m2l1)g sin θ1]

m2r2l21+m1r21r2−m2r2l21 cos2(θ1−θ2)
.

(15)

Because the theoretical model obtained is nonlinear, it is required to linearize it for
the design of the controller in state space. The linearization of the system was performed
around its unstable equilibrium point using Taylor’s series, where only the first term of
the series is taken since it is the linear term. The values of the state variables taken for
the linear approximation are (0, 0, 0, 0), these values are due to the fact that the speeds
must be zero for the system to remain in the desired position. Based on the above, the
calculation of the linear model will be based on the state variables, which have the form,

x =

⎡

⎢
⎢
⎣

x1

x2

x3

x4

⎤

⎥
⎥
⎦
=

⎡

⎢
⎢
⎣

θ1
θ̇1
θ2
θ̇2

⎤

⎥
⎥
⎦
=

⎡

⎢
⎢
⎣

θ1
ω1

θ2
ω2

⎤

⎥
⎥
⎦
, (16)

and the equations of state are,

ẋ =

⎡

⎢
⎢
⎣

ẋ1

ẋ2

ẋ3

ẋ4

⎤

⎥
⎥
⎦
=

⎡

⎢
⎢
⎣

θ̇1
θ̈1
θ̇2
θ̈2

⎤

⎥
⎥
⎦
=

⎡

⎢
⎢
⎣

θ̇1
ω̇1

θ̇2
ω̇2

⎤

⎥
⎥
⎦
. (17)

To reduce the derivatives of the differential equations by one degree Eqs. (14) and
(15), which represent the dynamic solution of the system, we define the following vectors
of state, ω1 = θ̇1, ω2 = θ̇2, ω̇1 = θ̈1, ω̇2 = θ̈2, which physically represent the angular
velocities and accelerations of both links. Once the state vectors have been defined, the
Eqs. (14) and (15), can be rewritten as follows,
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ẋ1 = x2, (18)

ẋ2 = ω̇1 =
τ1−m2l1r2ω

2
2 sin(θ1−θ2)−β1ω1−(m2l1+m1r1)g sin θ1

m2l21+m1r21−m2l21 cos2(θ1−θ2)
−

− l1 cos(θ1−θ2)[m2l1r2ω
2
1 sin(θ1−θ2)+τ2−β2ω2−m2r2g sin θ2]

m2r2l21+m1r21r2−m2r2l21 cos2(θ1−θ2)
,

(19)

ẋ3 = x4, (20)

ẋ4 = ω̇2 =
(m1r

2
1+m2l

2
1)[m2l1r2ω

2
1 sin(θ1−θ2)+τ2−β2ω2−m2r2g sin θ2]

m2
2l

2
1r

2
2+m1m2r21r

2
2−m2

2l
2
1r

2
2 cos2(θ1−θ2)

+

+
l1 cos(θ1−θ2)[m2l1r2ω

2
2 sin(θ1−θ2)−τ1+β1ω1+(m1r1+m2l1)g sin θ1]

m2r2l21+m1r21r2−m2r2l21 cos2(θ1−θ2)
.

(21)

The following border conditions are assumed,

θ1 = 0 → ω1 = 0

θ2 = 0 → ω2 = 0,

taking as a reference the upright position of a person on both feet. The equilibrium
points suggested by experimental physics [16], are (0, 0, 0, 0), (0, π, 0, 0), (π, π, 0, 0),
(π, 0, 0, 0). These points are where the force of gravity, g, does not influence the move-
ment and like the acceleration, θ̈1 = θ̈2 = 0, the masses of the two pendulums never
change places. Now as sin(π) = sin(0) = sin(−π) = 0 = ẋ2 = ẋ4 = 0. Points
(0, π, 0, 0), (π, π, 0, 0), (π, 0, 0, 0), are unstable. Gravity is what ensures the instability
of these points. The reason is that in a neighborhood of any of these points, the force of
gravity will involve a change in the acceleration of the pendulum centers of mass, ẋ2,
ẋ4, and this change implies a change in position, the change is in the direction of the
set of points such that x1 = x3 = 0. This implies that for every neighborhood of the
equilibrium points there is an orbit that comes out of that neighborhood, and therefore
the points are unstable.

2.6. Graphical Analysis

In this section we analiced the solutions for different points.
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Figure 2. Solution θ1 for (π, 0, 0, 0) Figure 3. Solution θ2 for (π, 0, 0, 0)

At this point the hip angle at 180◦ is evaluated, since the leg is not able to rotate to
this position, the natural response of the system is unstable as can be seen in the Figure
2 and the Figure 3.

Analyzing the point of operation (π/9, 0, 2π/2.5, 0) of the swing phase, which oc-
curs between the take-off of the foot and the middle phase of the swing, where the hip
is in neutral position and the knee rotates 20◦ with an angular velocity of 2.51[rad/s],
based on the cycle period, the following numerical solution is obtained.

Figure 4. Solution θ1 for (π/9, 0, 2π/2.5, 0) Figure 5. Solution θ2 for (π/9, 0, 2π/2.5, 0)
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Figure 6. Solution θ̇1 for (π/9, 0, 2π/2.5, 0) Figure 7. Solution θ̇2 for (π/9, 0, 2π/2.5, 0)

It can be seen that in the Figure 4 and the Figure 5, the graph starts from the point
designated π/9 for θ1, oscillating in an acceptable working range for the angles of ro-
tation performed by the hip, as well as the angular velocity of the hip θ̇1 that starts at
2.51[rad/s] as shown in Figure 6. Furthermore, even though the knee angle θ2 and the
angular velocity θ̇2 is zero, it is observed how these vary during the 2.5 seconds of the
gait cycle, which indicates that the equations of motion are coupled, that is, one depends
on the other, as can be seen in Figure 7.

2.7. Linealization

An approximate linearization of the system was performed using Taylor’s series, in
which the selected operating points are (0, 0, 0, 0). For the system [17]-[18],

ẋ = Ax+Bu

y = C̃x,

where, A, B y C̃, are the Jacobian matrices of the system and are generally calculated
and take the form,

A =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 0

− g(m1r1+m2l1)
m1r21

− β1

m1r21

m2gl1
m1r21

l1β2

m1r2r21

0 0 0 1

m2gl
2
1+m1gr1l1
m1r2r21

l1β1

m1r2r21
− g(m1r

2
1+m2l

2
1)

m1r2r21
−β2(m1r

2
1+m2l

2
1)

m1m2r21r
2
2

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(22)

B =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0

1
m1r21

0

m1r
2
1+m2l

2
1

m1m2r21r
2
2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(23)
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C̃ =

[

1 0 0 0

0 0 1 0

]

(24)

Replacing the value of the constants of the Table 1, in Eqs. (22), (23), and (24), the
following linearized matrices of the system are obtained,

A =

⎡

⎢
⎢
⎢
⎣

0 1 0 0

−104.2917 −7.5214 53.9840 1.5689

0 0 0 1

284.4320 20.5128 −206.6837 −6.0069

⎤

⎥
⎥
⎥
⎦

(25)

B =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0

3.2873

0

34.3250

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(26)

C̃ =

[

1 0 0 0

0 0 1 0

]

(27)

Given the linearized matrices Eqs. (25), (26) and (27), it can be seen that the system
is a SIMO case, where there is one input (1 column in matrixB) and two outputs (2 rows
in matrix C̃), from the above the transfer matrix can be obtained,

M.T =
1

s4 + 13.5s3 + 324s2 + 627.4s+ 6200.6

[

3.3s2 + 73.6s+ 2532.4

34.3s2 + 325.6s+ 4514.8

]

(28)

The transfer matrix Eq. (28), is defined as the relationship between the inputs and outputs
of the system, in the denominator is the characteristic polynomial, which for this case is
fourth degree, that is, the system has four poles, this number of poles is the same that
must have the desired poles to control the system.

3. Dynamic system control

A state feedback controller was designed due to its good performance in the face of mod-
eling inaccuracies or disturbances. However, before designing the controller, the control-
lability and observability of the system must be verified, this is done by calculating the
controllability matrix Q = [B AB A2B A3B] and the observability matrix
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O :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

C̃

C̃A

C̃A2

...

C̃An−1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= n

to verify the controllability and observability each of the matrices must have rank n [18],
and effectively for this case, each matrix has a rank equal to 4. for our case we have,

Q =

⎡

⎢
⎢
⎢
⎣

0 3.2873 29.1289 1073.4

3.2873 29.1289 1073.4 −26020

0 34.325 −138.7538 −4728.4

34.325 −138.7538 −4728.4 87384

⎤

⎥
⎥
⎥
⎦

(29)

and

O :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

−104.2917 −7.5214 53.9840 1.3689

284.4320 20.5128 −206.6837 −6.0069

1230.7 −15.5373 −730.3088 32.7590

3847.9 6.9216 2348.9 −138.4177

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= Rank(O) = 4 (30)

The design of the controller was carried out using the pole allocation technique, the
desired poles of the system are placed under the criterion of settlement time ts = 4T ,
(where T = 2.5 seconds the duration of the running cycle), therefore, the settling time
is 10 seconds and the overshoot, which is defined by the maximum amount that the
response exceeds the steady state value, in this case, you want to attenuate this as much
as possible parameter, this is why an overshoot less than 5% is defined. With the two
previous parameters the dominant poles of the controller are determined by means of the
equations,

ξ =
ln
(
OV
100

)

√

π2 + ln
(
OV
100

)2
=

ln
(

5
100

)

√

π2 + ln
(

5
100

)2
= 0.69 (31)

ωn =
4

ξ ts
=

4

(0.69)(10)
= 0.57 (32)

where, OV , is the overshoot value, ts is the settlement time, then the values obtained
from Eqs. (31) and (32), are replaced in the equation,
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s2 + 2ξωns+ ω2
n = s2 + 0.8s+ 0.33, (33)

solving the quadratic equation, we know the dominant poles of the controller

μ1 = −0.4 + 0.4195i, (34)

μ2 = −0.4− 0.4195i. (35)

Since the system is of order 4, that is, it has four poles, this is deduced from the Eq.
(28), four poles must be defined for the controller, from Eq. (33), two dominant poles
were obtained, and the remaining two poles are insignificant, which are located 5 to 10
times farther than the dominant poles μ3 = −50 and μ4 = −45. Feedback gains are
determined using Ackerman’s formula [18],

K = [0 0 0 1]Q−1φ(A), (36)

where, φ(A) = A4 + α1A
3 + α2A

2 + α3A+ α1I. The characteristic equation is given
by,

| s−A+BK | = | sI−A |
= (s− μ1)(s− μ2)(s− μ3)(s− μ4) (37)

= s4 + α1s
3 + α2s

2 + α3A+ α4,

in our case,

(s−0.4+0.4195i)(s−0.4−0.4195i)(s−50)(s−45) = s4+95.8s3+2326.3s2+1831.9s+756

to get feedback gains

K = [−105.3237 − 9.8608 57.8717 3.3412], (38)

here, the Eq. (38), there is the controller gain vector, whereK1 = −105.3237 is the state
feedback gain x1,K2 = −9.8608 is the state gain x2,K3 = 57.8717 is the state gain x3

and K4 = 3.3412 is the gain of the status x4.

Figure 8. Block diagram with controller
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The Figure 8, shows the block diagram of the system, where the matrices A, B, C̃
previously described are entered respectively, additionally, the controller feedback with
the gain vector Eq. (38), the result of the controller simulation is shown in Figure 9.

Figure 9. Hip and knee exit angles.

In the Figure 9, shows the response of the hip (θ1) and knee (θ2) angles with the
controller to a sinusoidal input, where it can be seen that the hip joint has a greater
amplitude with respect to the knee Since the hip has a wider turning range than the knee.
In addition, it is shown how each of the two outputs try to follow the sinusoidal input
until both stabilize in a certain time, keeping the input signal within the operating range
of each one of them.

4. Conclusions

The human gait model resembles the mechanical behavior of a double pendulum, the
equations of motion are obtained by means of the Euler-Lagrange formalism based on
the analysis of energies, since this allows to obtain a dynamic model of the system, these
equations they are linearized using the Taylor series approximation in order to design
and implement a state feedback control system, which is based on a design in state space.
As can be seen in Figure 9, the controller responds satisfactorily in such a way that it
satisfies the variations of the angles of both the hip and the knee, following the input
signal, giving good results to the pole assignment criterion and Ackerman’s formula for
obtaining feedback gains. On the other hand, this study allows us to define a dynamic
model of human gait, which can be taken into account for the design of electromechanical
devices such as prostheses and / or recovery devices.
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Abstract. Spatial resolution is an important parameter that characterizes the 
detection capability of a system, and there are extremely high requirements for 

spatial resolution in important fields such as the fossil energy industry and nuclear 

industry. In order to realize the high-precision distributed monitoring of the optical 
fiber distributed temperature sensing system (DTS), the factors affecting the spatial 

resolution of the DTS system were analyzed, and a two-dimensional planar 

temperature field distribution monitoring scheme based on Raman distributed 

temperature sensor RDTS) was proposed. In this scheme, based on the layout of the 

two-dimensional RDTS heat source positioning system, multimode fiber was 
adopted. After comparing several sensing fiber routing schemes, the 45° skew 2D 

wiring method of sensing fiber was finally selected. According to the experimental 

results, the spatial resolution of the temperature field distribution in the monitoring 
area can break through the limitation of the system resolution. It has more 

application value than the traditional one-dimensional distributed temperature 

sensing system. 

Keywords. spatial resolution, two-dimensional positioning 

1. Introduction 

In optics, the ability of the imaging system to separate two objects that are very close 

together is called the resolution of the optical imaging system. The Abbe imaging 

principle shows that the optical system creates a Fraunhofer diffraction pattern on the 

focal plane. Due to the diffraction caused by the limited aperture of the imaging system, 

the images of two very close points may be inseparable. 

In recent years, spatial resolution [1-3] has been involved in more and more fields. 

The most common are optical, remote sensing satellite radar, image sensors, and medical 

smart wearable devices represented by artificial skin. Spatial resolution exists in two-

dimensional plane space [4], which has more research significance and practical use than 

one-dimensional space. 
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In this paper, we adopt an optimized two-dimensional positioning method based on 

the traditional RDTS system proposed by Zhang [5] et al., using 45 -inclined-cross-type 

(45°-ICT) routing rules and supporting algorithms to convert one-dimensional fiber [6] 

measurement data to two-dimensional planar distribution results. Starting from the 

networking mode of the RDTS system, the advantages of the networking mode used are 

introduced, and the factors that affect the spatial resolution of the system are analyzed. 

2. System Configuration and Spatial Resolution 

2.1. Structure of RDTS system 

The DTS system in this paper was mainly used for real-time monitoring of the heat 

source in the temperature field [7,8], which needed to meet the two requirements of 

precise positioning and accurate measurement simultaneously [9]. RDTS system [10-13] 
is mainly composed of six parts, including transmission module, filter module, 

photoelectric detection module, DAQ (data acquisition) module, PC (personal computer) 

and SFL (Sensing Fiber Link). Distributed Fiber temperature measurement system was 

shown in Fig. 1. 

 
Figure 1. (a) RDTS-Based Two-Dimensional temperature field distribution monitoring;  

(b)(c) Experimental platform 
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In this experiment, we used a high-power pulsed laser with a wavelength of 1550 

nm, a pulse width of 7 ns, and a frequency of 8 kHz as the light source. The pulse is 

transmitted into the SFL through wavelength division multiplexing (WDM), using two 

high-sensitivity, low-noise avalanche photodiodes (APDs) with a bandwidth of 150 MHz 

to simultaneously detect the weak backscattered light along the SFL. Use a 12-bit 250 

MHz sampling frequency data acquisition (DAQ) card for signal processing, and transfer 

the processed results to a PC for graphic display. The fiber end is bent with a small radius 

to avoid reflection effects. 

2.2. Spatial Resolution of RTDS 

In a two-dimensional plane temperature distribution field, if two heat sources can be 

distinguished by the distributed optical fiber temperature sensing system, the minimum 

distance between the two heat sources is called the spatial resolution. In fact, in the 

distributed optical fiber temperature sensing system, there is another parameter that 

characterizes the resolution ability: System resolution [11,14], but the difference is, the 

spatial resolution is more focused on the diameter between any two temperature regions 

on a two-dimensional plane. The system resolution can only quantitatively indicate the 

one-dimensional minimum temperature resolution distance. The spatial resolution is 

more suitable for measuring the two-dimensional heat source discrimination accuracy of 

the distributed optical fiber sensing system on a two-dimensional plane. 

3. Experiment 

3.1. Fiber Distribution 

The traditional distributed optical fiber temperature sensing system had a linear type and 

an S type. The linear type is suitable for scenarios where only one-dimensional spatial 

temperature distribution data is required, so the coordinates of the heat source in one 

dimension can only be determined, and the two-dimensional spatial temperature 

distribution cannot be obtained, and the scope of application is very narrow. The S-type 

sensor fiber distribution was as Fig.2(a): 

 

Figure 2. (a) S-type distributed sensor fiber networking; (b) 45° diagonally distributed sensor fiber 

networking [5] 
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We have introduced a new two-dimensional matrix positioning method to modify 

the algorithm without modifying the materials or hardware, which can reduce the cost of 

the RDTS system. The specific distribution is shown in Fig. 2(b). The minimum unit side 

length was a= d/1.414, and the red fiber segment corresponded to the high temperature 

area of the sensor fiber link. A sufficiently long sensor fiber link was distributed across 

the two-dimensional plane, dividing the two-dimensional plane into many Uniform and 

independent grid. According to the 45° diagonal span distribution we used, we kept the 

slope of the sensing fiber link to the two-dimensional plane coordinate system at 1 or -1. 

When the sensing fiber link reaches the edge of the sensing area, the slope becomes the 

opposite of the original. The corner of the grid, which was the intersection of the sensing 

fiber link, carried the temperature distribution information on the sensing fiber and was 

used to define the position in space. This method could significantly reduce crosstalk, 

because any two adjacent intersections contained at least a pair of fiber segments located 

far apart. And we can obtain the same positioning accuracy in both directions. Compared 

with the linear distribution, this fiber network can greatly increase the coverage of the 

optical fiber to the area to be tested, reduce the probability of missed. 

The representation of the matrix is shown in Fig. 2(b). The plane was divided into 

many grids by optical fibers. Each vertex of the grid records the temperature information 

of the sensing fiber link, which is used for spatial positioning. The matrix corresponds to 

the intersections, the row and column of the matrix correspond to the 2D coordinates of 

the vertices, and the value of every element in the matrix corresponds to the temperature 

of the intersection point [5]. 

We conducted multiple tests on different locations in the experiment to verify the 

accuracy and effectiveness of the fiber networking. We can get that the positioning 

accuracy of this method is half of the diagonal of the grid (d/2). 

 

Figure 3. Temperature detection at different intersections [5] 

As shown in Fig.3(a), the inflection point of the edge or corner was regarded as the 

intersection point. In Fig.3(b), when the heat source was located near the edge, there 

were high-temperature inflection points and intersection points. After setting the 

intersection priority to be higher than the inflection point priority, determined that the 

actual heat source was near the intersection. We also tested the situation of two heat 

sources close together, as shown in Fig.3(d). These two heat sources were difficult to 

distinguish because there were four intersection points of abnormal temperature. In the 

matrix, an additional priority was set according to the position of the crossing point of 

the abnormal temperature optical fiber segment (The priority would be higher if the 

J. Chen et al. / Two-Dimensional Spatial Resolution in Plane Temperature Monitoring 305



intersection is at the center of the high-temperature fiber segment instead of the edge 

position). 

3.2. Determination of Spatial Resolution 

The measurement of spatial resolution, that is, the measurement of the minimum distance 

of two heat sources which can be separated, requires the existence of a saddle point 

(minimum point) shown in Fig.4. Since our experimental system measures the 

temperature once at 0.4 m, and the grid side length is 0.28 m. When the distance between 

two heat sources is shorter than 0.28 m, they cannot be separated. So at this time we need 

a saddle point, that is, the existence of a low temperature point. 

 

Figure 4. Temperature distribution graph displayed in MATLAB 

There was an obvious low-temperature grid between the two heat sources. This is 

because, under the linear interpolation algorithm, when there is only one high 

temperature point at the intersection, the grid cannot be displayed in a high temperature 

state. Because the temperature within 0.4 m was displayed the same, the temperature of 

the same fiber where the two heat sources were located showed high temperature, while 

the other fiber at the cross point showed normal temperature. In this way, it can be judged 

that there were two heat sources.  

We regarded the three heat sources as one heat source, and the gap between the 

three heat sources was far less than 0.4 m, so it can be ignored. At this time, after being 

calculated by the program, it was displayed in MATLAB as Fig.5 

 

Figure 5. Temperature distribution graph of 3 connected heat sources 

At this time, we can see that the temperature of the three grids has become higher 

together. There was no obvious low-temperature grid inside the heat source. We can 

judge that this heat source is just one heat source instead of two heat sources separated 

by a certain distance. According to the above analysis, at the intersection, the spatial 

resolution was 0.28 m, that is, the distance between the two heat sources at the 
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intersection was at least 0.28 m to be distinguished. The same conclusion can be drawn 

after repeated experiments. 

3.3. Factors Affecting the Spatial Resolution of the System 

3.3.1. Resolution of RDTS System. The resolution of the RDTS system greatly affected 
the spatial resolution. It refers to the minimun length that the system can distinguish by 
measuring the temperature field along the one-dimensional length of the fiber. It is 
mainly determined by the pulse width t, photodetector response time τ, and analog-
to-digital conversion time TA/D, which are expressed as Eq.(1) [15,16]: 
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ν is the propagation speed of light wave in optical fiber. The actual resolution of the 

RDTS system depends on the largest of the three: 

1 2 3max{ L , L , L }L� � � � �  (2) 

The system resolution of the system used in this experiment was 0.4 m, so when the 

area of the heat source used was smaller than 0.4 m×0.4 m, the temperature distribution 

diagram showed the difference between the temperature profiles of the two heat sources. 

Because the system resolution determined the cumulative average interval of the RDTS, 

it also determined the minimum area where the temperature can be detected, which in 

turn determined the spatial resolution in the two-dimensional plane. 

3.3.2. Distribution Density. The networking density of the RDTS system can make up 

for the limitations caused by spatial resolution. We doubled the distribution density of 

optical fiber, as shown on Fig.6.  

 

Figure 6. (a)Original distribution density of fiber; (b)Double distribution density of fiber 

The heat source is changed from covering one intersection point to now covering 

two intersection points. There was a section of fiber with no high temperature alarm 
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between the intersection points as the reference fiber. The temperature diagram in 

MATLAB was shown in Fig.7: 

 
Figure 7. Temperature distribution graph of multiple heat sources in double-density distribution of optical 

fiber 

There was a clear line of low-temperature optical fiber boundary between the two 
heat sources, and it was judged as two heat sources at this time. We can know that if the 
two heat sources were placed under the single-density fiber distribution, they cannot be 
separated because they are in the same temperature measurement interval, but they can 
be separated in the case of double density. We can be sure that density did affect spatial 
resolution. 

For one heat source, it can be seen that the high temperature area was a connected 
heat source in Fig.8, which was consistent with the actual situation. 

 
Figure 8. Temperature distribution graph of one heat source in double-density distribution of optical fiber 

At this time, the spatial resolution of the system was 0.14 m, that is, at least 0.14 m 
between the two heat sources can they be distinguished. Therefore, it can be seen that 
the spatial resolution of the RDTS system is related to the laying density of the optical 
fiber, which can make up for the limitation caused by the spatial resolution. The denser 
the optical fiber is laid, the more judgment areas are available, and the higher the spatial 
resolution is. If the optical fiber is doubled in density, the spatial resolution will be 
doubled. 

4. Conclusion 

This paper explained the spatial resolution of the RDTS system and gave the structure of 
the RDTS system. The 45° diagonal span fiber laying method is used to derive a method 
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for converting one-dimensional sensing data into planar two-dimensional temperature 
field distribution data. Use MATLAB to calculate the temperature distribution, and give 
the block diagram and content. The spatial resolution of the RDTS system is related to 
the system resolution and fiber distribution density. The two-dimensional distribution of 
optical fibers greatly improves the spatial resolution. Through a higher distribution 
density of optical fibers and a DTS with 0.4 m system resolution, we obtained a spatial 
resolution of 0.14 m. Higher spatial resolution is vital to the practical application of the 
technology. 
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Abstract. Public organizations have the ongoing task of properly managing the 
security of the information they handle. The objective of this research is to analyze 

the security standards adopted by public organizations in Ecuador to improve their 

management of information security. The deductive method was applied for the 
review and analysis of appropriate standards for public institutions. As a result, 

information was obtained on the different security policies, standards and guidelines 

that apply, national and international public organizations. A Diagram of activities 
for the adoption of standards for public organizations resulted; a prototype 

standards-based Information Security Management Model; and an Information 

Security Management Matrix, from which the Risk Mitigation Percentage was 
calculated. It was concluded that maintaining high levels of security in public 

organizations requires the adoption of control standards in different areas and the 

collaboration of the different organizational and hierarchical levels of public 
organizations. 

Keywords. security standards, security management, public organization, 

information security 

1. Introduction 

Public organizations have the ongoing task of properly managing the security of the 

information they handle. For that reason, they have had to seriously consider protecting 

their information through normally accepted standards that seek to prevent the institution 

from being a victim of cyber criminals [1]. In reference to the above, a figure from the 

International Telecommunication Union (ITU) mentions that Ecuador is the sixth most 

cybersecure country in Latin America of a total of 19 countries. At the Latin American 
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level, the most cybersecure countries are Uruguay and Brazil. While worldwide 

dominate Singapore and the United States [2]. 

Standards are written standards that are contained in a document available to the 

public, established by consensus and adopted by a recognized body; it establishes the 

rules, requirements, characteristics, guidelines or general recommendations that must be 

followed to achieve an optimal level of regulation in a particular area in relation to 

current problems or problems that may arise in the future [3]. 

Failure to implement security standards can bring with it a series of problems for 

ecuadorian public institutions, such as theft or leakage of information, whether due to 

digital techniques such as embedding malicious software, viruses that affect the system, 

keyloggers to reveal access codes, spyware to maliciously collect information from 

systems and use it; SQL injection attacks, denial of service attacks [4]. Then there is the 

social engineering through which certain people outside or related to the organization, 

access the internal information of the company and use it to harm it [5]. And we must 

not forget natural disasters such as fires, landslides, floods or human error [6]. 

Ecuador's public institutions are a group of organizations designed to provide and 

facilitate services to the community. Currently there are 3,251 public institutions that are 

directly part of the central public administration or others that belong to decentralized 

autonomous governments. These institutions have implemented a series of 

Comprehensive Information Systems, which has facilitated citizen processes or 

procedures. They are also required to integrate their information into the National 

Information System and their Information Security Management is evaluated by the 

Ministry of Telecommunications and the Information Society (MINTEL). 

Several significant flaws have been identified in current management systems that 

have allowed: 

� The data leak of 20 million Ecuadorian data between living and dead people, 

which included personal, banking and even tax information. 

� Alteration of citizen data in databases of the Civil Registry and the National 

Council for Equality of Disabilities (CONADIS) in order to obtain benefits or 

commit criminal acts. 

� Denial of service attacks on websites of public entities. 

As a result of the events that have become public knowledge in recent years, citizens 

distrust the capacities of public institutions to ensure the confidentiality, integrity and 

availability of information. 

At an international level, organizations such as The International Standard 

Organization (ISO), have elaborated the family of the ISO/IEC 27000 standard, which 

contains the best practices for the development, implementation and continuous 

improvement of Information Security Management Systems (ISMS) in organizations [7]. 

Implementation of this standard allows organizations of any type to properly manage the 

security of their assets, their financial information, intellectual property, employee 

details and information entrusted by third parties related to the institution in some way 

in Ecuador, the Ecuadorian Standardization Service (INEN) is the entity in charge of 

ensuring compliance with quality requirements of public and private institutions, in this 

sense it has powers to regulate and comply with requirements to guarantee the safety of 

users and the provision of a quality service. Ecuadorian Standardization Service has 

adopted ISO technical standards and under the Government Information Security 

Scheme (EGSI) together with the Ministry of Telecommunications and the Information 

Society (MINTEL), periodically evaluate the Security Management of the Information 

from Ecuadorian public organizations. 
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The objective of this research is to analyze the security standards adopted by public 

organizations in Ecuador to improve their management of information security. 

¿Does the implementation of security standards in a public organization help 

improve the management of information security? 

The adoption of security standards based on international regulations allows 

organizations to establish policies, procedures and controls with the aim of reducing the 

risks to which the information is exposed. Due to the security controls installed, an 

improvement in security management can be achieved, in terms of efficiency and 

continuous improvement.  

Assessing information security levels in each of its dimensions will ensure business 

continuity, as well as early identification of security risks and potential damage to 

information. The evaluation of security controls and metrics is necessary since they 

provide information for decision-making at the three decision levels of organizations: 

operational, tactical and strategic [8]. 

Related references: An approach of National and International Cybersecurity Laws 

and Standards to Mitigate Information Risks in Public Organizations of Ecuador [9], An 

Empirical Study of Information Security Management Success Factors [10], Critical 

Success Factors Analysis on Effective Information Security Management: A Literature 

Review [11], Cyber-security Policy Framework and Procedural Compliance in Public 

Organisations [12], Identifying factors of “organizational information security 

management” [13], Organizational factors to the effectiveness of implementing 

information security management [14], Security Related Issues In Saudi Arabia Small 

Organizations: A Saudi Case Study [15], Analysis of Appropriate Standards to solve 

Cybersecurity problems in Public Organizations [16], Adapting ISO 27001 to a Public 

Institution [17], Ecuadorian Standardization Service [18]. 

The deductive method was applied for the review and analysis of appropriate 

standards for public institutions that allow the improvement of information security 

management. 

The results obtained were: a Diagram of activities for the adoption of standards for 

public organizations; a prototype standards-based Information Security Management 

Model; and an Information Security Management Matrix, from which the Risk 

Mitigation Percentage was calculated. 

Maintaining high levels of security in public organizations requires the adoption of 

control standards in the different areas and the collaboration of the different 

organizational and hierarchical levels of public organizations. 

2. Materials and Methods 

In the first instance in Materials, was made a search for information from different 

sources that allowed defining the standards used in public government organizations and 

the adoption process. Secondly, in Methods, the steps to achieve the results were defined. 

2.1 Materials 

2.1.1 Governmental Information Security Scheme – EGSI 

Ecuadorian public organizations have the obligation and responsibility to protect the 

information they handle, much of this information has to do with citizens and another 
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part strictly with the internal management of the company. In any case, with the 

advancement of Information and Communication Technologies (ICT), state 

organizations have given greater attention to the protection of their information assets 

and thus generate confidence in citizens that their data is safe [16]. 

In Ecuador, Ministerial Agreements have been issued in order to efficiently and 

effectively manage information security in public entities. In turn, it maintains the 

Commission for Computer Security and Information and Communication Technologies 

in charge of computer security issues for government entities [16]. This commission was 

created with the purpose of analyzing the situation of information security in public 

institutions belonging to the Ecuadorian state and has come to determine the need to 

apply rules and procedures for information security, and incorporate culture and 

institutional processes, its permanent management, for this purpose the Government 

Information Security Scheme (EGSI) was prepared. 

The objective of the EGSI is to increase the security of information in public entities. 

The implementation of the EGSI is carried out through the Continuous Improvement 

Cycle (PDCA), which has four steps: Plan, Do, Act and Verify. 

 

 
Table 1: EGSI Compliance Classification 

 

% of milestones met EGSI Compliance Level 
Weighting 

90% a 100% High 

75% a 89% Medium 

50% a 74% Regular 

<50% Low 

 

 

The EGSI is divided into 11 sections and has 126 priority guidelines or milestones 

that must be evaluated and met by public organizations in Ecuador [16]. The final 

qualification of compliance with the EGSI is performed according to Table 1. 

 

 

 
Figure 1. EGSI compliant entities 
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Figure 1 shows the level of compliance of public organizations in Ecuador, 

according to the milestones that organizations must meet. 

2.1.2 ISO/IEC 27001: 2013 

ISO/IEC 27001: 2013 is the international standard that governs the management of 

information security. It specifies the requirements that organizations must follow 

regarding the implementation of an Information Security Management System (ISMS) 

[17]. ISO/IEC 27001: 2013 defines information security as a preservation of the 

confidentiality, integrity and availability of information, essential dimensions that must 

be covered to a greater or lesser extent, controls, standards established in an organization 

[11].  

2.1.3 ISO/IEC 27002: 2013 

Describes the Code of Practice for the implementation of information security controls. 

ISO / IEC 27002: 2013 provides guidelines for organizational information security 

standards and information security management practices, including the selection, 

implementation and management of controls taking into account the information security 

risk environments of the organization [13]. Through ISO / IEC 27002: 2013, institutions 

will be able to select the appropriate standardized controls that will form part of the 

Information Security Management System for the organization. Through this standard, 

companies can also develop their own information security management guidelines. The 

standard has 114 controls, grouped into 14 domains and 35 control objectives that 

organizations can adapt according to their nature [6]. 

2.1.4 INEN ISO/IEC 27002 

INEN ISO / IEC 27002 is the Ecuadorian technical standard, aimed at institutions derived 

from the Central Public Administration, whose objective is the adequate Management of 

Information Security. This standard is a translation of the ISO / IEC 27002 standard, so 

its structure is the same as that of the international standard. The implementation of the 

standard established by INEN serves as a reference for public institutions to select and 

adopt commonly accepted controls as part of the implementation process of the 

Government Information Security Scheme (EGSI) [18]. According to this standard, the 

assets of an organization are in constant threat of being affected, in which processes, 

systems, networks and people are involved. Changes in processes, business systems and 

other external changes can be causes of risks for information security, so it is necessary 

to implement a set of appropriate controls: policies, processes, procedures, 

organizational structures using resources software and hardware to ensure an 

organization meets its security objectives and strategic objectives. 

2.2 Methods 

The objective of this study was to analyze the security standards that Ecuadorian public 

organizations can adopt to improve their management of information security. For this, 

the deductive method was applied to review and analyze the appropriate standards for 

public institutions. 
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With the objective of evaluating the impact on the Management of information 

security produced by the adoption of security standard controls, scales of assessment of 

Confidentiality, Integrity and Availability of information were developed and used. 

The creation of the prototype of the Information Security Management model was 

carried out based on the analysis of the ISO IEC 27001 and 27002 standard. From the 

27001 standard, the dimensions of information security were considered: confidentiality, 

integrity and availability. In the same way, the 14 domains of the 27002 standard were 

considered, resulting from the analysis of 4 proposed dimensions that are part of public 

organizations. 

For the evaluation of the impact produced by the adoption of controls in the 

Information Security Management, an agency of the Civil Registry of Ecuador was taken 

as a reference, which is part of the institutions that have completed the first phase of the 

EGSI. 

 

  
Table 2: Scale to assess Confidentiality of information 

 

Scale Value Criterion 

High 3 Control is essentially important and has a crucial effect 

in ensuring the confidentiality of information 

Medium 2 The control in place is moderately important to ensure 

the confidentiality of the information 

Low 1 The established control is important to ensure the 

confidentiality of the information 

 

 

Table 2 shows the rating scale of the Confidentiality of the information. The integrity 

and availability of the information were assessed based on the same scale. The objective 

of this assessment was to provide qualitative values to each quantitative value, depending 

on the importance of establishing control to ensure company information. The 

quantitative assessment of the dimensions of information security, then allowed 

calculating the assessment of the impact of controls, which was carried out by applying 

the following formula: 

C I DVIC
n

� �
�                                                          (1) 

Where C is Confidentiality, I is Integrity, D is Availability, VIC is Control Impact 

Assessment and n is the Number of security dimensions evaluated, which for the case is 

3. 

 

 
Table 3: Control Impact Assessment Scale 

 

Scale Value Criterion 
High 3 - 2 Must be installed immediately 

Medium 1,99 - 1,01 It must be established in the shortest possible time 

Low 1 Must be established when resources are available 
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The results of the Control Impact Assessment were weighted using the scale in Table 

3. Then the Risk Mitigation Percentage is calculated. To do this, first calculate the 

average VIC using the formula: 

x
X

n
� �

                                                        
(2)

 

Finally, with the mean of X the Risk Mitigation Percentage was calculated, dividing 

the mean of X for the maximum score that each control can obtain, in this case 3 and 

multiplying by 100%. 

*100%
3

XPRM �                                          (3) 

3 Results 

3.1 Diagram for the Adoption of Standards in Public Organizations 

The improvement of Information Security Management in public organizations can be 

achieved through the adoption of standards, this requires that a series of basic steps be 

followed: 

 

 

Standards analysis

Choice of controls

Implementation of controls

Information Security Management 

Assessment

Contextualization of standards

 
 

Figure 2. Adoption of standards to improve information security management 

 

Figure 2 shows the activities that must be followed to improve Information Security 

Management in Public Organizations. The first step is the review and analysis of national 

and international standards, the second step is to contextualize the standards according 

to the nature of the organization to know if the controls belonging to that standard are 

applicable to the public organization, the third step is the choice of the information 
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security controls most appropriate to the nature of the organization, the fourth step is the 

implementation of said controls, the last step is the evaluation of the Information Security 

Management achieved with the implementation of the controls. 

3.2 Prototype of a Standards-based Information Security Management Model 

The analysis of the national and international norms and standards to which the public 

institutions of Ecuador must abide, allowed the creation of the following prototype of the 

Information Security Management Model based on standards. 

 

 

People
Organizational 

processes

Technical 

characteristics
Disasters

ISO/IEC 27001- 27002

Confidentiality

Integrity

Availability

Information

security

 
 

Figure 3. Standards-based information security management 

 

This prototype integrates the domains of the ISO/IEC 27002 standard which were 

classified into 4 dimensions: People, Organizational Processes, Technical Characteristics, 

and Disasters. Information security management is carried out on these 4 dimensions to 

achieve satisfactory levels of information security in terms of its 3 dimensions: 

Confidentiality, Integrity and Availability. 

The different controls of ISO/IEC 27002 that are part of the 4 dimensions 

represented in the model in Figure 3, can be evaluated with the Minimum Distance 

Method. The Minimum distance to an ideal point method is a method that allows 

evaluating different object parameters in a n-dimensional unit mathematical space. The 

minimum distance method is a methodology that can be used to assess computer security 

in organizations [6]. With this method, public organizations can evaluate controls from 

adapted standards, using the following equation: 
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Eq. 4 calculates the Euclidean distance, distance from any point in n-dimensional 

space to the perfect point (1, 1, 1, ...) or the point that the user defines as an ideal point 

taking into account their requirements and available resources, from there you can decide 

how to spend resources to manage computer security, this is very useful when it comes 

to optimizing resources and it is required to give higher priority to some controls than 

others. Depending on whether (1, 1, 1, ...), or any other point was set as the ideal point, 

the parameter values can take values very close to one or the ideal point, which means 

that they are more important than the others; and therefore, the organization will spend 

more resources to control said parameters. 

3.3 Information Security Management Matrix 

A security management matrix was carried out in which different controls that the public 

organizations implement were weighted, according to the impact that said control 

produces in maintaining the security of the information evaluated in its 3 dimensions. 

 

 
Table 4: Information Security Management Matrix 

 

Controls Impact on information security Scale 

C I D VIC 

Biometric 3 1 1 1,67 Medium 

Security cameras 3 1 1 1,67 Medium 

Firewalls 2 2 2 2 High 

Antivirus 2 2 1 1,67 Medium 

Wireless controller, 

access points 

2 1 1 1,33 Medium 

Hard disk backups 1 3 3 2,33 High 

 

 

The generated matrix is shown in Table 4, where the backup of hard drives obtained 

the highest impact value in Information Security Management, followed by the 

implementation of firewalls. The wireless controller for access points is the control that 

obtained the lowest rating. 

It was determined that the backup of hard drives and the implementation of firewalls, 

are controls that cause a high impact in the improvement of Information Security 

Management, so these controls must be implemented immediately in order to safeguard 

the information and organization assets. The installation of biometrics, security cameras, 

antivirus and configuration of wireless controller of access points, are controls that cause 

a medium impact so they must be implemented in the organization in the shortest 

possible time. 

 

3.4 Calculation of Risk Mitigation Percentage 

The results obtained in the Control Impact Assessment were used to calculate the Risk 

Mitigation Percentage. 
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1,67 1,67 2 1,67 1,33 2,33
1,78
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                               (5) 

Eq. 5 calculated the average of the impact evaluations of the controls. 

 

1,78
*100% 59,3%

3
PRM � �

                                                (6) 

The calculation of the Risk Mitigation Percentage was carried out by applying Eq. 

3 and allowed determining areas in which controls should be improved to reduce the 

risks related to information. 

4 Discussion 

This work presents an analysis for the adoption of Security Standards in order to improve 

Security Management in Public Organizations. Any public organization that intends to 

adopt national and international standards may apply the methodology proposed in this 

work. 

The Information Security Management model developed considered the dimensions 

described in ISO / IEC 27002, in another study [17], and  the  ISO / IEC 27001. 

In this study, an Information Security Management Matrix was developed based on 

the impact produced by the selected controls of the ISO / IEC 27002 standard according 

to the nature of the organization; contrary to what has been done in other studies where 

they analyze the impact of a risk becoming a threat, which helps determine the level of 

risks according to their impact and probability of occurrence; however, the proposal 

developed in this study is a more simplified alternative that focuses on Safety 

Management for risk mitigation. 

The Risk Mitigation Percentage found for a public organization was 59.3%. In a 

similar investigation [9], this percentage was 58.6%. 

5 Future Word and Conclusion  

In the future, the factors that positively or negatively influence the adoption of standards 

in public organizations should be investigated. 

Maintaining high levels of security in public organizations requires the adoption of 

control standards in different areas and the collaboration of the different organizational 

and hierarchical levels of public organizations. 

The improvement of Information Security Management requires its evaluation in its 

three dimensions: Confidentiality, Integrity and Availability and is achieved with 

adequate management of people, organizational processes, technical characteristics and 

disasters around the controls described in the standard. ISO / IEC 27002. 

The backup of hard drives and the implementation of firewalls are controls that 

produce a greater impact to ensure the security of the information, so they must be 

implemented immediately in all public institutions in order to over-safeguard the 
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information of the organization. The installation of biometrics, security cameras, 

antivirus and wireless access point controller configuration are controls that cause a 

medium impact, therefore they must be implemented in public organizations in the 

shortest time possible. 

Most of Ecuador's public organizations have implemented the Government 

Information Security Scheme (EGSI) in conjunction with the INEN ISO / IEC 27002 

standard, which demonstrates the progress of Ecuadorian public organizations in the area 

of protection and management of information security. 
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Abstract. In this letter, we proposed a simple balanced-detection reception scheme 

for the half-cycled single-sideband direct-detected optical orthogonal frequency 
division multiplexing (HSSB DD-OFDM) signal with decreased guard band. By 

employing this scheme, each entire OFDM symbol can be recovered perfectly, 

while the signal-to-signal beat interference (SSBI) can be eliminated, the guard 
band can be reduced greatly and the tolerance to phase noise induced inter-channel 

interference (PN-ICI) and potential benefit of low peak to average power (PAPR) 

are retained. The simulation results demonstrate that a 40 Gbps 16-QAM HSSB 
DD-OFDM signal was achieved successfully. 

Keywords. optical OFDM, direct-detection, beat interference, guard band 

1. Introduction 

Optical orthogonal frequency division multiplexing (OFDM) has been proposed and 

intensely investigated due largely to its enhanced spectral efficiency (SE) and excellent 

immunity to transmission deteriorations such as chromatic dispersion (CD) and 

polarization-mode dispersion (PMD), and fine granularity for dynamic bandwidth 

allocation [1]. According to the configurations of optical receivers, the optical OFDM 

systems could be classified into two sorts: coherent optical OFDM (CO-OFDM) and 

direct-detected optical OFDM (DD-OFDM). Compared to CO-OFDM, DD-OFDM 

systems require a simpler and more cost-effective receiver since the desired OFDM 

signal is acquired by detecting the beat outcomes of the carrier and signal using a 

square-law photodiode (PD), and therefore DD-OFDM could be one of the promising 

candidates to economically supply high bandwidth in metropolitan area networks and 

long-reach passive optical network [2]. 

The single-sideband format (SSB-OFDM) is adopted to combat the immanent 

CD-induced power fading associated with double-sideband (DSB) OFDM and to 

improve the SE in DD-OFDM. Typically, SSB-OFDM signal will be influenced by 

inherent signal-to-signal beat interference (SSBI) after square-law PD detection in case 
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the bandwidth of guard band (GB) between the main carrier and OFDM signal is 

smaller than the OFDM signal [3]. As mentioned in [1, 4], the blank frequency GB 

between the main carrier and the data signal was proposed to protect the signal from 

being interfered by the SSBI, and thus the system SE will be reduced to as much as half. 

Many research efforts have been made to address this issue. In [5], authors proposed 

the turbo coding technique to combat the SSBI at the cost of SE and complexity of 

forward-error-correction decoding. In [3], an iterative algorithm for the SSBI 

cancellation at the receiver was proposed for the virtual SSB-OFDM system, which 

demands large carrier-to-signal power ratio (CSPR) and increases the computation 

complexity. Moreover, in [6], a SSBI cancellation reception is proposed and analyzed 

in the SSB-OFDM system with an optical filter and a balanced receiver. However, the 

receiver sensitivity is reduced in that half of the overall optical power is used to rebuild 

the SSBI without contribution to the received OFDM signal. Another scheme which 

was called interleaved OFDM also can effectively remove the impingement of SSBI by 

loading data only in odd subcarriers, while sacrificing half of the system SE. It’s noted 

that the interleaved OFDM signal can acquire tolerance toward PN-ICI and the intrinsic 

defect of OFDM signal, i.e., high PAPR can be significantly ameliorated in interleaved 

OFDM scheme [7-10]. Further, in [11], based on the symmetry characteristic of the 

interleaved OFDM symbol in the time domain, the half-cycled DD-OFDM 

transmission and receiving scheme was proposed to fight the SSBI without SE sacrifice. 

Specifically, the second half of interleaved OFDM symbol is cut away during the 

transmission and recovered by reversing the corresponding first half after square-law 

detection and analog to digital conversion (ADC). However, the simple reception 

scheme for half-cycled OFDM signal in [11] cannot guarantee effective OFDM signal 

recovery especially when the system is configured with small CSPR. Actually, the 

CSPR is as high as 20 dB in the experimental setup of DSB half-cycled DD-OFDM 

transmission to maintain performance compared with the traditional interleaved OFDM 

signal [11]. 

In this letter, a simple receiving scheme for half-cycled SSB optical OFDM signal 

is proposed. The receiver consists of an optical interleaver (IL), a 2×2 3 dB optical 

coupler (OC) and a balanced PD pair. Thanks to perfect restoration of the half-cycled 

interleaved OFDM signal, the SSBI can be eliminated completely; on the other hand, 

the GB just needs to meet the requirement for splitting the optical carrier and SSB 

OFDM signal, so the SE can be meliorated greatly by decreasing the GB. The 

simulation results of the 40 Gbps 16-QAM HSSB DD-OFDM signal with considerably 

small GB demonstrate that the proposed scheme efficiently receives the half-cycled 

OFDM signal and system performance catches up with SSB DD-OFDM systems with 

sufficient GB or interleaved subcarrier configuration. 

2. System Model 

The SSB-OFDM signal may be generated by different methods, such as optical 

intensity modulation of radio frequency OFDM(RF-OFDM) signal with optical SSB 

filtering, optical IQ modulation of the baseband OFDM signal and attaching of an 

optical carrier, etc [1-6]. Figure 1 illustrates a conceptual diagram of the HSSB 

DD-OFDM system combined with the proposed receiving scheme. The output of 

continuous wave laser diode (LD) is split into two paths. One path passes through an 
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IQ modulator which is biased at null point and driven by the complex baseband OFDM 

signal. The other path simply provides the main optical carrier and is mixed with the 

modulated optical OFDM signal using a 3 dB coupler. The fiber length in both paths of 

the coupler is matched to eliminate the propagation delay between the two paths. 

Separate generation of the optical OFDM signal and the main optical carrier enables 

flexible adjustment of the CSPR and large dynamic range for the baseband signal. 

Moreover, only the positive part of the inverse fast Fourier transform (IFFT) is filled to 

realize SSB-OFDM modulation and a GB is placed between the main optical carrier 

and OFDM signal by nullifying some subcarriers. 
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Figure 1. (a) HSSB DD-OFDM transmitter with optical I/Q modulation of the baseband OFDM signal and 

combination of a main optical carrier, (b) the spectral profile of conventional interleaved SSB DD-OFDM, (c) 

the spectral profile of HSSB DD-OFDM with a GB, (d) the proposed HSSB DD-OFDM receiver. 

Let kX  be the complex-valued symbol representing the constellation point on the 

kth subcarrier for a given symbol. When subcarrier interleaving is introduced, symbols 

are only loaded in subcarriers with odd index and subcarriers with even index are 

loaded with “0”s. Then the IFFT realization of an interleaved OFDM signal for that 

symbol are given by mx  where 

1
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and N is the size of the IFFT. The time domain symmetry of the interleaved OFDM 

P. Yang and X. Chen / Simple Receiving Scheme Based on Balanced Detection324



signal could be represented as 
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Eq. (2) demonstrates that the first and second halves of one interleaved OFDM 

symbol possess the opposite amplitude in time domain. In half-cycled interleaved 

OFDM scheme, the waveform of one symbol is truncated by only transmitting the first 

half. When the second half is somehow retrieved by the receiver, the complete 

waveform of that symbol can be reconstructed. By this means, the time taken to 

transfer data is halved and data rate is doubled. Therefore, the SE will remain 

unchanged despite the reserved subcarriers with even index. Meanwhile, to ensure the 

phase continuity between the recovered first and second halves in one symbol, the 

guard interval of the new half-cycled symbol should be carefully designed. As shown 

in Figure 2, except the routine prefix cloned from the tail of the interleaved OFDM 

symbol, the half-cycled OFDM symbol is added a postfix which is part of the head of 

the second half of the symbol. 

int _erleaved OFDMT
_first halfT

sec _ond halfT

_ _half cycled OFDMT

prefix postfixdata

 

Figure 2. Half-cycled OFDM symbol with prefix and postfix. 

As illustrated in Figure 1(c), the spectrum of the optical signal at the transmitter is 

the addition of a linear version of the electrical OFDM signal and a main optical carrier. 

Considering the truncating operation with OFDM symbol will not change the spectrum 

shape but broaden its spectral bandwidth by two subcarrier spacings, the transmitted 

optical HSSB DD-OFDM signal could be expressed as 

0 0 2 1

1
2

2 2 ( ) 2

2 1

0

( ) ( ) ( ) ( ) ,
2

k

N

j f t j f B t j f ts
k

k

Tt e e X t e t t� � �	 �

�

��
�

�

� � 
 � � �� c sE E E            (3) 

where 
0f  is the main carrier frequency, B�  is the GB between the main carrier 

frequency and OFDM signal, 	  is the scaling coefficient that represents the CSPR; 

( )t�  is the pulse shaping function, which is 1 in  � 0, 2sT  and 0 otherwise; sT  is 
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the OFDM symbol duration. In Eq. (3), only one OFDM symbol is assumed for the 

sake of mathematical simplicity. If the fiber nonlinearity remains sufficiently low, the 

fiber channel can be modeled as a linear system. Therefore, the received optical signal 

at the IL still can be expressed in the form like Eq. (3). Then the IL separates the 

received optical HSSB DD-OFDM signal as the main optical carrier, ( )rc tE , and the 

OFDM signal, ( )rs tE . Note that the GB required by the IL could be much narrower 

than the bandwidth of OFDM signal. Then the main optical carrier and the OFDM 

signal are sent into a 2×2 3 dB OC with the following transmission matrix: 

1

2 2
.

1

2 2

j

H
j

� �
� �

� �� �
� �
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                                                     (4) 

In Eq. (4), we assumed that this ideal 3 dB OC has no additional loss and its two 

optical paths introduce the same time delay. Given that the two PDs have identical 

sensitivity, the two output photocurrents can be written as: 
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 (5) 

For each photocurrent in Eq. (5), the first item is the direct current (DC) 

component; the second item is the so called SSBI which comes from the self-beating of 

the OFDM signal; and the last item is the desired carrier-signal beating products. By 

comparison, it’s found that 
1( )r t  and 

2 ( )r t  actually correspond to the detected 

products of the first and second half of one interleaved OFDM symbol, respectively – 

that is, the discarded second half of one interleaved OFDM symbol can be retrieved 

from 
2 ( )r t . Meanwhile, regardless of the noise, due to the SSBI that could be 

strengthened by small CSPR configuration, the remained alternating current (AC) 

components (the second term and the third term) no longer strictly have the inverted 

amplitude after filtering the DC components in 
1( )r t  and 

2 ( )r t . So the restoration 

scheme for the half-cycled interleaved OFDM signal in [11] will be confined to the 

large CSPR condition. Further, via the subtraction operation we obtain 

*

1 2( ) ( ) ( ) Re{ ( ) ( )}rc rsr t r t r t j t t� � � E E                           (6) 

which is the desired signal included in the first half of one interleaved OFDM symbol. 

Let ( )MSS n  be the signal of ( )r t  processed by sampling, timing and guard interval 

removing, then the final waveform of one symbol could be reconstructed as 

( ) [ ( ), ( )] .MS MSS n S n S n� � �                                       (7) 
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Although the first and the second halves of one symbol can be separately retrieved 

from 
1( )r t  and 

2 ( )r t  (hereafter, alternative scheme for short), one more 

analog-to-digital converter (ADC) and additional timing and guard interval removing 

operation will be required. Therefore, the proposed receiving scheme allows to simple 

and efficient recovery of the HSSB DD-OFDM signal while maintaining the immunity 

to SSBI interference. 

3. Results and Discussion 

A proof-of-concept simulation HSSB DD-OFDM link with 40 Gbps 16-QAM signal is 

built using VPItransmissionMaker and Matlab to investigate the feasibility of the 

proposed scheme. 

The simulation platform’s structure and detailed DSP for transmitter and receiver 

are described in Figure 1. The main system parameters are as follows: the FFT size is 

256 while 60 interleaved subcarriers in the positive frequency bins are for the data; 

subcarriers between the first subcarriers and data-bearing subcarriers are reserved for 

GB varying from 1 to 10 GHz; overall length of prefix and postfix is 16 points; 20 

training symbols are transmitted for overall channel estimation, followed by 500 data 

symbols. The baseband signal is modulated on the optical wave from an output branch 

of LD with central frequency of 193.1 THz and linewidth of 100 MHz. The other 

output branch is used for optical carrier insertion. By adopting the carrier insertion, the 

signal can keep in linear modulation region when tweaking the CSPR by setting 

different split ratio of the LD’s two branches. The HSSB DD-OFDM signal is 

transmitted through a 100 km standard single mode fiber with the power loss of 0.2 

dB/km and dispersion of 16 ps/nm•km. An EDFA and tunable optical attenuator are 

installed before the receiver to regulate the optical power. In the receiver, the optical IL 

with sharp edge at 193.102 THz splits the main optical carrier and optical OFDM 

signal. An ideal 2×2 3 dB OC is used to combine the main optical carrier and the 

optical OFDM signal. Then the two mixed signals from the OC are sent into the 

balanced PD pair. The following DSP procedure including synchronization, guard 

interval removal, waveform reconstruction, FFT, channel estimation based on 

intra-symbol frequency domain averaging, one-tap equalization, 16-QAM de-mapping 

and BER/EVM computation. 

Figure 3 illustrates the system performance in terms of BER as a function of the 

CSPR for the HSSB DD-OFDM signal received by two schemes. The CSPR of ~0 dB 

is discovered to be the optimum value, which suggests that the best sensitivity is 

achieved while the carrier power equals to the signal power. Moreover, the 

performance difference between the two receiving schemes can be ignored. This 

optimum value agrees with the past known results of 0 dB for the gapped SSB 

DD-OFDM systems or interleaved SSB DD-OFDM systems, in which the desired 

signal and the SSBI noise are distributed over different frequency zones after the PD 

[7]. For a given total received optical power and fixed GB, as the CSPR deviates from 

the optimum value, the SNR decrease because the optical noise and transmission 

distortions become the leading factors.  
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Figure 3. BER as the function of CSPR at the laser linewidth = 1MHz, GB = 5 GHz, received optical power 

= -15 dBm. 

 

Figure 4. BER as the function of received optical power for HSSB DD-OFDM (GB = 5 GHz), gapped SSB 

DD-OFDM (GB = 10 GHz) and interleaved SSB DD-OFDM at the laser linewidth = 1MHz, CSPR = 0 dB. 

In Figure 4 the BER performance versus the received optical power is carried out 

for the proposed, the previous gapped SSB DD-OFDM system and interleaved SSB 

DD-OFDM system at 40 Gbps with 16 QAM. The receiver sensitivities of HSSB 

DD-OFDM and interleaved SSB DD-OFDM are very close, which proves that HSSB 

DD-OFDM is practical. Compared to interleaved SSB DD-OFDM, HSSB 

DD-OFDM’s receiver sensitivity penalty mainly comes from the synchronization 

timing error which affects the phase continuity between the recovered first and second 

halves in one symbol. Due to low PAPR and tolerance toward PN-ICI, HSSB 

DD-OFDM achieves slight better receiver sensitivity than gapped SSB DD-OFDM. 
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Figure 5. EVM as the function of GB with the laser linewidth = 1MHz, received optical power = -15 dBm. 

To check the influence of GB on the HSSB DD-OFDM signal, the EVMs 

computed from the simulated symbols are in Figure 5. It’s found that the EVMs are 

almost no change when the GB is equal to or bigger than 5 GHz. The EVM increases 

slowly and keeps below the FEC limit until the GB is reduced to 2 GHz, therefore the 

SE is meliorated greatly. As the GB is smaller than 2 GHz, the edge of the optical IL 

destroys the OFDM signal. Figure 6 gives the EVMs of the HSSB DD-OFDM signal 

with different laser linewidth from 1MHz to 10 MHz. It is found that EVM ascends 

almost linearly with the increment of laser linewidth and yet keeps below the FEC limit. 

Hence the HSSB DD-OFDM signal has good tolerance of laser linewidth. 

 

Figure 6. EVM as the function of the laser linewidth = 1MHz, received optical power = -15 dBm and GB = 5 

GHz. 
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4. Conclusion 

A simple receiving scheme for half-cycled SSB DD-OFDM signal has been proposed 

and demonstrated. In this scheme, since the half-cycled interleaved OFDM signal can 

be well retrieved, the immunity to SSBI interference is retained with the greatly 

meliorated SE despite the increased complexity of the receiver. We investigated the 

system performance with 40 Gbps 16-QAM transmission simulations. The simulation 

results show that the proposed scheme possesses approximate performance compared 

with typical SSB DD-OFDM system and interleaved SSB DD-OFDM system, inherits 

low PAPR and tolerance toward PN-ICI from interleaved OFDM system and lowers the 

requirements for GB and laser linewidth. 
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Abstract. The human body has many joints, and joint injuries frequently occur in 

various sports. To explore the biomechanical state of ligaments or muscles in human 
joints before and after damage, and to help doctors judge the damage and repair of 

joints, this article proposes a seven-degree-of-freedom platform based on three 

rotations spherical parallel mechanism for simulating human joint motion. Taking 
the knee joint as an example, this article simplified its model, and performed 

kinematics simulation by ADAMS to verify the feasibility of this mechanism. And 

based on the TRIO motion controller, we established the physical testing system. 
The correctness is finally verified by experiment in kind, which proves the 

feasibility of the joint motion simulation platform. And in terms of accuracy, it also 

performances very well. For example, when it needs to rotate 30° around the Y-axis, 
its actual rotation angle is 29.6°, the error is less than 2%, and its translation error is 

also within 3%. 

Keywords. seven degrees of freedom, joints, spherical parallel mechanism. 

1. Introduction 

To understand the function of the knee joint properly, we need to study the In-Situ force 

and the In-Vivo force, which need to add information in the range of ligament relaxation 

between full extension and deep flexion. In recent years, many studies have confirmed 

the role of joint in limiting tibial movement, however, due to the lack of appropriate 

experimental equipment to measure the total force in the ligament while the joint moving, 

this research has been hampered. 

So far, many medical and engineering scholars have made outstanding contributions 

to this research. From 1996, Woo et al. [1] used a Universal Force/Robot System (UFS), 

which can provide a six-degree-of-freedom (DOF) manipulator when studying the knee 

of Anterior Cruciate Ligament (ACL). In-Situ force measurement used a multi-

dimensional force sensor at the end of the manipulator. Atarod et al. [2-3] of the 

University of Calgary used a 6 DOF parallel mechanism when studying the movement 

of the knee joint of sheep and cooperated with a redundant DOF clamping device to fix 

the Femur ACL Tibia Complex (FATC) of sheep. The femur and tibia were fixed to 

conduct a sheep gait simulation experiment and measure the In-Situ force of the sheep 

knee ACL. Noble et al. [4] designed a universal robot based on rope drive and built a 
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musculoskeletal test system to design experiments to verify. Zens et al. [5] used a multi- 

degree-of-freedom joint motion simulator in the study of the length of the anterolateral 

ligament during the passive motion of the knee joint. Nesbitt et al. [6] used a KUKA 

robot to produce the ideal movement of the knee joint while exploring the effects of robot 

flexibility and bone bending on the knee kinematics simulation. In 2017, the Department 

of trauma, Innsbruck Medical University, developed a new type of knee biomechanical 

test-bed for in vitro evaluation of the knee joint [7]. The platform allows the kinematics 

of the knee joint to be studied in all six degrees of freedom; in 2018, the University of 

Aalborg proposed a new method for noninvasive and accurate measurement of knee joint 

relaxation in four degrees of freedom [8-12]. The joint measuring instrument combines 

a parallel manipulator and a 6-DOF force/torque sensor to reconstruct the relaxation 

measurement of tibiofemoral position and direction. 

In this paper, we propose a 7-DOF joint simulation platform based on three rotations 

(3-RRR) spherical parallel mechanism, so that can we find a more accurate method to 

evaluate the mechanical function of the human joint and internal tissue. And based on 

the TRIO motion controller, a physical testing system has been established. The purpose 

of this study is to provide help for the problems related to the residual relaxation of the 

human joint and adverse prognosis, meniscus injury, and graft failure. 

2. Design of Joint Motion Simulation Platform 

2.1. Structure of Joint Motion Simulation Platform 

As we all know, the six degrees of freedom of space is composed of 3 rotations and three 

translations. Through research on existing institutions and positive thinking, in the end, 

a "3+3+1" degree of freedom joint motion simulation platform was designed (as shown 

in Figure 1). 

 

Figure 1. Structure diagram of the joint motion simulation platform 

The mechanism is 1.08 meters long, 0.88 meters wide, and 1.6 meters high. It is 

mainly composed of an aluminum profile frame, an arc-shaped motion track, a 3-RRR 

mechanism, a lifting mechanism, and a two-dimensional linear module. The bottom two-

dimensional linear module can realize linear motion in the X-axis and Y-axis directions. 

An electric cylinder drives the lifting mechanism used to complete the linear movement 

in the Z-axis direction. The 3-RRR mechanism can realize three-degree-of-freedom 

motion in space. The arc-shaped motion mechanism can manually compensate for the 
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pitch angle that the 3-RRR mechanism cannot reach. Through the cooperation of various 

mechanisms, six degrees of the freedom movement in space can be completed, thereby 

simulating human joints' movement. The movement space of the mechanisms is shown 

in Table 1. 
Table 1. Movement Range of The Mechanism 

 Degree of freedom Range of motion 

 Pitch ±50° 

Rotation Yaw -50° ~ +140° 

 Roll ±50° 
 X -540mm ~ 200mm 

Translation Y ±150mm 

 Z -20mm ~ +140mm 

The advantage of this mechanism is that the 3-RRR mechanism is a spherical 

parallel mechanism, its motion is extremely flexible, and it can rotate three degrees of 

freedom around the center of motion, which is very similar to the rotation of human joints,  

so it is very suitable for simulating joints’ movement. What’s more, the research on the 

spherical parallel mechanism at home and abroad is relatively mature. There are many 

kinds of research on it at present [13-14] (for example, the Agile Wrist [15]), which can 

help us better control the movement required to complete the experiment. 

2.2. Control System of he Joint Motion Simulation Platform 

The control system of the joint motion simulation platform includes a laptop, a TRIO 

motion controller, 6 AC servo drivers and 6 AC servo motors, three of them are 400W 

and the other three are 100W. Two 400W drivers and motors are used to drive the motion 

of linear modules along X-axis and Y-axis, the left 400W driver and motor are for the 

lifting mechanism, three 100W drivers and motors are used to drive the 3-RRR 

mechanism. The control system diagram is shown in Figure 2. The laptop, TRIO 

controller and AC servo drivers are connected by network cable; they communicate 

through Ethernet protocol, the platform can be driven by the program written on the 

laptop. 

 
Figure 2. Control system block diagram 
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3. Adams Kinematics Simulation 

3.1. Model Simplification of the Joint Motion Simulation Platform 

To facilitate the simulation in the ADAMS software, the model is equivalently simplified. 

As shown in Figure 3, the 3-RRR mechanism, the center of the upper round surface of 

the rod, is equivalent to the center of knee motion, and the center of the lower round 

surface is the center of rotation of the 3-RRR mechanism; other structures have also been 

simplified accordingly. 

 
Figure 3. Simplified model of the joint motion simulation platform 

3.2. Motion Simulation Analysis 

According to the motion characteristics of each mechanism, the simplified model set the 

motion pair and drive and carried out some motion simulations. For example: Simulate 

the knee joint flexion movement of 30°, that is, the knee joint rotates 30° around the Y-

axis to obtain the motion of each mechanism and the motion curve of the corresponding 

motion unit. In Figure 4, the pink dotted line represents the displacement in the Y-axis 

direction; the solid red line represents the displacement in the X-axis direction; the red 

dotted line represents the displacement in the Z-axis direction; the black dotted line 

represents the rotation angle of the motor 1 in the 3-RRR mechanism; The solid green 

line and the light blue dotted line represent the rotation angles of the motor 2 and the 

motor 3, respectively.  

 
Figure 4. Simulate the knee joint flexion at 30°, the movement length/angle of each mechanism 

4. Experimental Verification 

To verify the feasibility of the joint motion simulation platform, a simple experiment has 

been done.  
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In this experiment, a control system has been set up based on the TRIO motion 

controller. The hardware mainly consists of a motion controller (TRIO, MC 4N-ECAT, 

England), three 400W AC servo drivers (Panasonic, MBDLN25BE, Japan), three 100W 

AC servo drivers (Panasonic MADLN05BE, Japan), three 400W motors (Panasonic, 

MSMF042L1U2M, Japan), three 100W motors (Panasonic, MSMF012L1U2M, Japan). 

As shown in Figure 5, the platform performed well in the experiment. 

 
Figure 5. Control system connection diagram 

The experiment process is as follows: a sheep’s FATC was fixed to the platform. 

The platform drove sheep’s FATC to rotate 30 degrees around Y-axis by a program. 

After the measurement, its actual rotation angle is 29.6°, the error is less than 2%, and 

its translation error is also within 3%. As shown in Figure 6, the platform performed well 

in the experiment. 

      

Figure 6. Experiment: sheep’s FATC rotate 30° around Y-axis 

5. Conclusion 

This paper proposes a joint motion simulation platform based on a 3-RRR spherical 

parallel mechanism. Its motion center can be controlled at the joint’s rotation center. It 

not only has a flexible space of seven degrees of freedom but also is easy to control. It is 

very suitable for studying human joint motion by simulating different movement states 

of human joints on the platform, which can perform In-Situ measurement of joints and 

various tissues in it. Once the mechanism is programmed, it can standardize the applied 

force's magnitude and direction to provide vectors (numbers and directions) to give less 

subjective joint measurements. And in terms of accuracy, it also performances very well, 

its rotation angle error is less than 2%, and its translation error is also within 3%. This 
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article verifies the platform's feasibility and effectiveness through kinematic analysis, 

ADAMS motion simulation, and experiments, which ensure that their comprehensive 

knowledge, diagnosis, and treatment are highly relevant to clinicians. 

At present, due to limited conditions, this platform can only simulate some simple 

low-speed movements of the joint.  

In the future, it could be extended to include further movement patterns. We hope to 

use this platform to research joint dynamics, impact mechanics, muscle dynamics, etc. 

This will promote the development of the whole limb musculoskeletal discipline and 

better understand the human kinematics structure. Consequently, it would be possible to 

investigate emerging questions, particularly in joint trauma and rehabilitation 

optimization. 
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Abstract. This paper proposes to use the Q-D (Quasi-Deterministic) method for 
reconstructing the angular and frequency characteristics of the 3D Air-to-Ground 

(A-G) channel from the available experimental data. This method allows to expand 

the applicability of tapped delay line (TDL) channel models for performance 
investigation of the aviation radio systems with directional antennas and multi-

element antenna arrays. The developed 3D A-G channel models also give 

opportunity to take into account Doppler spread impact on the communication 
system performance. 

Keywords. 3D Air-Ground channel, CIR, AoA, AoD, Doppler spread 

1. Introduction 

In recent years, it has been observed the very rapid development of unmanned aerial 

vehicles (UAV) technologies and their increasing use in various military and civil 

applications. Therefore, the number of works devoted to the study of characteristics and 

models of radio channels that provide UAV flight control and data transfer between 

them and ground stations has increased dramatically. Currently, many research 

organizations and standardization committees, such as [1], [2], are engaged in building 

radio communication networks with UAVs. 

The developed analytical models [3]-[8] do not always describe the real behavior 

of the Air-to-Ground (A-G) channels due to insufficiently realistic assumptions. 

Therefore, in recent years, quite intensive experimental studies of radio communication 

channels for UAVs have been conducted to build their empirical models [9]-[11]. 

The most detail experimental studies of the A-G channel for UAV were conducted 

in 2013-2017 as part of a project funded by the NASA J. Glenn research center [12]–

[15]. During the implementation of this project, a whole set of experimental 

measurements of the A-G radio channels in two frequency bands (L-band from 900-

977 GHz, and C-band from 5030-5091 GHz) was carried out in various scenarios: over 

water, in hilly and mountainous areas, in suburban and urban environments. Based on 

the gathered experimental data, evaluation of path losses, power delay profiles, K-
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factors, spatial correlation coefficients was made for all considered scenarios, and TDL 

channel models were developed. 

However, for practical applications, it is desirable to have more detailed 3D A-G 

channel models that adequately describe the spatial, temporal, angle and frequency 

characteristics of the channel, and allow investigation of the modern aviation radio 

systems with directional and multi-element antennas.  

In this paper, we, inspired by experimental data available from [12]-[15], propose 

to apply the Q-D method [16]-[17] to reconstruct the angular and Doppler spread 

characteristics of the rays. The key benefit of the Q-D approach compared to pure 

statistical channel models is its inherent support for spatial consistency. In this 

approach, the deterministic part of the channel impulse response (so called, 

deterministic rays) accurately takes into account the positions of the transmitter TX, 

receiver RX and a few strongest reflectors, always existing in considered scenario. The 

other part of the channel impulse response represents a number of relatively week 

random reflections (so called, random rays). Simulating moving objects, the Q-D 

channel model can accurately reproduce fading and Doppler effects, observed in real 

measurements [16]. This is not possible with a purely statistical model. At the same 

time, compared to the fully deterministic ray-tracing method, the Q-D approach has 

much less computational complexity. 

It should be mentioned, that the Q-D approach, used for recovering the missing 

parameters for building 3D A-G channel models, also allows us to expand the scope of 

application of the developed models to the different heights of the transmitter and 

receiver locations. 

It is interesting to note, that the Q-D method was initially introduced for 

development of 3D channel models for the millimeter wave bands [16] and then 

justified in a number of experimental measurements [17-18]. In the present paper, we 

apply the Q-D approach to build 3D A-G channel models for the centimeter wave C-

band, because the experimentally measured characteristics of the A-G channel for C-

band [12-15] are very similar to the characteristics of the millimeter wave 57-64 GHz 

channel for the Open Area outdoor hotspot scenario [17]. The physical background for 

this similarity is approximately the same ratio of the wavelength λ to the typical scale 

of the environment d in both bands. Indeed, for millimeter wave channel, this ratio is 

about λ/d=5mm/100-300m, and for the C-band λ/d=6cm/1-3km. It results in a 1:10 

scale similarity of the 3D channel impulse responses for these channels and justifies the 

application of the Q-D methodology for the C-band in the considered case.  

2. Problem Statement 

The Q-D method for recovering the unknown parameters of the channel rays exploits 

the combination of experimental data and some additional information about the TX 

and RX positions, antenna heights, properties of ground or water underlying surfaces, 

roughness coefficients, location of surrounding reflectors, etc. All these information 

should be specified in the description of the scenario. The 3D A-G channel model 

development is based on the experimental data provided in the set of papers [12]-[15]. 

The scheme of the typical experiment from these papers is shown in Figure 1. A 

scheme of the experimental measurements of the Air-to-Ground (A-D) radio channel 

characteristics [12]-[15].  
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The 10-watt sounding signal transmitter was located at the ground station (GS) 

with a nearly omnidirectional in azimuth antenna on height of 20 meters above ground 

level, while the receiver was located on an aircraft flying at an altitude of 800 to 1200 

meters at various distances of 2-50 km from the GS. The Q-D approach for channel 

modeling is built on the representation of the channel impulse response comprised of a 

few quasi-deterministic strong rays (D-rays) and a number of relatively weak random 

rays (R-rays), originating from the surrounding objects reflections.  

 

 

Figure 1. A scheme of the experimental measurements of the Air-to-Ground (A-D) radio channel 

characteristics [12]-[15]. 

The set of D-rays for open area scenario includes only two rays: direct LOS (line-

of-sight) ray and underlying surface reflected ray (see Figure 1). The characteristics of 

these both D-rays for the 3D A-D channel model may be calculated form system 

geometry, properties of ground surface and available experimental data [12]-[15]. 

The R-rays, in accordance with the Q-D methodology [16]-[17], may be generated 

in two different ways: statistically from the pre-defined power-delay profile or as 

deterministic reflections from the random surrounding objects. In this paper we use 

statistical characteristics of the R-rays defined in [12]-[15] and, for recovering 

unknown angular and frequency ray parameters, convert them into reflections from the 

random surrounding objects as it will be shown below. 

The A-G channel models, developed in [12]-[15], introduce four types of the 

multipath channel rays (see Figure 2): 

1. Direct LOS D-ray indicated by the wave vectors rTX,1 and rRX,1. 

2. NLOS (Non-line-of-sight) D-ray reflected from the underlying surface and 

indicated by the wave vectors rTX,2 and rRX,2. 

3. R-rays that have time delays exceeding the delay of the ground reflected 

NLOS D-ray. These R-rays indicated by the wave vectors rTX,i and rRX,i. 

4. R-rays that have time delays less than the delay of the ground reflected NLOS 

D-ray. These R-rays indicated by the wave vectors rTX,j and rRX,j. 

Solving the problem of the 3D A-G channel reconstruction, it is necessary to find 

(generate) the values of angles of departure (AoD), angles of arrival (AoA) and 

frequency shifts for each of the above types of the channel rays. 
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Figure 2. Four types of the A-D multipath channel model rays: LOS D-ray, NLOS D-ray reflected from the 

underlying surface, R-rays of type 3 and R-ray of type 4 with different delays. 

3. Channel Angular Parameters Reconstruction Algorithms 

The Q-D approach, used by the authors in this paper, involves calculating the AoD and 

AoA based on defining the position of channel reflectors in the space between the 

transmitter and receiver [16]-[17]. This task is solved in two steps: the first one is 

calculating the possible position of channel reflectors for each of the ray based on the 

known delays of the rays in the channel impulse response, and, the second one is 

calculating the AoD and AoA based on the relative locations of the TX, RX and the 

defined channel reflectors. 

We consider the reconstruction process for the departure and arrival angles for 

each of the four types of rays. For the direct LOS D-ray and the NLOS D-ray reflected 

from the underlying surface the departure and arrival angles are calculated directly 

from the coordinates of the TX and RX. Note, that for these D-rays, in the azimuth 

plane, the angles of departure (AzoD) and the angles of arrival (AzoA) can be set to 

zero, without loss  of generality, by selecting the appropriate coordinate system (see 

Figure 2a). 

Two assumptions have been made for the 3rd type R-rays that delay exceeds the 

delay of the ground reflected NLOS D-ray. First one, it is assumed that the trajectory of 

each R-ray is determined by a single reflection from some GS surrounding object, and 

second, this object is located near the earth's surface. Under these assumptions, the 

coordinates of the reflector generating this type of a R-ray lies on the underlying 

surface on some ellipse, which is the intersection of the corresponding ellipsoid of 

equal delays. For example, Figure 1 shows a scheme for calculating the position of 

channel reflectors for the 3rd type R-rays with delays τ1 and τ2.  

Following these assumptions, at the first step for each 3rd type R-ray the 

corresponding its known delay ellipse is constructed on the ground surface. Because, 
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the delay of the reflected ray does not give any reason to prefer a particular point on the 

ellipse, as the final position of the reflector, the choice of this point is made randomly. 

The point on the ellipse that is visible from the reflection point O of the NLOS D-ray at 

the random angle (uniformly distributed from 0 to 2π) is selected as the location of the 

reflector generating this 3rd type R-ray. 

For the 4th type R-rays those delays less the delay of the ground reflected NLOS 

D-ray, the reflecting object cannot lie on the underlying surface, since this D-ray has 

the minimum delay of all the rays reflected from this surface. Therefore, for the 4th type 

R-rays, the reflection point must lie above the underlying surface (earth or water). For 

example, it can be a reflection from a high building or from another high object that 

rises above the average ground level. The construction of the 4th type R-ray path, 

according to this assumption, is illustrated in Figure 2b. At the first step, at the height 

of the triangle O-RX-TX, drawn from point O, the point O1 corresponding to the R-ray 

delay is selected. Then, at the second step, the final point of the 4th type R-ray 

reflection is determined by rotating the point O1 in space around the LOS direction TX-

RX at the random angle in the range from  -π / 2 to π / 2. Since the rotation occurs 

around the line of sight, the final R-ray trajectory does not change the delay of the ray, 

but it adds additional variability to the values of the AoD and AoA of the 4rd type R-

ray.  

After calculating the coordinates of the reflection points for each of the R-rays 

from the channel impulse response (CIR), azimuth and elevation AoD and AoA in the 

global coordinate system are calculated using simple geometric constructions (see 

Figure 2). 

4. Doppler Shift Calculation 

The angular characteristics of the 3D A-G channel model, found by using the 

algorithms described in the previous section, make it possible to calculate the Doppler 

shifts for each ray in the CIR. Since the proposed reconstruction procedure makes it 

possible to set the AoD and AoA for each ray, the Doppler frequency offset can be easy 

calculated for each channel ray by setting the direction and speed of the transmitter and 

receiver relatively to the global coordinate system (see Figure 2). Therefore, in the 

considered approach, the Doppler spread of the transmitted signal spectrum is modeled 

as a set of Doppler shifts to the signal carrier frequency for each of the channel ray 

[17]-[18]. In the case of fixed channel reflectors and moving TX and / or RX, for each 

channel ray the Doppler frequency shift can be represented as the sum of frequency 

shifts before and after reflection (see Figure 2). So for the i-th ray: 

)( ,,
0

, iRXRXiTXTXid c
ff rvrv ����  , 

where vTX and vRX are the velocity vectors of the transmitter and receiver, respectively, 

and rTX,i and rRX,i are the unit wave vectors of the ray path for the TX and RX, 

respectively, f0 is the carrier frequency, c is the speed of light. 
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5. Simulation Results 

In the paper by the using the experimental data and characteristics of the TDL channel 

models given in [12]-[15], as well as on the basis of the developed Q-D methodology, a 

software model of the 3D A-G channel was implemented. At the same time, the 

approach to the channel modeling was slightly changed compared to the original TDL 

models from [12]-[15] in order to bring the methodology closer to the standards 

adopted for the development of wireless communication technologies by IEEE and 

3GPP. 

The system level simulation (SLS) platform for the 3D A-G channel model 

environment was created in the Matlab and C++. The software implementation 

includes procedures for the CIR generation, the AoD and AoA calculation for 

individual rays, and the ray Doppler shifts determination. The CIR generation involves 

calculating the power of the LOS D-ray, the NLOS mirror-reflected D-ray, and several 

R-rays with time delays both greater and less than the NLOS D-ray delay. For LOS and 

NLOS D- rays, the attenuation of their power in space is taken into account, as well as 

additional path losses due to the weather factors and vegetation. The R-rays generation 

was performed in accordance with statistical distributions of their delays and 

amplitudes given in [12]-[15]. After obtaining the CIRs and using the reconstruction 

algorithms described in the previous sections of this paper, the angular characteristics 

and Doppler shifts of all the rays are calculated. 

To check the adequacy of the developed 3D A-G channel models, ensembles of the 

CIRs were generated depending on the horizontal distance between the transmitting GS  

and the receiver located on the aircraft. Examples of these ensembles for flight 

scenarios “over-sea” (the GS height 20 m and aircraft altitude 800 m) and “over near-

urban environment” (the GS height 20 m and aircraft altitude 562 m) are shown in 

Figure 3a and Figure 3b, respectively. More detail comparison of these SLS results 

with experimental results, represented in [12] and [14],  shows that the developed 3D 

A-G channel model allows us to adequately reproduce the statistics of the real CIRs. 

 

 

Figure 3. Ensembles of the CIRs depending on the distance between the transmitter and receiver: A-flight 

scenario “over-sea”; B-flight scenario “over near-urban environment”. 

 

The histograms of the AoA and AoD distributions in the azimuth and elevation 

planes for the scenarios “over-sea” and “over near-urban environment”, obtained by 

using the reconstruction algorithms, described in the previous sections of the paper,  

shown in Figure 4 and Figure 5, respectively. 
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Figure 4. Histograms of the 3D A-G channel model ray angles distribution in the “over-sea” scenario: 
azimuth AoD and AoA on top, elevation AoD and AoA on bottom. The TX height is 20 m, the RX height is 

800 m, the horizontal distance between the TX and RX is 2260 m. 

 

  

Figure 5. Histograms of the 3D A-G channel model ray angles distribution in the “over near-urban 

environment” scenario: azimuth AoD and AoA on top, elevation AoD and AoA on bottom. The TX height is 

20 m, the RX height is 562 m, the horizontal distance between the TX and RX is 2260 m. 

 

It can be seen that for the TX, located at the GS near the ground, the AoD 

distributions in azimuth and elevation planes are much wider for both scenarios than 

for the RX located at the high altitude aircraft. This is due to the fact that the bulk of 
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the random R-rays in the A-G channel are obtained as a result of reflection from the GS 

surrounding objects on the ground surface. At the same time, the angular size of the 

reflection area is significantly smaller when observed from the aircraft, than when 

observed from the GS.  

It is interesting to note that for both scenarios, the distributions of the azimuth and 

elevation AoAs on the RX (aircraft) have approximately the same narrow width. The 

angular distributions of the departure rays for different scenarios turn out to be 

significantly different, which is probably determined by the various configurations of 

objects surrounding the transmitting GS. 

6. Conclusion 

In this paper, we have introduced a Q-D method for reconstructing the angular and 

frequency characteristics of the 3D A-D channel models based on the empirical TDL 

channel models [12]-[15]. The SLS platform for modeling all considered scenarios and 

environments was created in the Matlab. Simulations have shown that the developed 

3D A-G channel model adequately reproduces the statistics of the real CIRs and 

provides physically reasonable AoD and AoA distributions and Doppler spreads. Thus, 

the authors believe that this model is useful for characteristics evaluation of modern 

UAV and aircraft communication systems with directional and multi-element antennas. 

As the further steps in this work, the authors see in introduction of a more detail cluster 

structure of channel rays (including flash rays F-rays), which observed in experiments, 

and upgrade the SLS platform for modeling both the short and long term dynamical 

changes of the A-G channel.  
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Abstract. For the future millimeter wave wireless systems the high gain steerable 
antennas are the key technology to overcome large path loss and support users’ 

mobility and reconfigurable backhauling. This paper introduces a specially 

designed reflect-array antenna (RAA), integrating single phased antenna array 
(PAA) module (as a feed source) and flat reflecting surface. The RAA provides 

high antenna gain by focusing the beam in vertical plane, but, at the same time, 

supporting beamsteering capability in the horizontal plane. The RAA technology 
allows creation of the very larger aperture antennas with simplified light-weight 

design. Two RAA prototypes with different feed source mounting demonstrated 

reliable multi-gigabit IEEE 802.11ad link 2.3-4.62 Gbps at distances 100-150m. 
These properties of the RAAs make them suitable for both millimeter-wave mobile 

access and reconfigurable backhauling applications. 

Keywords. IEEE 802.11ay, mmWave, reflect-array antenna, RAA, 60GHz, 

beamsteering, 5G 

1. Introduction 

For satisfying the throughput requirements of the 5G system the future communication 

systems should exploit all possibilities, including the densification of base stations with 

usage of heterogeneous networks (HetNets) architecture, massive MIMO, MU-MIMO 

and CoMP (Coordinated Multi-Point) techniques [1]-[3] and, finally, the bandwidth 

increase. Millimeter wave communications allow realizing all these possibilities   

exploiting signals with very large bandwidth and highly directional antennas with 

narrow beams [3]-[5]. 

However, for mobile millimeter wave access and reconfigurable backhauling the 

narrow beam high-gain antennas must be also steerable. During the joint EU-Japan FP7 

project MIWEBA [6]-[9], new antenna technologies, the modular antenna array (MAA) 

and the lens-array antenna (LAA), were proposed to meet these requirements. The 

MAA consists of multiple independent phased antenna array (PAA) modules (or 

subarrays), each with its own phase-shifting circuitry and RF part. The modules are 
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connected to a common baseband, and each module can act as a single independent 

phased array. This design has only light limitations on the array adaptability, and 

degradation in comparison with ideal fully adaptive array (FAA) is not significant [10]. 

The different path to develop high gain steerable antennas is to combine a single, 

relatively small, phased antenna array (PAA) with a passive beam focusing system. 

The LAA is an example of such system, wherein the special dielectric lenses [11]-[12] 

integrated with a small PAA are used by focusing beam in vertical plane and support 

the full steering possibility in horizontal plane. Corresponding combined antenna 

system will not be as flexible and versatile as FAA or MAA, but it can provide a cost-

efficient technique to design high-gain antennas with limited possibilities for 

beamsteering. 

In this work we consider one more approach for developing the high-gain steerable 

antennas for mmWave communications. This is the reflect-array antenna (RAA) 

technology [13]-[16] which is using the reflecting surface with special properties for 

the reflected beam focusing in one plane (in elevation) and allows beam sweeping in 

another one (in azimuth). 

The RAA and LAA have high gain and simultaneously provide beamsteering in a 

large azimuth angular sector. Of course, both these techniques may be recommended 

for usage in millimeter wave 5G communication systems, but the RAA technology has 

an advantage over the LAA for large aperture antennas, due to very low cost and light 

weight of the flat passive beam focusing system which may be mounted on any wall in 

outdoor and indoor environments. 

2. RAA Prototype 

This section describes a design of the reflect-array antenna (RAA) prototype 

integrating single PAA module and the reflecting flat surface with special properties.  

 2.1. Phased Antenna Array Module 

PAA uses a 16-element mmWave rectangular slit loop antenna array in the 60 GHz band, 
developed by Intel and outlined in [17]. The considered construction geometry and its 
system of axes are shown in figure 1. The PAA has 2 x 8 elements spaced by 0.5 
wavelength (2.5 mm) distance in vertical and horizontal dimensions. Each element has a 
polarization with an E-field vector parallel to the short side of the array and a radiation 
pattern close to omni. Full size is W=2 mm width, H=9 mm height and L=25 mm length.  

In the developed RAA prototypes the small PAA with 16 antenna elements was used as 
a primary source. This rectangular (2x8 geometry) PAA was designed by Intel for 
exploiting in Wi-Fi (IEEE802.11ad) systems in 60 GHz band [17]. The PAA geometry 
and related system of coordinates are shown in figure 1. The distance between antenna 
elements was 0.5λ (2.5 mm). Each element had a vertical polarization and almost omni 
radiation pattern.  
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Figure 1. Phased antenna array geometry and related system of coordinates. 

 

The main lobe of the PAA had 14.0° Half Power Beamwidth (HPBW) in azimuth, 

and 41.0° HPBW in elevation. The total transmit power of the PAA was PPAA = 10dBm 

and  the antenna gain was near to GPAA = 15.0 dBi.  

2.2. Reflect Array Design 

The RAA uses the similar principle of work as the LAA – focusing the small PAA 

module beam in the elevation plane, while keeping it almost unchanged (and thus, 

providing beamsteering capabilities) in the azimuthal plane (see Figure 2). Reflector 

array of the RAA consists of a number of small phase-shifting reflectors that rotate the 

phases of the incident wavefront. Usually elementary reflector consists of micro strip 

patch located at small distances from the metal ground plane (see Figure 3). 

Figure 2. RAA principle illustration. 
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Figure 3. Reflector array structure. 

 

 

Figure 4. Phase-rotation values distribution for the developed reflector array. 

 

The wave front phase rotation at the given value is setting by patches size and 

multi-layer structure parameters of the reflector. In the developed reflector array the 

double layer square patches were used as elementary reflectors (see Figure 3). Usage of 

the two-layer patch structure allows to obtain the smoother “phase-patch size” 

dependence, expand the range of possible phase rotations to values greater than 360° 

and increases the RAA frequency range up to 10% of the carrier frequency. By simple 

adjusting the patches sizes the reflector array can be configured to behave like any type 

of “curve mirror”. For the steerable in azimuth plane RAA the cylindrical-parabolic 

mirror representation was realized to simplify design of the reflecting surface (see 

Figure 4).  

 2.3. Reflect Array Antenna integration 

Like conventional reflector antennas, axial and offset configurations are available for 

placement of the feeding PAA module in front of reflector array. Correspondingly, two 

RAA prototypes were implemented and experimentally investigated – RAA 1 with 

axial mount and RAA 2 with offset mount of the PAA module, see Figure 5. 
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Figure 5. Two RAA prototypes external view 
 

The main characteristics of these prototypes are provided in Table 1. 
 

Table 1. Two RAA prototypes parameters and characteristics.  

Parameter Axial feed position Offset feed position 
Size 187 x 237 x 1 mm 84 x 154 x 1 mm 

Focus 200 mm 200 mm 
Antenna gain 15+9.5=24.5 dBi 15+11=26 dBi 

Azimuth HPBW 18° 14° 

Elevation HPBW 2° 2° 
TX power 10dBm 10dBm 

Operational range 100 – 150 m 100 – 150 m 
Peak data rate 4.62–2.3 Gbps 4.62–2.3 Gbps 

 

 

3. RAA Field Tests 

3.1. Experimental Measurement Setup 

Experimental measurements of the developed RAA prototypes antenna patterns and 

gains were carried out by using a special experimental setup mounted at the rooftops of 

two neighboring buildings at the University of Nizhny Novgorod campus at 30 m 

distance between TX and RX sides (see Figure 6). 
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Figure 6. Experimental setup for RAA prototypes characteristics measurement. 

 

At the transmitter side the RAA was mounted at the positioner that performed 

antenna rotation with angular resolution ~0.4° in horizontal plane and 0.1° in vertical 

plane. The RAA transmitted IEEE 802.11ad waveform signal with central frequency 60 

GHz and bandwidth about 2 GHz.  

At RX side the special high directional laboratory lens antenna with axial 

symmetry and aperture size (diameter) equal to 100 mm, HPBW equal to 3.0°, and 

antenna gain 34.5 dBi was used, to increase SNR and avoid spurious reflections. The 

RX lens antenna had static position and was perfectly aligned with the TX RAA.  

The signal at the RX antenna output was fed to the frequency down converter 

11970V of Agilent Technologies input and then its power and spectrum were measured 

by universal spectrum analyzer E4407B of Agilent Technologies. The RX setup 

performed signal power measurements with start and stop frequencies 59.4 and 61.56 

GHz accordingly with the signal bandwidth 2.16 GHz. The sweep time was set equal to 

26.0 ms, both resolution and video bandwidths were set equal to 3.0 MHz. The 

positioner and all measurement equipment were controlled remotely via a Bluetooth 

wireless channel by the software program on the PC.  

 

3.2. Experimental Results 

The RAA 1 and RAA 2 antenna patterns measurement results in elevation and in 

azimuth planes are shown in Figure 7. It can be seen that both RAA prototypes are well 

focusing the power, radiated by the PAA, in the elevation plane, forming the main lobe 

with HPBW about of 2 degrees. The antenna gain of RAA 1 was about 1.5-2.0 dB less 

than for RAA 2 that may be obviously explained by the shadowing effect due to the 

axial position of the PAA. The main lobe beam widths in the azimuth plane a little 

different for RAA 1 and RAA 2. For RAA 1 with axial feed, it is about 14°, and for 

RAA 2 with offset feed, it is about 16°. It can be seen that in azimuth plane the 

radiation pattern have almost the same HPBW as the single PAA, at the same time, in 
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the vertical plane the beam is focused, producing large antenna gain and narrow main 

lobe of the antenna pattern.  

 

 

Figure 7. Antenna patterns measurement results for RAA 1 with axial feed and RAA 2 with offset feed: a –in 

elevation plane for azimuth sector 0; b – in azimuth plane for different sectors. 

 

To evaluate the RAA prototypes beamsteering capabilities, the beam of the PAA 

feeding module was directed to three azimuthal sectors at 0°, +10°, -10° (see Figure 7). 

It can be seen, that for these sectors the antenna gains are practically constant, about 

24.5 dB for the RAA 1 and 26 dB for the RAA 2. It produces the effective azimuth half 

power steering range [-15°:15°]. But for larger beam deflections the RAAs antenna 

gains quickly degrades. It is clear, that the cause of this effect is not full power 

reflection of the steered PAA’s beam, due to the limited width of the reflecting surface 

in horizontal plane. In next generation of the RAA prototypes, this drawback will be 

fixed. However, even in this first setup, the RAAs allow achieving total 25-26 dBi gain 

with a limited beamsteering sector, but which is enough, for example, for electronic 

beam alignment of the backhaul links. If used with 802.11ad standard devices, such 

TX-RX antenna systems allow transmission at gigabit data rates 4.62–2.3 Gbps up to 

150-200m distance.  

 Conclusion 

In this paper we have considered a new approach to the design of the high-gain beam 

steerable antennas for millimeter wave communication systems. The proposed reflect-

array antenna (RAA) technology is using the reflecting surface with special properties 

for the beam focusing in one plane and allow beam sweeping in another one. 

Theoretical investigations and direct prototyping have proven the efficiency of the 

proposed RAA technology. Two RAA prototypes with different PAA module 

mounting were developed and demonstrated the characteristics which provide reliable 

multi-gigabit link at distances 100-150m. The RAA technology with flat and light-

weight reflecting surfaces allows in cost-efficient way to create mmWave antennas 

with larger aperture to further increase the antenna gain, beam steering capabilities and 

achievable transmission range.  
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Abstract. Taking a given mixture as an example, 25,000 samples were selected for 
the detection of 7 indicators. Firstly, the correlation between each indicator and the 
test result is analyzed, The T test is used to identify the main indicators that can be 
used to determine the existence of a specific component. Secondly, three 
comprehensive indexes are obtained by combining PCA. Determine whether there 
are specific components in the unknown mixture. 

Keywords. T test, PCA, mixture, detection 

1. Introduction 

Judging the composition structure of mixtures is an important step in the field of 

physical chemistry. When facing a huge amount of information, the correlation can be 

analyzed through known samples and a mathematical model can be built. Principal 

component analysis (PCA) is a kind of multivariate analysis method, which transforms 

the original correlated variables into some new unrelated variables by means of 

variable transformation. The method is scientific and effective, and can be widely 

applied in many fields. For the detection of specific components in the mixture, 

generally there are chemical methods, professional formula analysis based on 

microspectrum technology, physical purification method, DAD detection and model 

analysis algorithm enhance the computer processing capacity and realize the qualitative 

identification of the mixture detection. Using mathematical modeling theory and 

method to integrate the detection of specific components of the mixture, applying 

mathematical knowledge to abstract the calculation problem in the experiment into a 

mathematical problem and summarized into mathematical models. Through calculation 

to determine whether the unknown mixture contains specific components, and get the 

results. Judging the detection of the composition of mixtures is an important step worth 

discussing in the field of physical chemistry. In the face of a huge amount of 

information, the correlation of known samples can be analyzed and a mathematical 

model can be built. The model can be used to judge whether the unknown samples 

contain specific components, with scientific and effective methods. 
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In this paper, 25,000 samples given in the Mathematical Modeling Contest of Lanzhou 

University in 2020 are taken as an example ,and 7 indicators are known to be carried 

out on the samples of this mixture (denotable as V1,V2...,V7). The "training data" 

contained 20,000 samples of the mixture, with the mixture known to contain a specific 

ingredient, and the "test data" contained 5,000 samples of the mixture, with the mixture 

unknown to contain a specific ingredient. Through correlation analysis and PCA model, 

the main indexes for determining the existence of specific components are given. 

2. Basic Theory 

（1）T Test: 

H0 (null hypothesis): attribute A and B are independent of each other, �� = �� ; 

H1 (alternative hypothesis): attribute A is related to B, �� ≠ ��. To test whether the 

hypothesis is true, the sample data is processed as follows [1]. 

Independence test:  

t =
������� ������

���
�

��
���

�

��

                       

If we assume that the variance of these two samples is the same 

t =
������� ������

	�� �

��
� �

��

            �
 =
���������(����)���

�������    

Inspection level: α = 0.05    

（2）PCA 

Principal component analysis (PCA) is a multivariate statistical analysis method that 

transforms multiple indicators into several comprehensive indicators by dimension 

reduction. The main objective is to explain most of the information in the original data 

with fewer variables.[2] 

First, standardize the indicator data:  ���� =
�����	���

	� , � = 1,2, …� , ���  is mean,  ��  is 

standard deviation. Secondly, the correlation coefficient matrix and covariance matrix 

are calculated: ��� =
∑ ��
�������·�

� ��
���	����

�∑ ��
��������

� ·∑ ��
���	������


�

, ��� =
∑ ��
�������·�

� ��
���	����

���  

After the covariance matrix is obtained, KMO (Kaiser-Meyer-Olkin) and Bartlett ball 

type test are conducted to determine whether it is suitable for principal component 

analysis. Principal component analysis is only suitable when the KMO test value is > 

0.5 and the Bartlett test value is < 0.05.  

Thirdly, calculate the eigenvalue and variance contribution rate:  

	� = 
� ∑ 
�����⁄   , 	� = ∑ 
�	��� ∑ 
�����⁄  

Finally, the principal component was extracted and the comprehensive evaluation was 

carried out, and the comprehensive index F was calculated and evaluated: 

� = ∑ ����	���  �� = 
� ∑ 
�����⁄  
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3. The Process Of Problem Solving 

3.1 Missing Value Detection 

First, descriptive analysis of the data was carried out. Visualizing the data through 

Python lists the number, maximum, minimum, mean, standard deviation, and 4 quantile 

of each variable, as shown in Table 1.It can be seen from the table that there is no 

missing value in 20,000 data, so there is no need to fill in the missing value. 

Table 1   Data indexing 

 

3.2 Outlier Handling 

Outliers are detected by box diagram, in which outliers are usually defined as values 

less than ��-1.5QR or greater than ��+1.5IQR, as shown in Figure 1. It can be seen 

from the figure that there are some outliers in V3, V4, V6 and V7. A total of 417 

outliers were calculated. As the sample size was large enough, the outliers were deleted 

directly. After processing, see Figure 2. 

 

 

Figure 1   Data outliers Figure 2  Delete the outliers 
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3.3 Category Equalization Check 

In the classification task, the imbalance of sample categories will have a great impact 

on the training of the model, so the proportion of positive and negative samples should 

be checked during the training of the model. 

 

There were many samples of category 1, and the ratio of 1 to 0 was 2.27:1. There was a 

certain imbalance in the samples. Therefore, measures should be taken from data 

sampling, model selection, and algorithm evaluation criteria to reduce the impact of 

sample imbalance on the model. Instead of random sampling, stratified sampling is 

used to divide the training set and test set, so that the data of the divided training set 

and test set have nearly consistent distribution with the overall data in each feature. 

4. Model and Solution Method 

4.1 T-test Model 

First, standardize the data: [3] 

� �
����� ��	

�
���	���� ��	
  

See Annex 1 for the distribution map, V1 in Figure 3 shows the frequency distribution 

of indicator V1 for y equals 0 (blue) and 1 (yellow). Considering that the randomized 

trial is influenced by several random factors that are independent of each other, but it is 

difficult to determine the leading indicators. Under the condition that the sample size is 

large enough, the observed values of the random experiment approximately conform to 

the normal distribution. When one variable is a categorical variable and the other is a 

continuous variable, we choose to use t test for correlation analysis. The variables 

significantly correlated in the T test were taken as the main influencing variable. 

(1)  Data Visualization 

Using Python to draw the bar chart of each variable, and some of the figures are shown 

as follows (see Figure 3). It can be seen that it's approximately normally distributed. 

SPSS was used to conduct normal test respectively, and the data was normalized by its 

standard deviation. 

Let's look at the first line, Sig=significance, if Sig>0.05, the first line shall prevail. 

Otherwise, the second row shall prevail. If Sig (bilateral)<0.05, it represents rejection 

of the null hypothesis and correlation of the variable. Otherwise it's irrelevant. T-test 

can compare the differences between the two groups of data and combine the analysis 

results of independent sample test, as shown in the Table 2 and Table 3:       
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Figure 3   A distribution pattern of variables 

 
Table 2   The set of statistics 
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Table 3   Independent sample test 

 
 

 (2)  Analysis Conclusion  

Because the Sig values of the seven analysis items in the figure were all less than 0.05, 

indicating a significant difference, and the seven variables V1--V7 were all correlated. 

According to the comparison of the mean absolute values of the group statistics, the 

larger the difference was, the more correlated it was. If the absolute value is greater 

than 0.2, it indicates that there is a strong correlation between the two which is the 

main indicator. Thus, v1-V5 is the main indicator, while V6 and V7 are the secondary 

indicators. 

 (3)  Test of Conclusion 

Python's Pandas library is used to calculate the correlation coefficients for each 

indicator (V1-V7) and category (whether there is a specific indicator) and draw the 

correlation coefficient matrix, as shown in Figure 4. 

It can be seen that the correlation coefficient of V1-V5 and label (whether containing a 

specific indicator) is above 0.6, which can confirm the conclusion obtained by T test 

that V1-V5 has a strong correlation with a specific component and is the main indicator, 

while the correlation of V6 and V7 is slightly weak. 

4.2 PCA 

Since the data has been standardized during data preprocessing, NumPY library 

directly calculates the standardized covariance matrix, and the visualization result of 

the covariance matrix is shown in Figure 5. KMO(Kaiser-Meyer-Olkin) and Bartlett 

ball tests were then performed on the covariance matrix. The KMO test value is 1.948 

and the Bartlett test value is 1.07× 10��� by using the custom function. So there is a 

correlation between the data and principal component.  
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Figure 4   Correlation coefficient matrix 

 

 

Figure 5   Covariance matrix 
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Step 3 and step 4 complete by calling the Sklearn library's Decomposition module. 

Figure 7 shows the edge information of each new variable that the principal component 

can create. It can be seen that the new variable f1 contains 70.6% of the original 7 

variables, f2 contains 17.6% of the original 7 variables, f3 contains 4.6%, and so on.  

 

Figure 6   The edge information of the new variable in PCA 

For the selection of the number of new variables, refer to the "Elbow rule", which is to 

find the obvious inflection point in the graph, it is easy to find the elbow position in 

figure 6 is at f3, that is, the use of f1, f2, and f3 variables can retain most of the 

information of the data set (93.2%). 

Therefore, the first three features are considered as potential major components, and 

their relationship with the original V1-V7 is as follows: 

F1 = -0.40043*V1  -0.41*V2  -0.40339*V3  -0.4074*V4  -0.41684*V5 -0.27661*V6 

-0.30428*V7 

F2 = 0.34374*V1 + 0.24579*V2 + 0.32363*V3  -0.07159*V4 + 0.01153*V5  -0.6345*

V6  -0.55574*V7 

F3 = 0.04547*V1 + 0.08565*V2  -0.13065*V3 + 0.49405*V4 -0.3449*V5+0.47352* 

V6  -0.6215*V7 

As can be seen from the principal component formula, the indexes closely related to 

each principal component are V1, V2, V3 and V4.V5, V6 and V7 are secondary 

indicators. This result conforms to the correlation test obtained in Figure 4. 

5. Result  

In order to verify whether the three new variables F1, F2 and F3 are potential principal 

components, we used F1, F2 and F3 as features to train the SVM model, predict 

whether there are specific components, and compare the accuracy obtained with the 

SVM model trained by using V1-V7 as features. 
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Figure 7   Feature data transforms the data of the principal component 

According to the operation results, the SVM model trained with V1-V7 as the feature 

has an accuracy rate of 94% on the test set, and the accuracy rate of using F1-F3 as the 

feature is 92.6%. It can be known that the three new features can well determine 

whether there is a specific component, so F1, F2 and F3 are considered as the potential 

main components. 

6. Conclusion 

Since T test depends on a large sample size, a good approximation can be obtained in 

this paper, and T test almost uses all the data information so it's best to find the 

difference. In this paper, correlation analysis, PCA and other methods are 

comprehensively used to find the main indicators for the detection of specific 

components in mixtures. In the implementation process, make full use of data to 

illustrate problems, intuitive and visual, from the actual characteristics of data to 

choose the modeling strategy, scientific and objective.  
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Abstract. Compressive covariance sensing (CCS) can recover the second-order 

statistics of a signal that has undergone compression, and this can be achieved 

without the requirement of sparsity conditions. Instead, certain structure 
information in the statistical domain is to be captured during compression. In 

particular, least squares compressive covariance sensing is considered which 

requires the estimation of the covariance of the available compressed signal in 
order to recover the covariance matrix of the original signal. Different covariance 

estimation methods are applied and the CCS performance compared, in the 

presence of white Gaussian noise, in terms of the normalized mean square error 
between the true and recovered covariance.   
Keywords. compressive covariance sensing, least squares, linear sparse ruler, 
covariance matching, covariance estimation methods, preprocessing.  

1. Introduction 

Compressive sensing (CS) [1] is a technique that enables simultaneous signal 

acquisition and compression to limit sensing, storage and communication costs using 

sub-Nyquist sampling of the signal. Recovery of the original signal is possible provided 

the latter has a sparse representation in a known transformed domain. This paradigm of 

CS has impacted a wide range of applications in communications, networking and 

signal and image processing. On the other hand, compressive covariance sensing (CCS) 

[2] can recover the second-order statistics of a signal after compression rather than the 

signal itself, but without the requirement of the sparsity condition. In this case, 

structure forms other than sparsity are to be captured whilst the signal undergoes 

compression. Such structure information is present in the statistical domain enabling 

the reconstruction of second-order statistics of a wide-sense stationary (WSS) signal, 

and recently [3], even non-stationary signals via online CCS. Since many signal 

processing techniques and methodologies are based on second-order statistics, CCS 

finds applications in power spectrum estimation, frequency estimation and direction-of-

arrival (DOA) estimation, among others. In CCS, it is generally assumed that the 

covariance matrix of the original signal has a Hermitian Toeplitz structure such that the 

covariance matrix can be reconstructed from the covariance sequence, so that, actually, 

it is the recovery of the covariance sequence that is aimed at.    

 
 

1 Corresponding Author, mail: n.alwan@ieee.org 

Machine Learning and Artificial Intelligence
A.J. Tallón-Ballesteros and C. Chen (Eds.)
© 2020 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA200802

363



This paper focuses on least squares compressive covariance sensing (LS-CCS) in 

which compression is achieved by a sparse ruler that identifies the sampling pattern. 

The latter is such that a ruler of length N-1 can measure all integer lags from zero to N-

1 according to the sparse marks of the ruler [2, 3]. This leads to a development of an 

overdetermined problem due to the assumed Hermitian Toeplitz structure of the 

covariance matrix [4, 2]. The overdetermined problem can then be solved by least 

squares leading to the LS-CCS method which involves the computation of an estimate 

of the covariance matrix of the compressed signal as a step towards recovering the 

covariance matrix of the original signal.  

Different covariance estimates of the compressed signal exhibit different properties 

and thereby affect the CCS process. The purpose of the present work is to assess the 

performance of the LS-CCS method using different covariance estimation methods in 

the presence of white Gaussian noise (WGN). It is found that the unbiased covariance 

estimation method yields the optimum results. 

The rest of the paper is organized as follows: Section 2 presents covariance and 

sparse ruler sampling. In Section 3, the LS-CCS method is explained, and different 

methods of covariance estimation are also discussed. The simulation results are 

presented in Section 4. Finally, Section 5 concludes the paper.  

 

2. Covariance and Sparse Rule Sampling 

The autocorrelation of a WSS random signal )(nx  is given by: 

])()([)( * �� �� nxnxExr  ,      (1) 

 

where the operator E is the expectation or ensemble average operator, the asterisk 

represents the complex conjugate, n is the time index and τ is the time shift or lag. 

Another second-order statistic is the autocovariance given by: 

)])(())([()( * ���� ���� nxnxExc  ,     (2) 

 

where μ is the statistical mean of the random signal )(nx . Clearly, if the mean is 

zero, autocorrelation and autocovariance, as given by Equations 1 and 2 respectively, 

are interchangeable. For simplicity, autocovariance will be referred to as covariance 

throughout the paper. Moreover, if the random process is also ergodic [5], the 

theoretical ensemble average can be replaced by a time average which is easily 

calculated as follows: 

�
�

��
T

n
x nxnx

T 1

* )()(
1

)( ��c       (3) 

where T is the number of terms to be averaged.  

 

If we assume that the available number of signal samples is N, the covariance can 

be computed for lag values ranging from 0 to N – 1. The covariance as a sequence is 

then defined by: 

)]1(.......,),1(),0([ �� Nccc xxxxc .     (4) 
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In applications, covariance is generally described as a matrix and is characterized 

by specific structures such as positive semidefinite Hermitian Toeplitz [5]. As such, the 

covariance matrix can be constructed solely from its first column which is none other 

than the sequence given by Equation 4. In the present work, only real signals will be 

considered, and therefore, the covariance matrix structure is reduced to symmetric 

Toeplitz (ST).  

As explained in the introduction, CCS recovers the covariance of a signal from a 

compressed version of this signal to attain the entailed compression advantages. This is 

possible if compression is achieved using a sparse ruler. A linear sparse ruler (LSR) is 

shown in Figure 1. It can be thought of as a ruler with missing marks. The existing 

remaining marks allow all integer distances between zero and the ruler length to be 

measured.  

 

 
Figure 1. An example of a linear sparse ruler of length N -1= 10.  

K={0, 1, 3, 7, 8, 10} 

 

As shown in Figure 1, a length- (N-1) LSR consists of M marks, usually with M<< 

N. M takes on integer values between 0 and N-1. The ruler can be thought of as a set 

}1....,,1,0{ �� NK on the condition that for all lag values τ between 0 and N-1, 

there is at least one pair of elements in K, namely (k, k’), such that this pair satisfies k - 

k’ = τ, with k > k’ [2]. When this LSR of length N-1, represented by K, is synchronized 

with a signal vector of length N, it will sparsely sample the signal vector at its M marks 

resulting in a length-M compressed signal vector. Since the LSR can measure all 

distances from 0 to N-1, all possible lags can be derived and the covariance sequence of 

the original signal can be estimated from the compressed signal.  

The compression ratio of the length-(N-1) LSR is given by M/N, and is almost 

inversely proportional to the length N-1. Therefore, long LSRs perform better. There 

are also circular sparse rulers (CSR) that yield better compressibility than LSRs 

because of their ability to measure two different distances with each pair of marks [2]. 

However, the discussion in this work will be concerned with LSRs only.  

Although there arise in applications covariance matrix structures other than 

Toeplitz such as circulant [6] or banded [7], most works on CCS deal with estimating 

Toeplitz matrices with non-periodic sparse samplers using the LSR, requiring at least a 

pair of samples in the compressed signal vector for each possible value of lag [4].  

 

 

 0  1 2 3 4 5 6 7 8 9 10 

 

N =11,  M = 6 

N.A.S. Alwan / Investigation of the Effect of Different Covariance Estimation Methods 365



3. Least Squares Compressive Covariance Sensing (LS-CCS) 

To formulate the CCS problem first, consider the recovery of the covariance of a zero-

mean random signal vector 
NRx�  from the compressed signal vector MRy� given 

by: 

xy 	�           (5) 

where the matrix NM 
�	 R is called the compression matrix or sampler, and M 

<< N. Several realizations of the vector y may be available. 

The matrix 	  performs mathematically the function of the sparse ruler. It is a 

sparse matrix with at most one non-zero entry in each row or column. Each of the M 

rows of 	  contains a ‘one’ at one of the corresponding M positions of the LSR and 

zeros elsewhere. In contrast to sparse sampling matrices, there are applications that 

employ dense sampling matrices whose design relies on probabilistic arguments and 

that have been proven successful [2]. These, however, will not be considered further in 

this work.  

The theoretical covariance matrix described by Equations 1 and 2 will be re-

written here in terms of the vector x, and given a temporary different symbol here (Σ) 

for notation convenience: 

][ TE xx�� .        (6) 

The matrix Σ is assumed to be a linear combination of the ST matrices s�  that are 

elements of the set NN
S



� ������ R}.....,,,{ 110

. This implies that there exist real 

scalars s such that:  

�
�

�

���
1

0

S

s
ss .       (7) 

When the subspace �  is assumed to be a linearly independent set of matrices, the 

decomposition in Equation 7 is unique such that a knowledge of the s leads to 

knowing Σ. The above ST structure for Σ that is characteristic of WSS processes 

enables a certain degree of compression. If no prior information about Σ is available 

and the latter is simply considered to be a symmetric positive semidefinite matrix, then 

no compression is possible that preserves the second-order statistics of the original 

signal. The condition 12 �� NS  must be satisfied for �  to be linearly independent 

[4].  

The covariance of the vector y is given by  

][ TE yy�� .        (8) 

 

Substituting Equations 5 and 6 in 8 yields: 

 

�
�

�

��	�	��
1

0

S

s
ss

T  ,      (9) 

 where    T
ss 	�	�� ,      (10) 
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so that � is linear combination of the symmetric matrices that are elements of the set 

MM
S



� ������ R}.....,,,{ 110

. These symmetric matrices in the subspace �  are not 

necessarily Toeplitz. If compression preserves the second-order statistical information, 

that is if, for example, it is achieved according to the LSR described in Section 2, then 

�  is linearly independent and knowing s� leads to knowing s� from Equation 10. 

This entails knowing the s from Equation 9 and finally knowing Σ using Equation 7.  

The problem of estimating the s from the linear parameterization of Equations 9 

and 10 is known in the literature as structured covariance estimation or covariance 

matching [8, 4], and it plays an important role in CCS as will be shown by way of the 

following example. The example also clarifies the need for a least squares solution to 

an overdetermined system of equations.    

 

3.1.  CCS Example 

We assume the original signal vector x to have limited dimension (N=4) to clarify the 

CCS concepts discussed so far. Let the vector x be given by: 
T

o xxxx ][ 321�x
 

 

A LSR of M=3 will be used to compress the above vector. Due to the small 

dimension (N=4), M cannot be made smaller than 3 if the second-order statistical 

information is to be preserved. This LSR is mathematically equivalent to multiplying x 
by the following sparse sampling matrix: 

 

�
�
�

�

�

�
�
�

�

�
�	

1000

0100

0001

. 

 

Using Equation 5, the compressed vector will be: 

 

][ 32 xxxo�y . 

Therefore, Σ has dimensions of 44
 , whereas �  has dimensions of 33
 . The 

covariance matrix of the compressed signal, � , can be readily computed from the 

vector y using one of the covariance estimation methods to be discussed shortly, one of 

which is given by the practical computation of Equation 3. The steps for recovering the 

covariance matrix of the original signal, Σ, are the following; 

 

� Choose the matrices s�  such that they are symmetric, Toeplitz and linearly 

independent. We can choose: 
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We are taking S=4 (or N) since, as explained, it is required that 12 �� NS .  

  

� For each s� , find s�  from Equation 10. The results are: 
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. 

 

It is clear that the s�  are symmetric and linearly independent, but not 

necessarily Toeplitz.  

 

� Compute the covariance matrix of the compressed signal, � , using one of the 

covariance estimation methods to be discussed next. Naturally, the availability 

of more than a single realization of y (that is, of x) gives a more accurate 

result.  

� Find the  s from Equation 9, knowing �  and s� . 

� Finally, find Σ from Equation 7. 

� The result can be verified by finding the covariance matrix Σ by the same 

estimation method used to find � . If we assume that the covariance sequence 

vector of the original signal, as in Equation 4, is denoted by xc , and the 

recovered covariance sequence vector computed for this same signal from the 

above steps is denoted by xĉ , then the normalized mean square error (NMSE) 

between the covariance sequence xc and its recovered version xĉ can be 

calculated as the ratio of the squared magnitude of the difference vector to that 

of the original sequence vector, and is given below in dB’s: 

 

�
�
�

�

�
�
�

� �
�

2

2
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log10)(

x

xxdBNMSE
c

cc      (11) 
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We notice from the above example that S=4, so we have four values of s  , that is, 

four unknowns. However, Equation 9 from which these unknowns can be 

computed provides nine equations as all involved matrices have nine elements 

each. This is an overdetermined system of equations that can be solved by least 

squares. In MATLAB, any of the two commands, lsqr(.) or, pinv(.), can be used.   

 

3.2. Estimation Methods for the Covariance Sequence of the Compressed Signal 

As can be seen from Equations 1 and 2, covariance involves averaging. LS-CCS can 

utilize an additional average as preprocessing to obtain more accurate covariance 

estimation [2, 9] that can be explained as follows. The NMSE computed from Equation 

11 becomes larger as compression increases since the total number of available signal 

samples is reduced. This is true for any estimation, not just LS estimation. Therefore, to 

increase accuracy of the estimate, several realizations of the vector y are needed over 

which an average is taken. This does not contradict the concept of compression since 

the average sampling rate is reduced anyway, and it is this reduction in sampling rate 

that entails the compression advantage of reduced hardware cost [2].  

In accordance with Equation 4, the covariance matrix of the compressed signal, � , 

has a covariance sequence, derived from its first column, that can be denoted by yc . 

Regardless of the additional averaging or preprocessing just discussed, common 

estimation methods to obtain yc are as follows:  

� Unscaled estimation: This is exemplified by the MATLAB command xcorr(.). 

This can be expressed as  

�
�

��
T

n
y nyny

1

)()()( ��c      (12) 

where T is the number of terms to be summed and is equal to ��M . 

� Biased estimation. This is given by: 

�
�

��
T

n
y nyny

M 1

)()(
1

)( ��c      (13) 

 

� Unbiased estimation. This is given by: 

�
�

��
T

n
y nyny

T 1

)()(
1

)( ��c      (14) 

 

The covariance estimates of Equations 12-14 can all be made more accurate by 

preprocessing averaging.  
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4. Simulation Results and Discussion 

Simulations are carried out in MATLAB. A length-33 signal vector x is chosen with 

the unscaled covariance shown in Figure 2. This has been computed and plotted using 

the MATLAB function xcorr(.) whose argument is set to x, yielding the covariance for 

lag values ranging from -32 to 32 that correspond to )32(�xc  to )32(xc . The signal 

vector x is divided into three parts or three realizations, each of length 11, denoted by 

1x , 2x and 3x . Compression and CCS will be performed using one realization ( 1x ) 

and thereafter the three realizations ( 1x , 2x and 3x ) to highlight the increased 

accuracy advantage of preprocessing discussed in Section 3.2.  

Working with length-11 realizations, the CCS results are expected to be  )0(ˆ xc to 

)10(ˆ xc . Thus, the original values of xc considered for comparison or verification will 

be limited to )0(xc to )10(xc  only out of the 65 values of Figure 2.  
 

 

 
Figure 2. Unscaled covariance of the vector x of length 33 obtained by the MATLAB command 

xcorr(x). 

 

For each length-11 realization, the LSR of length N=11 shown in Figure 1 is used 

for compression to obtain a length-M y vector where M=6. For the first realization, 

CCS is carried out exactly as outlined in the example of Section 3.1, but with respect to 

the different vectors and matrices dimensions, and the NMSE is calculated using 

Equation 11.  

Preprocessing and averaging over three realizations is done as follows: The LSR of 

Figure 1 is applied to each of 1x , 2x and 3x , and the xĉ values are computed and 

averaged over the three realizations for τ = 0 to τ = 10 using LS-CCS. Thereafter the 

NMSE is calculated. 
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To incorporate WGN, the noise is added to the observed compressed signal vector 

y. The compressed signal power is computed for each compressed realization denoted 

by 1y  , 2y or 3y . Each compressed realization is of length M=6 corresponding to the 

length-11 original realizations. The total concatenated compressed vector y is of length 

18 corresponding to the length-33 original signal x. The standard deviation (SD) of the 

noise is found by specifying the values of signal-to-noise-ration (SNR) in dB’s and 

substituting them in: 

 

)(1.010 dBSNR
powersignalcompressedSD 
� .    (15) 

 

In the simulations, the above value of SD is computed and added to the 

compressed realizations. CCS is performed and NMSE is computed in dB from 

Equation 11. All simulations are averaged over 1000 independent runs. 

To compare between the different estimation methods of the covariance yc , all the 

afore-mentioned explained procedure is repeated for each of the estimation methods 

presented in Section 3.2, and xĉ is found in each case by LS-CCS. Note that the 

computed original xc needed in Equation 11 must be found by the same estimation 

method used for yc . 

Figure 3 demonstrates the results of the CCS process as a plot of the NMSE versus 

the SNR when each of the three estimation methods are used for the computation of the 

covariance of the compressed signal vector. Preprocessing is employed so that the three 

realizations are used. We notice that the unbiased scaled estimation results in the best 

CCS performance for moderate and high SNR values whereas the unscaled method is 

best for low SNR. This is explained as follows. In general, the smaller the value of lag 

τ, the higher the quality of the estimate because the number of averaging terms is larger 

for small lags as can be observed from Equations 12-14.  Moreover, we note that the 

biased and unbiased estimation methods in Equations 13 and 14 reduce the covariance 

magnitudes compared to the unscaled estimation of Equation 12, thereby reducing the 

importance of the high-lag covariance values even further and making the low-lag 

values the prominent or dominant ones. It is also noteworthy that the white 

uncorrelated noise variance or power is actually added only to )0(yc  and is absent 

from the rest of the covariance values. Thus, for low SNR the noise level is high and 

therefore the dominant low-lag covariance values are the noisy ones when the second 

and third estimation methods are used, leading to poor overall CCS performance. In the 

first method, the noisy low-lag values are not that dominant because the covariance 

values for other lags are also quite considerable.  
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Figure 3. LS-CCS performance as a plot of NMSE (dB) vs. SNR (dB) using the unscaled, biased and 

unbiased covariance estimation methods. Three realizations are used. 

 

To demonstrate the accuracy advantage of preprocessing, Figure 4 is a plot of 

NMSE vs. SNR using only the third estimation method (scaled unbiased) with LS-CCS 

carried out for one and then three realizations. Clearly, the latter case gives better 

results, that is, smaller NMSE.  

 

 

 
Figure 4. LS-CCS performance as a plot of NMSE (dB) vs. SNR (dB) using the scaled unbiased 

covariance estimation method, and for the cases of one and three realizations. 
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5. Conclusion 

Least squares CCS is simulated using different covariance estimation methods in 

computing the compressed signal covariance in order to recover the covariance of the 

original signal through covariance matching. It is found that the scaled biased and 

especially the unbiased covariance estimation methods, in achieving LS-CCS, 

outperform the unscaled method for moderate and high SNR’s. This improvement is 

manifested in terms of the normalized mean square error between the true and 

recovered covariance values. Additional averaging by preprocessing is found to result 

in even better CCS performance. As future work, applications that necessitate 

computation of correlation values from compressed measurements will be researched, 

such as the important field of single-tone frequency estimation in white and colored 

noise. 
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Abstract. With the rapid development of wireless communication technology, 

Near field communication (NFC) and Ad-Hoc network (ZigBee) have attracted 
wide attention for their security, speed and low power consumption. NFC has been 

used in access control research. In the past, the system only considered the switch 

control of the door lock, but could not achieve safety management in large 
building scenarios, resulting in security loopholes and poor maintenance of access 

control. In order to solve the above problems, Automatic networking access 

control system based on NFC and ZigBee technology is implemented. The access 
control and Internet of Things system (IoT) are fused through NFC. NFC identity 

information is transmitted through ZigBee to the management for identity 

authentication. The wireless transmission adopts the improved reduced AES 
advanced encryption algorithm R-AES, which ensures reliable data transmission. 

On this basis, the security of access control is realized. Practical results show that 

the Ad-Hoc network access control system and method for edge NFC terminal can 
improve the management efficiency and security of building access control. 

Keywords. Iot, edge computing, NFC, ZigBee, AES-128       

1. Introduction 

With the rapid development of national economy, people's living environment has 

changed dramatically. High rise buildings bring more and more serious safety and 

security problems. The increasing number of high-tech crimes directly threatens the 

personal safety. At the same time, people's demand for intelligent management is also 

increasing, so the term "intelligent access control system" merged. At present, the 

design of the convenience and security of access control system is a very popular topic 

[1]. Based on the rapid development of Internet of things (IoT) solutions, the system 

presents new challenges to information collection, processing [2] 

In recent years, with the continuous progress of biometric technology and induction 

technology, access control system has grown unprecedentedly and entered a relatively 

mature stage. For domestic, contactless IC card, password and biological characteristics 

constitute the three solutions of the current intelligent access control system, but there 

are some disadvantages. First of all, for contactless IC card and password, the 

corresponding reader can only identify through the information or password in IC card, 

but can't confirm whether it's personal operation [3]; second, for biometrics, such as 

camera, fingerprint, etc., its hardware cost is relatively high, the identification time is 

long, and it needs to be identified repeatedly. For NFC access control, smart phones 

have the advantages of low cost, convenience and strong reliability. Related literature 
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[4] has used NFC for access control system and ECS connection management; related 

literature [5] realizes authentication management through 3G connection; literature [6] 

realizes access control identity identification management by combining NFC and 

fingerprint.  

At present, NFC intelligent application has become a development hotspot. It has 

been applied in the process of vehicle charging[7], in food monitoring[8], in geological 

and mineral data collection[9], and in electronic payment[10]. 

This paper presents an intelligent access control system for mobile NFC terminals, 

which is connected to the Internet of things through NFC. It has the advantages of low 

cost, high reliability and scalability.The self-organizing intelligent access control 

system for mobile NFC terminal is close to the NFC access control terminal through 

NFC smart phone. After the access control terminal reads the identity information, it is 

uploaded to the server side through ZigBee network and compared with the database to 

give the corresponding access rights. At the same time, Managers can view the user's 

access records in the system and change the opening and closing status of 

corresponding doors according to the actual situation The wireless information 

transmission adopts the customized simplified encryption algorithm R-AES to ensure 

the security of information transmission.This paper analyzes the technical framework 

of the access control system, analyzes the system design, unifies the wireless 

communication network communication and encryption, and realizes an intelligent 

access control system for mobile NFC terminal. With the functions of authentication, 

unified management and wireless data encryption, it greatly facilitates access control 

management, enhances the security of access control data transmission, and greatly 

facilitates management and life [11]. 

2. System Architecture 

The structure of smart access control system for mobile NFC terminal is shown in 

Figure 1. The system is mainly composed of four parts, including Android application 

terminal, access control terminal, network forwarding terminal and server terminal. 

Android application terminal mainly refers to Android smart phone with NFC function, 

which transmits identity authentication information through contact with access control 

terminal; access control terminal includes NFC module, gate magnet module and 

ZigBee module; access control terminal integrates data collection and control, which 

can not only collect NFC data, but also control corresponding gate magnet module; 

network forwarding terminal is composed of ZigBee router, Responsible for the data 

interaction between the access control identification control terminal and the server; the 

server is mainly composed of ZigBee coordinator, WiFi router, PC and background 

database, responsible for the upload of the authentication information of the whole 

system and the release of access control commands. The system supports two-way data 

transmission from left to right. From left to right, first collect NFC authentication 

information through the access control terminal, then upload it to the server through 

ZigBee wireless sensor network and ZigBee network forwarding terminal to realize the 

docking of system access platform. From the right to the left, the server sends the 

access control data to the corresponding access terminal via ZigBee wireless sensor 

network through the network forwarding terminal to realize the access control. The 

whole system can not only realize NFC identity authentication and access control 

functions, but also has the advantages of convenient networking, strong 
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anti-interference performance and low cost [12], which can greatly improve the 

security management efficiency of the whole access control system. 

Figure 1. System architecture chart 

3. System Design 

3.1 NFC Module 

NFC (Near Field Communication) is a short-range wireless communication technology. 

Mobile phones communicate with access control through NFC, and its foundation is 

RFID technology [13]. PN532 of NXP company is adopted as NFC access control 

reading module.As a short-range and high-frequency radio technology, NFC operates at 

a distance of 20cm in the frequency of 13.56MHz. Its transmission speed includes 

106kbit / s, 212kbit / s and 424kbit / s. NFC has three modes of operation: 

(1) Card emulation mode. This mode simulates the NFC device as an IC card. This 

has a great advantage: the card is powered through the RF domain of the contactless 

card reader, and can work even if the NFC device is powered down. 

(2) Point to point mode. For data exchange. In this mode, the transmission distance is 

short, but the transmission speed is fast and the power consumption is low. 

(3) Reader mode. Use the NFC device as a contactless card reader only, and read the 

corresponding information from the electronic label . 

3.2 Zigbee Module 

The ZigBee module used in the system is CC2530 chip, which is a real SOC solution 

based on 2.4GHz IEEE802.15.4, ZigBee and RF4CE application produced by Texas 

Instruments (TI). It can build powerful network nodes with little total material cost, 

program the chip, and perform logic operation, sequence control, timing, counting and 

calculation Technical operation, etc., through digital or analog input and output for 

environmental monitoring and equipment control signal output. As a new technology 

of wireless sensor network (WSN), it has a wide application prospect [14]. 

CC2530f256 is selected to realize the maximum function. The minimum system circuit 

is shown in Figure 2 [15]. 

NFC data needs to be uploaded to the server through ZigBee network for identity 

authentication. As a low-power, wireless ad hoc network protocol, ZigBee adopts 
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802.15.4 standard as the basis of its peer-to-peer communication. The standard was 

developed and managed by the ZigBee alliance. ZigBee is most commonly used in 

asynchronous communication, with CSMA / Ca channel intervention capability, and 

has all the functions in 802.15.4 standard. ZigBee can work in 2.4GHz (Universal), 

868mhz (European) and 915MHz (U.S.), with the highest transmission rates of 250kbit 

/ s, 20kbit / s and 40kbit / s respectively. Its transmission distance is in the range of 

10-75m, but it can continue to increase. Because of its low power consumption, low 

cost, short time delay, large network capacity, reliability, security and other 

characteristics, it is widely used in intelligent home, intelligent medical, intelligent 

agriculture and other Internet of things industries. 

 

 
Figure 2.  CC2530 system circuit diagram 

3.3 Access Control Terminal Design 

Access control terminal consists of three parts, NFC module, ZigBee module and door 

magnetic module. The NFC module Hsu_TX and Hsu_RX are respectively connected 

with pin P0.2 and pin P0.3 of ZigBee module to realize data interaction between NFC 

module and ZigBee module; the relay in pin is connected with pin P0.0 of ZigBee 

module to realize access control, and the corresponding pin is set in the program. 

CC2530 program flow chart is shown in Figure 3. 

 
Figure 3. CC2530 program flow chart 

 

C13

27pF

C14

27pF

Y1

32MHz

C8

104

C16

15pF

C15
15pF

C3

2.2uF

C7

10uF

RESET_N
Y2

32.768KH z
+3.3V

C12

0.1U

P04/UART 0_CT S

P05/UART 0_RT S

P02/UART 0_RX

P03//UART0_TX

P01

P00

P06

P07

DVDD1
39

AVDD6
31

P2.0
36

P2.1/DD
35

AVDD4
29

AVDD1
28

AVDD3
24

DCOUPL
40

AVDD2
27

RF_P
25

P2.2/DC
34

P2_3/XOSC32K_Q2
33

P2_4/XOSC32K_Q1
32

XOSC_Q2
23

XOSC_Q1
22

AVDD5
21

RBIAS
30

RF_N
26

P1.0
11

P1.1
9

P1.3
7

P1.4//UART1_CTS
6

P1.5//UART1_RTS
5

P1.6/UART1_TX
38

P1.7/UART1_RX
37

P1.2
8

P0.0
19

P0.2/UART0_RX
17

P0.1
18

P0.4/UART0_CT S
15

P0.5/UART0_RT S
14

P0.6
13

P0.7
12

P0.3//UART0_T X
16

RESE_N
20

GND
1

GND
2

GND
3

GND
4

DVDD2
10

U3

CC2530F256

L2

2nH

C5 18pF

C6 18pF

C10 1pF

L3 2nH

C9 1pF

C11

2.2pF

R6

56K

R5

10K

+3.3V

+3.3V

C4
1uF

L1

1 2

3 4

5 6

7 8

9 10

11 12

13 14

J1

P20

P21/DD

P22/DC

P10

P11

P12

P13

P14

P15

P16/UART1_TX

P17/UART1_RX

+3.3V

Y. Bao and Z. Sun / Ad-Hoc Network Access Control System and Method for Edge NFC Terminal 377



Actual operation scenario: the system is installed on the door. When the NFC smart 

phone is close to the NFC reading device, the read information is transmitted to ZigBee 

module for data encryption and packaging. The data frame is sent to the server through 

ZigBee network to decrypt the package and match the data with the database. If the 

information matching is successful, the server will return the corresponding response 

command to control the opening and closing of the door; otherwise, it will remind the 

user to repeat the above steps; if the information matching still fails, it will send a 

warning message to the administrator for management. 

4. System Communication 

4.1 NFC Communication Protocol 

The reliable transmission between NFC module and ZigBee ensures the accuracy of 

authentication. Therefore, the communication protocol is developed in the system, and 

the data frame structure is shown in Figure 4. For the communication mode between 

NFC communication module and ZigBee module in the system, the baud rate is set to 

9600, the data bit is none, and the stop bit is 1. 

 

 
Figure 4.  NFC frame format 

For NFC communication frame format, frame header takes up 2 bytes, fixed as 55 

and AA; len is frame length takes up 1 byte, which is the sum of function code, check 

sum and data; COD is function code takes up 1 byte, which is used to set the mode of 

NFC reading equipment, specific function code settings are shown in Table 1, fixed as 

12 in the system, that is, point-to-point mode; check sum takes up 1 byte, fixed as FF; 

data bits take up n bytes It is used to store data; the frame end occupies 2 bytes, fixed 

as 00, FF. 
Table 1. Function code table 

Pattern Function Code 
Reader mode 0x10 
Card simulation mode 0x11 
Point to point mode 0x12 
Query firmware version 0x25 

4.2 Modbus Communication Protocol 

After the ZigBee module packs the data transmitted from NFC, it needs to send the 

identity authentication data to the server through ZigBee. The international Modbus 

communication protocol is adopted in ZigBee wireless network. Modbus protocol is a 

general language applied to electronic controller. Through this protocol, 

communication between access control terminal and server can be realized, identity 

information of NFC can be authenticated and access control command can be sent. 
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1Byte 1Byte nByte 2Byte 

The format of Modbus protocol frame is shown in Table 2, and the order of register 

transmission is from high to low. When the devices communicate with each other in the 

network, they need to know their device addresses. 

4.3 Communication Encryption Algorithm 

4.3.1 R_AES 

R-AES is a simplified version of Advanced Encryption Standard AES. AES encryption 

algorithm [16] is a group encryption method, AES-128 algorithm is based on 128 bit 

length as the main standard to achieve encryption design. R-AES inherits the 

advantages of AES advanced encryption, considering the limited speed and resources 

of embedded system, on the basis of AES, firstly, the encryption steps that occupy 

large resources of embedded system are cut; at the same time, the number of encryption 

and decryption rounds is reduced. In the case of ZigBee security and encryption, the 

resource overhead of embedded system is reduced and the encryption speed is 

improved. 

4.3.2 R_AES Workflow 

AES algorithm [17] mainly consists of five steps: 1) Extended key; 2) Byte 

replacement ; 3) Row shift; 4) Mix Columns; 5) Round key addition, which has 

undergone 10 rounds of operation. 

The R-AES algorithm is a simplified AES algorithm, and its workflow is shown in 

Figure 5. Compared with the traditional AES advanced encryption algorithm, it cuts 

out the column confusion that takes up a lot of resources in the algorithm steps. At the 

same time, the number of encryption rounds is reduced from the traditional 10 rounds 

to 3 rounds, which reduces the system resource occupation and greatly improves the 

running speed of the embedded system on the premise of ensuring the system security. 

The A-AES algorithm consists of four steps: extended key, byte replacement, row shift 

and round key addition. 

Round key addition

Byte replacement

Row shift

Round key addition

Round key addition

Inverse Byte replacement

Inverse Row shift

Round key addition

W[0,3]

W[4,7]

W[36,39]

W[40,43]

Encrypted message (16 bytes)

Encryption

Byte replacement

Row shift

Round key addition

Byte replacement

Row shift

Round key addition

Third round

Encrypted message (16 bytes)

Decrypt

First round

Round key addition

Inverse Byte replacement

Inverse Row shift

Second round

Round key addition

Inverse Byte replacement

Inverse Row shift

Third round

Second round

First round

 
Figure 5. R-AES algorithm workflow 

Table 2. Frame format 

Address Function Code Data Area CRC Check 
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4.3.3 Application of R_AES  

After passing the NFC demonstration, ZigBee wirelessly transmits the Modbus 

message, as shown in the door access command: 20050000ff008c3a, and encrypts and 

decrypts the data in the system as shown in Figure 6 

 
Figure 6  Sample of message encryption and decryption data 

R-AES key is: 0x2b, 0x7e, 0x15, 0x16, 0x28, 0xae, 0xd2, 0xa6, 0xab, 0xf7, 0x15, 

0x88, 0x09, 0xcf, 0x4f, 0x3c. 8 bytes Messages 

is:0x20,0x05,0x00,0x00,0xff,0x00,0x8c,0x3a.Because AES adopts block encryption,  

16 bytes are one group, and the Messages is insufficient to fill zero.The Messages after 

R-AES encryption is: 0xb7,0xe2,0x49,0x7e,0xc1,0xcf,0xd2,0xb5,0xc1,0xe6,0x10, 

0x0,0xc4,0x40,0x49,0x3c. 

It is almost impossible for attackers to decrypt ciphertext, so as to achieve the effect 

of encryption security. 

5. System Testing 

During the test, when the Android mobile terminal registered and authorized in the 

access control system is close to the NFC data reading area, the identity information is 

encrypted and transmitted to the server. After the server decrypts the information, it can 

query and confirm to open and close the corresponding door lock. Compared with the 

traditional IC card, NFC technology saves a lot of unnecessary troubles. At the same 

time, if the mobile intelligent terminal is lost or maliciously stolen by others, it can't be 

unlocked because it doesn't know the AES password of the terminal. In addition, it 

can't be unlocked if communication attack is used, which guarantees the security of the 

system. The physical test diagram of mobile terminal in access control system is shown 

in Figure 7. 

 

 
 

Figure 7. Physical map of mobile terminal in access control system 
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6. Conclusions 

In this paper, the Ad-Hoc network access control system has been developed and 

applied to a large number of access control, The result is effective management of 

access control security. When the door needs to be opened, just take out the smart 

phone, close to the reading area, the door can be opened and closed; ZigBee wireless 

network transmits information to the server, which enables administrators to manage 

access control in batches more effectively; wireless transmission R-AES advanced 

encryption can ensure the safe transmission of information. Compared with other 

access control systems on the market, the system has the advantages of convenient 

operation, strong stability, safety and reliability. The smart access control system of 

Ad- hoc network for mobile NFC terminal has a high promotion value. 
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Joint User Clustering and Power
Allocation for Vehicular Communications

Qian CHEN, Gongbin QIAN 1, Chunlong HE, Rujun ZHAO and Yuping ZHENG
College of Information Engineering, Shenzhen University, Shenzhen, 518060, China

Abstract. Device-to-device (D2D) communication has emerged as a promising
concept for supporting the vehicular networks, which can efficient and reliable en-
hance cellular network. In this paper, we discuss two different design criteria for
vehicular networks. They are maximizing overall vehicle-to-infrastructure (V2I)
link throughput while guaranteeing the minimum reliability for each vehicle-to-
vehicle (V2V) link, and maximizing the minimum throughput of all V2V links un-
der the constraints of minimum V2I link throughput requirements. Because both
of these problems is an mixed integer non-linear programming problem, we solve
these problems in two steps, i.e., by first clustering D2D users into clusters and
then optimizing their respective power allocations. Specifically, we first propose
a spectral clustering (SC) method for D2D users clustering. Then, two power al-
location algorithms are developed to maximize the sum V2I link throughput and
maximize the minimum V2V link throughput, respectively. The effectiveness of
proposed resource allocation algorithms is validated by computer simulation.

Keywords. Vehicular communications, D2D communication, resource allocation

1. Introduction

In recent years, the vehicular networks have attracted more and more attention with the
rapid development of the Intelligent Transport System (ITS) [1] [2]. As a potential appli-
cation scenario of the fifth generation of mobile communication systems (5G), vehicular
communication networks require large bandwidth, low latency and high reliability [3].

Vehicle communication networks is considered to support three applications, namely
road safety, traffic efficiency and infotainment. Infotainment and traffic efficiency appli-
cations usually are based on vehicle-to-infrastructure (V2I) communications with large
bandwidth requirement. Meanwhile, the road safety application is based on vehicle-to-
vehicle (V2V) communications with high reliability and low delay [4] [5]. To achieve
this goal, the device-to-device (D2D) communication assisted cellular networks is con-
sidering to be a feasible solution for vehicular communication networks.

Resource allocation for vehicular communication networks have been extensively
researched. In [6], an efficient resource allocation scheme is studied for D2D-enabled
vehicular networks. Indeed, the presented algorithms results in improved system perfor-
mance, however, each resource block is used by only one CUE and DUE. Similarly, a
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robust resource allocation algorithm has been proposed in [7] [8] to improve the system
performance of vehicular network. By exploit graph partitioning algorithm, the authors
in [9] has proposed an efficient resource allocation scheme ,when considering the multi-
ple DUE share the same resource block (RB) with one CUE. Further, in [10], a reinforce-
ment learning algorithm for the D2D-based vehicular networks has been developed.

In this paper, we will investigate two different design criteria for vehicular services
with different needs, including maximizing the overall V2I links throughput and maxi-
mizing the minimum throughput of all V2V links. Firstly, we adjust those V2V links that
cause more harmful interference to other disjoint spectrum sharing clusters by exploit
spectral clustering (SC) algorithm. Then, in one scenario of infotainment applications
(e.g., movie/video sharing), we will consider maximizing overall V2I link throughput
while guaranteeing the minimum reliability for each V2V link. For this criterion, we can
derive a power allocation algorithm to maximize the capacity of each cluster by utilizing
the monotonicity of the objective function as same as [9]. In other scenario of security
applications, we will consider maximizing the minimum throughput of all V2V links
under the constraints of minimum V2I link throughput requirements. For this criterion,
we will introducing an auxiliary variable and a sequential convex approximation based
iterative method to perform power allocation.

The rest of this paper is organized as follows. In Section 2, the vehicular commu-
nication networks model is given. In Section 3, we get V2V clustering result by using a
simple algorithm. Section 4 and 5 investigate the power allocation problems with differ-
ent optimization problem. Section 6, the numerical results and discussion are provided.
We conclusion the paper in Section 7.

2. System Model

This paper considers a D2D-based vehicular communication networks, as shown in
Fig.1. The considered networks consist of M V2I high-capacity communication for
some infotainment services and K V2V high-reliability communication by using D2D
communications fashion for some security services, and K � M . For notational sim-
plicity, we denote the set of V2I links and V2V links by M and K respectively, i.e.,
M � {1, 2, ...,M} and K � {1, 2, ...,K}. We consider the case that each V2I chan-
nel is reused by multiple V2V users, and V2I links using orthogonal frequency division
multiple access (OFDMA) technology to access the cellular networks. Without loss of
generality, we assume that both the BS and vehicular are equipped with single antenna
and the perfect channel state information(CSI) is available at both the BS and vehicular.
The signal to interference plus noise ratio (SINR) of the mth V2I link can be expressed

Figure 1. The considered D2D-based vehicular communication model
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as

γc
m =

P c
mgm,B

σ2 +
K∑

k=1

ρm,kP d
k gk,B

, (1)

where P c
m and P d

k denotes the transmit power of the mth V2I transmitter and the kth
V2V transmitter, respectively. gm,B is the channel gain between the kth V2V transmitter
and the BS . ρm,k is a binary parameter, ρm,k = 1, means that the kth V2V pair reuses
the kth V2I’s channel; otherwise, ρm,k = 0. σ2 represents the power of complex additive
white Guassian noise(AWGN) of both V2I links and V2V links. Similarly, the SINR of
the kth V2V link can be written as

γd
k =

P d
k gk

σ2 +
M∑

m=1
ρm,kP k

mgm,k +
K∑

k′=1,k′ �=k

ρk′,kP d
k′gk′,k

, (2)

where gk is the channel gain between the kth V2V transmitter and the kth V2V
receiver. gm,k is the channel gain between the kth V2I transmitter and the kth V2V
receiver. gk′,k is the channel gain between the k′th V2V transmitter and the kth V2V
receiver.

3. V2V Clustering

In order to solve the strong interference that is caused by multiple V2V links sharing
the same V2I links channel, we need to design appropriate channel reuse strategies to
assign all V2V links to different clusters. Based on minimizing the mutual interference
criterion, we can design the following V2V clustering scheme.

First, we transform the V2V clustering problem into a graph partition problem,
where each vehicle and channel are interpreted as the vertices and weighted edges of
the graph, specifically, the problem is a NP-hard problem. Obviously, in a graph, all the
sum of the edge weights is a fixed value, the cut target can be regard as the weight in
all clusters that minimizes the sum, i.e., maximizing the sum of the weights between the
clusters. Next, we will use spectral clustering (SC) algorithm to solve this problem.

Spectral clustering is an algorithm evolved from graph theory with small compu-
tational complexity and simple implementation. A simple spectral clustering algorithm
has been used in [11]. For the proposed problem, we try to make all the reciprocal of the
channel gain of all channels as the edges of graph. The goal of our algorithm is to assign
K users to n clusters, C1, · · ·, Cn, in this paper, n = M . The V2V clustering algorithm
is shown in the Table 1.

Specifically, W = [1/wk′,k] denotes the similarity matrix of the proposed graph,
wk′,k is the weight of the graph’s edge, which is define the reciprocal of channel power

gain gk,k′ . D is denoted as a diagonal degree matrix with dk,k =
K∑

k′=1

wk,k′ .
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Table 1. V2V Clustering Algorithm

Algorithm 1: SC for V2V Clustering

1: Input: The information of channel gains between DUE wk′,k.
2: Construct the undirected graph G and get the similarity matrix W and the

diagonal degree matrix D.
3: Calculate the Laplacian matrix L = D −W .
4: Calculate the eigenvectors corresponding to all the eigenvalues of the matrix

L, and take the eigenvectors corresponding to the first K eigenvalues.
5: Clustering eigenvectors with k-means algorithm.
6: Output: DUE partition result Cn.

4. Maximum Sum of V2I Links Capacity Optimization

In this section, we consider maximizing the sum capacity of V2I links under the con-
straints of satisfying the requirements of the minimumV2I transmit rate, maximum trans-
mit power of each vehicle, and guaranteeing the minimum reliability for each V2V links.
In addition, we transfer the reliability of each V2V links to the probability of outage
events, i.e. V2V received SINR is below a predetermined threshold γd

0 . The problem can
be written as

max
Pc
m,Pd

k

M∑

m=1

log2

⎛

⎜
⎝1 +

P c
mgm,B

σ2 +
∑

k∈Cm

P d
k gk,B

⎞

⎟
⎠ (3)

s.t. 0 ≤ P c
m ≤ P c

max, (3a)

0 ≤ P d
k ≤ P d

max, (3b)

Pr

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

P d
k gk

σ2 + P c
mgm,k +

K∑

k′=1,k′ �=k

P d
k′gk′,k

≤ γd
0

⎫

⎪⎪⎪⎬

⎪⎪⎪⎭

≤ p0. (3c)

In the problem (3), constraint (3a) and (3b) represent V2I link’s and V2V link’s
maximum power limit, where P c

max and P d
max are the maximum transmit power of each

V2I transmitter and V2V transmitter, respectively. Constraint (3c) represent the reliabil-
ity requirements for each V2V link, Rc

min and γd
0 denote the minimum capacity need-

ed by V2I link and the minimum SINR requirement of V2V link. Pr {·} evaluates the
probability of the input and p0 is the tolerable outage probability for V2V links.

From [9], the constraint (3d) can be transformed into definite boundaries. From the
previous discussion, we have get a V2V clustering result, next, we want to find the maxi-
mum capacity of all possible sharing patterns of V2I and V2V clustering. So the problem
can be transformed as
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s.t. The constraints in 3(a), 3(b), (4a)
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� γd
0

−ln(1− p0)
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Notice that the objective function (4) is monotonically nonincreasing in terms of P d
k ,

from the (4b), the optimal P d
k in the nth cluster must be achieved at

P̃ d
k =

γ̃0
gk

(σ2 + P c
mgm,k +

K∑

k′=1,k′ �=k

P d
k′gk′,k), (5)

where γ̃0 = − γd
0

ln(1−p0)
. By substituting P̃ d

k into (5), we can obtain the optimal P̃ c
m as

P̃ c
m =

⎧

⎪⎪⎪⎨
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P c
max,

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

P d
maxgk − (σ2 +

K∑

k′=1,k′ �=k

P d
maxgk′,k)γ̃0

gm,kγ̃0

⎫
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⎪⎪⎪⎭

⎫

⎪⎪⎪⎬

⎪⎪⎪⎭

(6)

Next, we can find the best spectrum multiplexing partner between the V2I link and V2V
link cluster sets using the Hungarian method [6] by constructing a bipartite graph.

The developed power allocation algorithm is showed in Table 2. For convenience,
sum of V2I links capacity can be written as Rc

m,n.

Table 2. Maximum sum V2I link capacity algorithm

Algorithm 2: Maximum sum V2I link capacity

1:for m=1:M do

2: for n=1:M do

3: Obtain the optimal power allocation(P c
m, P d

k ) from
(6) and (7) for the single CUE-DUE cluster.

4: Calculate Rc
m according to equations (4).

5: end for

6:end for

7:Use the Hungarian method to find the optimal reuse
pattern ρ∗m based on Rc

m,n.
8:Return the optimal spectrum reuse pattern ρ∗m,k and
the corresponding power allocation (P c

m, P d
k ).
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5. Maximum the Minimum V2V Link Capacity Optimization

The maximizing the sum V2V link capacity problem in section IV aims to ensure V2I
link’s large capacity services. However, in many security applications, a balance connec-
tivity for V2V links rather than a maximized sum V2V capacity, is more desirable. In this
section, we mainly study maximizing the minumum achievable rate among all the V2V
links while guaranteeing the minimum V2I link throughput requirements. The problem
can be formulated as

max
Pc
m,Pd

k

min
k∈K

log2

⎛

⎜
⎜
⎜
⎝
1 +

P d
k gk
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P d
k′gk′,k

⎞

⎟
⎟
⎟
⎠

(7)

s.t. The constraints in (3a), 3(b). (7a)

log2
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⎜
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mgm,B

σ2 +
∑
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P d
k gk,B

⎞

⎟
⎠ ≥ Rc

min. (7b)

Constraint (7b) represents the minimum throughput requirement for V2I link. In general,
problem (7) is a generalized fractional linear programming problem, which can be solved
by parametric linear programming [12]. By introduce an auxiliary variable τ and add a
constraint that all V2V links not less than τ , we can transform (7) into the standard form
of convex optimization problem with inequality constraints as follow

max
Pc
m,Pd

k

τ (8)

s.t. The constraints in (3a), 3(b), 7(b), (8a)

log2

⎛

⎜
⎜
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1 +

P d
k gk

σ2 + P c
mgm,k +

K∑

k′=1,k′ �=k

P d
k′gk′,k

⎞

⎟
⎟
⎟
⎠

≥ τ.

. (8b)

According to [7], the original problem (7) can be solved through solving the equiv-
alent problem (8) by using a sequential convex approximation based iterative algorithm.
Then, we can using the Hungarian method to find optimal spectrum reuse scheme.

6. Simulation Results

In this section, we compare different resource allocation criteria through simulation re-
sults. We follow the simulation setup for the freeway case in [9], and assume thatK = 10
and M = 30. Firstly, we compare the performance of our proposed SC algorithm with
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Figure 2. Sum capacity of V2I links.

the Graph-Based method in [13] and a random partitioning algorithm. And then we com-
pare the three different power allocation methods.

Fig.2 compares the sum of V2I link throughput versus the vehicle speed when us-
ing different clustering algorithms. From Fig.2, we can obtain that the sum of V2I link
throughput is decreased with the growth of vehicles speed. This is because higher speed
will make the power limit of V2I link more stringent and reduce the V2I link trans-
mission power. Fig.2 also shows the impact of different V2V clustering methods. It can
be seen from Fig.2, compared with Graph-Based and random partitioning methods, the
SC method has a better performance. The reason is that the SC method can reduce the
intra-cluster interference.

Figure 3. Minimum capacity of V2V links.

Fig.3 compares the minimum throughput of V2V link among maximizing the V2V
link minimum throughput scheme, maximum sum V2I link throughput scheme and equal
power allocation scheme. Compared with maximum sum V2I link throughput and equal
power allocation, it is observed in Fig.3 that the proposed scheme outperforms the other
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two allocation schemes in terms of minimum throughput. This illustrates the necessity of
choosing the right power allocation method for different vehicular applications. Specif-
ically, we can using maximum sum V2I link throughput scheme in infotainment and
traffic efficiency applications, and using maximizing the V2V link minimum throughput
scheme in safety applications.

7. Conclusion

In this paper, we have compared two different design criteria for vehicular networks.
We first exploiting the SC method to take D2D user into different cluster, and then two
optimal power allocation schemes for maximizing the overall V2I link throughput while
guaranteeing the minimum reliability for each V2V link, and maximizing the minimum
throughput of all V2V links under the constraints of minimum V2I link throughput re-
quirements, respectively. Simulation results showed effectiveness of proposed schemes.

However, because of the computational complexity of solving power allocation
problem, the proposed resource allocation is difficult to implement. Future works will
focus on developing low complexity resource allocation algorithms, such as machine
learning method.
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Study of Work-Function Variation on 

Performance of Dual-Metal Gate Fin Field-

Effect Transistor  

Tianyu YU, Liang DAI, Zhifeng ZHAO, Weifeng LYU1, and Mi LIN  

School of Electronics and Information, Hangzhou Dianzi University, Hangzhou 310018 

Abstract. The impact of work-function variation (WFV) on performance of an 

inversion-mode (IM) dual-metal gate (DMG) fin field-effect transistor (FinFET) 
was investigated for the first time. The statistical fluctuations induced by WFV on 

the threshold-voltage (VTH), transconductance (gm), and subthreshold slope (SS) 

were demonstrated and estimated utilizing a 3D technology computer-aided design 
(TCAD) simulator. We found that the performance variations of the DMG FinFET 

were affected by two different metals near the drain and near the source, 

respectively. Additionally, this effect of the two metals on the channel was not 
monotonic with the length of the channel of their own control. Our work fills a gap 

in the study of WFV for a DMG IM FinFET and provides a reference for 

optimizing the distribution of the two metals. 

Keywords. Work-function variation; fin field-effect transistor; dual-metal gate; 

process variation 

1. Introduction 

With the continuous scaling of a semiconductor device size, the short channel effects 

(SCEs) and gate transport inefficiency become more and more serious; this means that 

the gate-to-channel control becomes worse and worse [1–3]. To counter these 

undesired barriers, high-k materials (such as HfO2) replaced the traditional SiO2 as the 

oxide layer material at sub-45 nm technology node to avoid the occurrence of gate 

leakage current being larger than the subthreshold leakage [1]. In addition, a metal gate 

has substituted for polysilicon because of the incompatibility between polysilicon and 

high-k materials. However, the use of metal gate inevitably introduces work-function 

variation (WFV). This is because the work-function (WF) of each metal grain depends 

on its own crystalline orientations and is difficult to control during metal gate 

deposition [4–7]. 

Meanwhile, a FinFET with silicon fin as one of the most promising candidates has 

attracted much attention in recent years; this is because the fin-based devices have high 

carrier mobility and a great control over the carriers in the channel, and are excellent in 

suppressing SCEs [8–10]. To further improve the FinFET’s performance, the structure 

of the dual-metal gate (DMG) has been proposed for advanced devices [11-12]. Instead 

of the single-metal gate (SMG), dual-metal gates (DMG; i.e., Metal gate 1 ‘M1’, near 
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the source, and Metal gate 2 ‘M2’, near the drain) with different WFs are used on the 

gate stack. According to related studies, DMG can not only suppress SCEs and 

simultaneous transconductance (gm) improvement, but can also improve current drive 

capability compared with the SMG structure due to different WFs in the metal gate [3, 

10–16]. Meanwhile, different manufacturing methods for DMG structure have also 

been studied, and the new DMG structure requires only additional processing steps to 

laterally form two well-controlled contacting metal materials [12, 17]. 

In nanoscale integrated devices, WFV as one of major random variation sources 

has been of enormous interest for high-K/metal gate technology [18–21]. The effect of 

WFV on the SMG has already been well reported. However, knowledge of its influence 

on the DMG is still missing. Therefore, we investigate, for the first time, the impact of 

WFV on the performance of DMG FinFET. The different ratios of the length of the M1, 

also named as control gate to that of the total gate on device performance fluctuation 

caused by WFV are also explored. Therefore, we study to provide a reference for 

optimizing the distribution of the two metals in the design of FinFETs. 

2. Device Structure and Simulations 

Fig. 1 shows a bird’s eye view of a DMG IM FinFET, which is used in the present 

study. The detailed structural information for the DMG FinFET is as follows: a fin 

height of 16 nm, a channel length of 20 nm, a fin width of 5 nm, and a gate oxide 

thickness of 2 nm. In addition, a uniform donor doping concentration of 1 × 1019 cm-3 

in the drain and source regions is used, and 1 × 1016 cm-3 acceptor particles are doped 

in the channel. TiN and TaN are chosen as the metals of M1 and M2, respectively. 

According to requirements of DMG, the WF of M1 is bigger than that of M2. As 

shown in Fig. 1, it illustrates three different WFs of TaN (4.0 eV, 4.15 eV, and 4.8 eV) 

depending on three possible grain orientations (<100>, <200>, and <220>) with 

different probabilities of occurrences (50%, 30%, and 20%) and two possible WFs of 

TiN (4.6 eV and 4.4 eV), owing to two different grain orientations (<100> and <111>) 

with two probabilities of occurrences (60% and 40%) [1]. It is noted that TiN is a well-

known gate metal used in an SMG n-channel device, and TaN is not suitable as a metal 

gate for the SMG n-channel device. The length of the channel under control gate M1 is 

L1; while the length of the channel under screen gate M2 is L2; and the total gate 

length is L = 20 nm. Fig. 2 gives a cross section along the channel of the studied IM 

DMG FinFET. 

 
Fig. 1 Schematic diagram of the simulation of WFV of DMG FinFET. 
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Fig. 2 Cross section along the y-axis at y = 0. The gate near the source is also named as the 

“control gate”, and the gate near the drain is also named as the “screen gate.” 
To accurately investigate the impact of the ratio of the length of different control 

gates on the performance fluctuation caused by WFV in the IM DMG FinFET, we 

carefully let L1/L be 0, 0.2, 0.4, 0.6, 0.8 and 1. It is worth mentioning that the device 

can be considered to be an SMG with TaN and TiN only as gate stack at L1/L = 0 and 1, 

respectively. 

3. Results and Discussions 

The impact of WFV on the electrostatic integrity of the DMG IM FinFET is shown by 

the dispersion of the transfer curve in Figs. 3 (a)–(f). The figures give input 

characteristic curves of drain current against gate voltage (VGS) at drain voltage (VDS) = 

50 mV for each case. In these figures, the red curves represent the WFV-induced 

variation of performance in the case of S1; the green ones represent the case of S2; and 

the blue ones represent the S3 situation. As shown by the area occupied by the discrete 

curves that is getting larger and larger, WFV-induced electrostatic integrity fluctuations 

in the IM DMG FinFET becomes more serious, which is at L1/L from 0.8 to 0.2. This 

means that the value of L1/L has a bad effect on the WFV-induced variability in the 

DMG IM FinFET. More especially, when L1/L is from 1 to 0.2 in steps of -0.2, the 

green and red curves occupy an increasing area significantly; this means that drain 

current’s dispersion is getting worse. Furthermore, the standard deviation of VTH, the 

subthreshold slope (SS), the saturation current (Isat), and gm were calculated for each 

case. To better analyze the experimental results, the relative standard deviations of the 

relevant parameters of the DMG IM FinFET were also calculated. 
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Fig. 3 WFV-induced variations of drain current versus VGS for an IM DMG FinFET.  

The VTH has been extracted by the constant-current method at a fixed current of 0.1 

μA/μm. These values are shown in Figs. 4, 5, and 6. In these figures, it should be noted 

that off-state current is greater than 0.1 μA/μm at L1=0[22]. Therefore, VTH is defined 

as 0 V, and the missing value of SS. Therefore, our study verifies that TaN cannot be 

used alone as the metal gate for an n-channel FinFET. In the Fig. 4 (a), as the value of 

L1/L keeps getting smaller, the WFV-induced variability becomes worse as the average 

value of VTH becomes smaller. In cases S1, S2 and S3, when L1/L is from 0 to 1, the 

average values of VTH are almost equal (see the solid line in Fig. 4 (a)). At the same 

time, when L1/L is from 1 to 0.4, in the case of S1, the VTH fluctuation caused by WFV 

is similar to that in case S3, but the VTH fluctuation caused by case S1 is similar to that 

by case S2 (see the red circle in Fig. 4 (b)) when L1/L is less than 0.4. At the same time, 

it is interesting that when L1/L is between 0.4 and 1, the effect of WFV on the VTH in 

case S1 is smaller than that in case S3. This indicates that the WFVs of M1 and M2 are 

not independent of each other; on the contrary, for the same L1/L, the WFV of M2 has a 

certain inhibitory effect on the WFV of M1. 
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Fig. 4 The average and standard deviation of VTH variations caused by WFV at different 

values of L1/L.  
 

The characteristics of gm in Figs. 5 (a) and (b) for DMF FinFET with different L1/L 

values are shown. Similar to the case of VTH, when L1/L is from 1 to 0.4 in steps of -0.2, 

the gm fluctuation caused by WFV in the case of S1 is similar to that in the case of S3, 

but when L1/L is less than 0.4, the gm fluctuation caused by case S1 is similar to that by 

case S2 (see the red circle in Fig. 5 (b)). Moreover, the gm characteristic of the device 

no longer simply increased or decreased as L1/L decreases; when L1/L is larger than 0.4, 

the gm value of DMG is generally greater than the gm value of SMG with TiN as the 

MG, which means that the ability of gm for DMG IM FinFET is improved at this time, 

and gm reaches the maximum at L1/L = 0.8. Moreover, when L1/L is greater than 0.4, 

the fluctuation of gm decreases slightly as L1/L decreases. 
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Fig. 5 Average and standard deviation of gm variations caused by WFV at different values of L1/L. 

The SS characteristics in Figs. 6 (a) and (b) of the DMG FinFET are shown in 

steps of 0.2 at L1/L from 0 to 1. It is observed that the DMG FinFET has a bigger SS 

compared to a corresponding SMG FinFET with TiN. It can be attributed to the SS for 

a transistor is inversely proportional to its effective length [23], and the effective length 

of the DMG device is only slightly bigger than that of L1 in the subthreshold region. By 

contrast, the effective length of the SMG device is slightly bigger than the total channel 

length [3]. Inevitably, since we set L1/L from 0 to 1 in the present study, L1 is less than 

or equal to L. The effective length decreases with a decrease in L1/L or L1. Therefore, 

the SS of the DMG FinFET device increases gradually (see the solid line in Fig. 5 (a)). 
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When L1/L is from 1 to 0.6 in steps -0.2, in case S1, the WFV-induced SS fluctuation is 

similar to that in case S3, but when L1/L is smaller than 0.6, the SS variability caused 

by the case S1 is similar to that of case S2 (see the red circle in Fig. 6 (b)). When L1/L 

is from 0.4 to 1, the rise and SS variability is not large, but when L1/L is less than 0.4, 

the value and fluctuation of SS increase sharply. 
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Fig. 6 The average and standard deviation of SS variations caused by WFV at different values of L1/L. 

Generally, although the WFV of M1 has a strong impact on the performance 

fluctuation for the DMG FinFET, this effect is weakened as L1 decreases. Meanwhile, 

the effect of M2, which is relatively weak in causing device parameter variations for 

the DMG FinFET, gradually becomes stronger when the length L2 increases. Even 

when L1/L is less than 0.4, the WFV-induced device performance fluctuations by MG 

of M2 gradually dominate the device performance fluctuation caused by the entire MG 

WFV. Additionally, when L1/L is less than 0.4, the influence of TaN's WFV on the 

device begins to dominate. Therefore, for the DMG FinFET, it is necessary to ensure 

that L1/L is greater than a certain amount. Furthermore, at this time, because the metal 

work function of M1 is dominant, the channel region under M2 has greater 

optimization freedom. For example, the substrate doping can be reduced in this region, 

thereby increasing the benefit that source and drain capacitance can be reduced, while 

potentially increasing the speed of the device [12]. In addition, some studies have 

considered L1/L = 0.5 to be a suitable amount when they do not take the effect of WFV 

into account. However, our observations indicate that due to the WFV, the amount of 

L1/L should be slightly bigger than 0.5 when WFV is considered. Also, it can reduce 

the performance variation caused by misalignment of the two gates.  

4. Conclusion  

For the first time, the impact of WFV-induced performance variability in DMG device 

has been explored in this study. It can be observed that the WFV from the M1 metal 

gate near the source is the main factor causing the device performance fluctuation.. 

Moreover, simulation results show that the fluctuation caused by WFV gradually 

becomes serious after a smaller WF metal gate is introduced near the drain. In addition, 

the performance fluctuations of the DMG FinFET caused by WFV are not monotonic 

by the change of L1/L. Rather, as L1/L decreases, the fluctuation of device performance 
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rises dramatically. From the perspective of the WFV, the introduction of a second 

metal in the gate has an obvious impact on the device performance of the DMG 

FinFET as L1/L is smaller than 0.5. Therefore, increasing the value of L1/L 

appropriately is reasonable. 
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Abstract. This paper demonstrates that highly accurate radiometric identification 

is possible using CAPoNeF feature engineering method. We tested basic ML 
classification algorithms on experimental data gathered by SDR. The statistical 

and correlational properties of suggested features were analyzed first with the help 

of Point Biserial and Pearson Correlation Coefficients and then using P-values. 
The most relevant features were highlighted. Random Forest provided 99% 

accuracy. We give LIME description of model behavior. It turns out that even if 

the dimension of the feature space is reduced to 1, it is still possible to classify 
devices with 99% accuracy. 

Keywords. Radiometric identification, wireless networks, security, RF 

fingerprinting, SDR, CAPoNeF, machine learning 

1. Introduction 

The security of a wireless network can be significantly improved if there is a device 

identification algorithm. Review [1] provides sufficient examples, such as 

authentication & flooding attack and Access Point forgery. The features for 

identification can be acquired from application, transport, MAC and physical layers [1]. 

Application and transport layer do not provide a large number of features. Therefore, 

they are quite rarely chosen in device identification. MAC layer provides vendor-

specific features that are based on implementation of underspecified standard details. If 

one obtains the technical details of that realization, a new forgery can be committed. 

Physical layer features can be described as channel-specific or device-specific. 

Channel-specific features ought to be neglected in mobile devices identification, since 

such devices change their location thus altering features’ value. Device-specific 

features are based on minor imperfections in electronic components. These 

imperfections constitute a unique set of features thus allowing reliant identification. RF 

identification by device-specific features is called radiometric identification. A brief 

overview of radiometric identification methods is presented in Table 1. 

Radiometric identification can be performed in waveform or modulation domain. 

A classical modulation domain algorithm was developed by Brik et al. [2]. The 

researchers analyzed modulation errors to obtain features. The method was tested on 
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138 network interface cards and proved to be reliable. However, such methods require 

knowledge of modulation scheme and imply proper synchronization and channel 

estimation, which may be difficult to achieve. 

Among the methods operating in waveform-domain, there is a class of algorithms 

based on transient analysis. Barbeau et al. [3] generated features using wavelet 

transform. This method requires an additional acquisition algorithm to track the start of 

transient process. Adam Polak et al. [4] resorted to a more fundamental approach. The 

researches modeled DAC and amplifier nonlinearities and used the models’ coefficients 

for further classification. Though this method illustrates the nature of radiometric 

fingerprint, the amplifiers need to be analyzed on evaluation boards.Several research 

groups tried to use features based on high-order statistics. The general approach is to 

split the signal into several regions of interest (ROI) and to calculate variance, 

skewness and kurtosis for amplitude, frequency and phase of each ROI [5], [6]. Trevor 

Bihl et al. [6] proved that statistical features extracted from the signal phase play the 

major role. However, such approach has low average true verification rate.Recently 

there were several attempts to solve the task of radiometric identification with neural 

networks. O’Shea et al. [7] used high-order statistics to generate features for CNN. 

This resulted in quite a good classification at high signal-to-noise ratio (SNR).  

Table 1. Comparison of existing radiometric identification methods 

Authors Features’ nature Advantages Disadvantages 
Brik et al. [2] Modulation accuracy Tested on large (138) 

number of devices 

Requires demodulation 

Barbeau et al. [3] Transient wavelet 
coefficients 

Tested on 10 devices Requires acquisition of 
transient 

Polak et al. [4] Nonlinearity model Error probability 

expressed analytically 

Additional equipment 

needed 
Bihl et al. [6] High-order statistics Importance of features 

analyzed 

Low average true 

verification rate (71%) 

O’Shea et al. [7] Convolutional neural 
network 

High accuracy for 
different constellations 

High computational 
complexity 

 

This paper focuses on feature engineering for radiometric identification. A novel 

method is proposed based on the recent paper [8]. The new parameters allow to achieve 

high accuracy (97%) without the need for computationally complex feature generation 

and complicated classification algorithms. The designed algorithm is tested on 

experimental data. Since it is the first attempt to apply methods described in [8] to 

radiometric identification, we consider a simple task of binary classification, with one 

receiver and only two transmitters.We subtract etalon signal from the received one and 

analyze only the phase of the resulting signal, as it was shown to be more relevant [6]. 

The rest of the paper is organized as follows: section 1 provides the detailed 

description of the features used for classification, section 2 describes the experimental 

setup and the process of dataset generation, followed by section 3, where the results are 

demonstrated and important comments are given. 

2. The Proposed Features 

In this section we outline the basic principles of the CAPoNeF (Comparative Analysis 

of the Positive and Negative Fluctuations) method. Usually, in the conventional 

statistics only the mean value and standard deviation are frequently used for description 
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of trendless sequences (TLS). In the recent paper [8] it was shown that a new set of 

quantitative parameters can be suggested for quantitative description of various TLS. 

These parameters have different sensitivity to the hidden random factors. More 

important, they are free from treatment errors and model assumptions. In this paper, we 

choose the following parameters to characterize a specific competition between 

positive and negative fluctuations of the given rectangle matrix yj(m) (j = 1, 2, … N – 

the number of data points/matrix rows; m = 1, 2, … M the number of 

columns/successive measurements). For the selected column of the given rectangle 

matrix (we omit the column index m for simplicity) the chosen quantitative parameters 

are the following: 

P1 = arithmetic mean(y) coincides with mean value of the given TLS. 

P2 = max(Yup) – min(Ydn) – the range between positive and negative fluctuations.  

P3 = max(Yup) – �min(Ydn)� – the relative fluctuation intensity.  

P4= max(Jup)–min(Jdn) – the maximal cumulative intensity between 

positive/negative fluctuations. (Jup/Jdn corresponds to the integrals taken from initial 

TLS(s) yj(m)).  

P5 = [max(y)-mean(y)]/[mean(y)-min(y)] – measure of asymmetry. If P5 =1, then 

the TLS can be considered as “ideally” symmetrical sequence relatively its mean value.  

P6 = last(xup)-last(xdn) – this parameter serves as an asymmetrical measure in the 

horizontal direction.  

P7 = max(Js)- maximal value of the bell-like curve formed from sequence of the 

range amplitudes (SRA). This SRA, when the amplitudes (y1>y2>…>yN) are organized 

in the descending order, is integrated and forms the bell-like curve. The maximal value 

separates the positive/negative branches of the ordered fluctuations.  

P8 = Range[J(yn)], yn = (y – <y>)/Range(y), Range(yn)=1, where Range(f)=max(f)-
min(f). This parameter is also important, because it allows to compare the integral 

ranges taken from equivalent/normalized columns having the unit range value.  

We would like to emphasize that any TLS Dyj = yj – <y> oscillates near zero value. 

We noticed that the distribution of the roots numbers is generally described by the 

segment of the straight line Rk�a�k+b, where a and b are regression parameters. This 

observation allows to find the mean oscillation frequency and phase from the equation 

cos(<�>Rk – �) = 0 or <�>Rk – � = �/2+��k. It means that one can add two additional 

parameters invariant to scaling, mean frequency <�> and phase �: 

P9 = <�>. 

P10 = �. 

3. Experimental Setup 

The data was collected using Adalm Pluto software-defined radio (SDR). One SDR 

was used as a receiver, while the two other devices were used as transmitters. The 

signal of L = 1024 samples was broadcasted from one transmitter at a time, repeated in 

a cyclic fashion. The signal was also known at the receiver side, which allowed to 

perform time-domain tracking and compensate for sampling clock offset. The 

synchronized signal was normalized and the etalon signal was subtracted from every 

group of L samples. Thus, we obtained the error signal. Its phase was used for further 

feature generation. 
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Figure 1. Hystograms of the features 

 

Figure 2. Heatmap (left) and feature importances (right) 

We assume that the choice of the signal itself does not affect the statistical 

properties of the error signal significantly. Therefore we felt free to use “trans-noise” – 

a noise-like signal, generated from the first and the second L digits of transcendental 

number π. Every digit was mapped to certain amplitude, so that 0 and 9 corresponds to 

minimal and maximal DAC level. 

Experimental data was collected in the following setup. First, the main lobes of TX 

and RX antennas radiation patterns where facing each other, the distance between the 

devices changed from 1 to 5 meters. Then the distance between the devices was fixed 

(2 meters), but the angle between the main lobes changed from –π/2 to π/2 with the step 

of π/6. The resulting dataset contains 30000 labeled entries. 

4. Results and Discussion 

Prior to classification, we analyzed statistical properties of the proposed features. 

Histograms were calculated for every feature to study their distributions (see Figure 1). 

After that we studied correlation properties. We calculated the Pearson Correlation 

Coefficient (PCC) for every pair of features. As it can be seen in Figure 2, there is high 

correlation between the parameters P1, P5 and P6 (PCC reaches 0.96). This peculiarity 

should be taken into consideration. We will show that eliminating these parameters 

improves the accuracy. We also calculated Point Biserial Correlation Coefficient 

(PBCC) and P-value for every feature. The P-value of the features’ significance level is 
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Figure 3. LIME description of wrong (right) and correct (left) prediction 

0.05. If the P-value level is less than 0.05, the parameter is considered statistically 

significant. Table 2 contains PBCCs and P-values for the dataset. The most interesting 

parameters are P9, P8 and P2. The parameters P4, P3, P10 have P-values higher than 0.05.  

 

Table 2. Point Biserial Correlation Coefficients and P-values   

Parameter PBCC P-value 
<�>, P9 

Range[J(yn)], P8 
max(Yup)– min(Ydn), P2 

max(Jup) – min(Jdn), P4 

max (Yup) – �min(Ydn)�, P3 

�, P10 

max(Js), P7 

last(xup)-last(xdn), P6 
mean(y), P1 

0.3025 
0.4293 
0.1227 
0.0053 

-0.0008 
-0.0003 

-0.0173 
-0.0163 

-0.0179 

0.0 

0.0 
0.0 

0.3602 

0.8839 
0.9517 

0.0027 
0.0047 

0.002 

[max(y)-mean(y)]/[mean(y)-min(y)], P5 -0.0662 0.0 

   

 

We compared basic ML classification algorithms. Among all classifiers, such as 

Linear Regression, Decision Tree and KNN, Random Forest showed the best results 

with the accuracy of 0.99.   

4.1.  Feature Importances and LIME 

Feature importances show the relevance of every parameter. They are defined as the 

total decrease in node impurity, weighted by the probability of reaching that node, 

averaged all over the trees of the ensemble. Probability of reaching the given node is 

approximated by the proportion of samples reaching that node [9]. The most predictive 

features are P3, P6, and P7. Locally Interpretable Model-agnostic Explanations (LIME) 

[10] shows how the model makes decisions by approximating the area around the 

forecast using a linear model. We use it to explain the reason for wrong predictions and 

proper behavior (Figure 3). 

The plot from LIME shows the contribution to the final forecast of each of the 

example parameters. In case of correct classification (Figure 3, left) P8, P2, P1 

decrease the accuracy, while P9 has a positive impact. In case of wrong prediction P1 

decreases the accuracy, but P9, P8, P4 have a positive impact (Figure 3, right). 
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4.2. Feature Selection 

In the experiments, the P8 parameter was the most significant. With P8 only, a simple 

threshold of 0.5 is sufficient to achieve 99% accuracy. We assume that other features 

will contribute more in multiclass case under more complex conditions. It is difficult to 

compare with existing methods since the results depend on the dataset and the task. 

However, the dataset is available online [11] for further comparative analysis. 

4.3. Conclusion 

This paper demonstrates the application of the CAPoNeF method for radiometric 

identification (binary classification). We collected data using SDR with various 

distances and angles between the devices. We subtracted etalon signal from the 

received one and extracted 10 parameters from the phase of the resulting signal. The 

parameters were further analyzed using the ML. P2 (the range between positive and 

negative fluctuations), P8 (the range of the integral of the normalized signal) and P9 

(mean frequency) have the highest predictive ability. Classification task was solved: 

Random Forest classifier showed 99% accuracy.  

In further research, we are planning to solve multiclass classification task. Current 

research did not take into account possible fading. Additional study should be carried 

out to determine whether the proposed method is robust to fading environment. 
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Abstract. Order-preserving encryption (OPE) is an useful tool in cloud computing 

as it allows untrustworthy server to execute range query or exact keyword search 

directly on the ciphertexts. It only requires sub-linear time in the data size while 
the queries are occurred. This advantage is very suitable in the cloud where the 

data volume is huge. However, the order-preserving encryption is deterministic 

and it leaks the plaintexts’ order and its distribution. In this paper, we propose an 
one-to-many OPE by taking into account the security and the efficiency. For a 

given plaintext, the encryption algorithm firstly determines the corresponding 

ciphertext gap by performing binary search on ciphertext space and plaintext space 
at the same time. An exact sample algorithm for negative hypergeometric 

distribution is used to fix the size of the gap. Lastly a value in the gap is randomly 

chosen as the mapping of the given plaintext. It is proven that our scheme is more 
secure than deterministic OPE with realizing efficient search. In particular, a 

practical and exact sampling algorithm for the negative hypergeometric 

distribution (NHGD) is first proposed. 

Keywords. Order-preserving Searchable Encryption, One-to-many Mapping 

Encryption, Range Query, Negative Hypergeometric Distribution 

1. Introduction 

In cloud computing, the sensitive data are always encrypted before outsourcing for the 

security concern. It is an effective approach to protect the confidentiality of the data. 

However, the encryption operation reduces the utilization of data. For example, 

comparison operations, such as MIN, MAX and range queries, are common operations 

in encrypted SQL database which requires the server to perform operations over 

ciphertexts. For the server, one approach is to decrypt the whole database first and then 

runs the operations for correct results. Obviously, it requires trusting server and the 

process is time-consuming.  Recently, the fully homomorphic encryption shows it can 

perform compare computations directly on encrypted data. However, its performance 

cost is extremely high, on the order of 109 times [1]. 

For tackling this problem, searchable encryption was proposed and it allows the 

cloud sever (in our work, the cloud server is believed to be an untrustworthy server) to 

execute queries on ciphertexts. And then Order-preserving Encryption was proposed in 

[2]. This primitive ensures the order between ciphertexts is as the same as the order 

between plaintexts. It permits efficient range queries or comparison operations. In the 

paper, “efficient” means at least in sub-linear time in the database size, for executing 
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linear work (such as homomorphic encryption) is prohibitively slow in real world 

applications for huge database. Due to this advantage, OPE is prevalent in cloud 

computing. 

Agrawal et al. [2] initialized OPE for supporting range queries over ciphertexts. 

The encryption of the scheme takes all the plaintexts as input before encrypting. In real 

applications, it is difficult for users to know all plaintexts in advance. Furthermore, the 

work of [2] did not provide the security definition. 

Boldyreva et al. formally defined the security of OPE in [3]. The ideal security of 

OPE, named IND-OCPA, was first given. Authors then proved that IND-OCPA was 

unachievable in practical because of huge ciphertexts space required. Instead a ‘weaker’ 

security notion POPF-CCA was proposed, which meant that adversary cannot 

distinguish between OPE and ideal order-preserving function (OPF). Furthermore, a 

deterministic OPE scheme satisfied POPF-CCA is proposed. Here we called it BCLO 

scheme. 

To satisfy IND-OCPA, Popa et al.[4] proposed a new OPE model by building a 

balanced tree to store ciphertext values. The tree would be rebalanced after a new 

ciphertext inserted.  A secure client decrypted the ciphertexts first and then returns the 

ordering after compares the plaintexts. Although Popa’s. scheme satisfied the ideal 

security; it was not a real OPE in nature as the order of plaintexts was not preserved. 

As discussed in [5,6], the computation cost of Popa’s scheme was linear time and not 

suitable the applications with large data (e.g. cloud computing). Some other OPE 

schemes have been proposed in [7-10] and they either provided weaker security 

guarantee or are not efficient. 

Recently, Liu et al. [11] focused on how to conceal the distribution values. They 

inserted many letters into ciphertext space to expand it and then divided it nonlinearly. 

Then a plaintext value was mapped to a value in the expanded space. It helped enhance 

security and order comparison could be executed directly over the ciphertexts. 

In this work, we improve the Boldyreva’s work and design a one-to-many OPE 

(Otm OPE) that achieves higher security and efficiency. 

We organized our paper as follows. Our Otm OPE is introduced in Section 2. An 

exact sampling algorithm for generating the negative hypergeometric random variables 

is proposed in Section 3. Security proof is presented in Section 4. We evaluate the 

performance in Section 5. A conclusion is given at last. 

2. Our Otm OPE 

The BCLO scheme is deterministic and it leaks not only the order but also the plaintext 

space’s distribution. To overcome its weaknesses, we adapt the BCLO scheme by 

raising its randomness. We execute binary search directly on plaintext space for 

achieving efficient search.  For a plaintext, we first determine its corresponding interval 

of ciphertext space. This is achieved by employing an exact sample algorithm for 

NHGD we propose. Finally, a value is randomly chosen from the interval. In this way, 

same plaintext can be mapped to different ciphertexts with different random seeds. The 

Notations List of the paper is given in Table 1. We first describe the Algorithm Binary 

Search in Algorithm 1. And then we present our Otm OPE in Algorithm 2. 
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Table 1. Notations List 

 

Algorithm 1  Binary Search 

Input:  , ,SK PS CS x . 

Output: ,PS CS . 

1    Let ;A PS B CS� �  

2    Let a  be the minimum value of PS  and b  is the minimum value of CS ; 

3    Let / 2 1s a A� � �� �� � ; 

4    Let ( , , ( , , ))rd PRndGen SK l PS CS s� ; 

5    Let ( , , , )t b NHGDEaxtSample A B s rd� �  ; 

6     If  x s	  then 

7             
 �= ,..., 1PS a s � ; 

8            
 �,..., 1CS b t� � ; 

9     If  x s�  then 

10          
 �1,...,PS s a A� � � ; 

11          
 �1,...,CS t b B� � � ; 

12    Endif 

13    Return  
 �,PS CS . 

In Algorithm 1, ( )PRndGen  is a pseudorandom function (PRF) whose input length 

and output length are both variable. It take as input SK , output length l  and 
 �0 1

and 

then return
 �0 1
l
, where the input 
 �0 1


depends on ,PS CS and the plaintext. 

The ( )NHGDEaxtSample is a sampling algorithm for generating negative 

hypergeometric variables. It takes as input ,PS CS and a plaintext x and return a 

ciphertext y with probability ( ; , )NHGD y b PS CS x a� � , where a  is the minimum 

value of PS and b is the minimum value of CS . 

Algorithm 2  Otm OPE 
Input:  , , ,SK PS CS x fid . 

Output: y . 

Notation Descriptions 

SK                     Symmetric Key 

x  a Plaintext          

y  a Ciphertext          

PS  Plaintext Space 
 �1,...,P  

CS  Ciphertext Space 
 �1,...,C  

NHGD  Negative Hypergeometric distribution 

NBD                  Negative Binomial Distribution 

Gamma              Gamma Distribution 

( )TF t                   The Cumulative Distribution Function of variable t , where t follows distribution T  
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1    While PS contains more than one plaintext do 

2         
 �, inary ( , , , )PS CS B Search SK PS CS x� ; 

3    End While 

4    Let 1( , , ( , , , ))coin PRndGen SK l PS CS x cc� ; 

5    Choose a number y in CS with coin ; 

6    Return y . 

 

In Algorithm 2, for a given plaintext, it first determines the mapping interval of 

ciphertexts by calling Binary Search ( ) (Step 2). Once the interval is fixed, a random 

seed coin is then generated by PRndGen ( ) (Step 4). With the coin , a number in the 

interval is randomly chosen as the ciphertext (Step 5). We stress that the result of Step 

5 is not deterministic. In this way, the goal of one-to-many can be achieved, that is the 

same plaintext will be mapped to different ciphertexts.  

3.Sampling Following the Negative Hypergeometric Distribution 

To the best our knowledge, the exact sampling algorithm for generating variables 

following NHGD has not appeared. And it is believed as an open problem. In this 

section, we give a solution for this problem.  

It is impossible to generate NHGD variables by direct sampling method as it has 

four parameters. We then turn to the acceptance-rejection sample method, requiring a 

continuous approximation for NHGD. Here a Gamma approximation is given. In this 

section, we first introduce the acceptance-rejection sample method. Then the upper 

bound for Gamma approximation is given. Based on above work, an exact sampling 

method for NHGD is proposed. 

3.1. Acceptance-Rejection Method 

This method can generate variables following distribution function f  by utilizing 

another distribution g , where g is a continuous and there exists sampling method 

following distribution g . 

The method runs as follows [12]:  

(1) Sample �  following g ; 

(2) Generate [0,1]U� �   ; 

(3) If ( )

( )

f
l g

��
�

�
�

, where 1l � , then output � , else nothing is output and new � be 

generated. 

Note that distribution g and distribution f should be independent of each other. 

With this method, we know that the probability of outputting �  is 
1

l
. That means 
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( ) 1

( )

fP
l g l

��
�

� �
� �� ��� �

. Obviously, the smaller the value of l , the higher the sampling 

efficiency. In general, let l be maximum of 
( )

( )

f
g
�
�

. 

We wish to select variables according to negative hypergeometric distribution 

, ,k A BNHGD , which we bound with 
,k qNBD , where /q A B�  . The 

,k qNBD  is being 

bounded by the Gamma distribution
,kGamma � , where ln(1 )q� � � � . Here NBD is 

discrete, whereas Gamma is continuous. 

, ,

1

1
( )k A B

B
k A k

NHGD
B
A

� �

�

� �� �� �
� �� �� �� �� ��

� �
� �
� �

                                                                          (1) 

,

1
( ) (1 )

1

k k
k qNBD q q

q
��

� ��� �
� �� ��� �

                                                                          (2) 

1

, ( )
( )

k k

k
eGamma

k

��

�
� ��

� �

�
�

                                                                                  (3) 

3.2. Upper-Bounding Distribution 

Theorem 1. If , ,A B k are integers, let /q A B� , where 
 �1,2,...,A B k A� � , 

then: 

, ,

,

( )
1

( )

B A
k A B

k q

NHGD k
NBD B k

�
�

�
� �� �� ��� �

                                                                           (4) 

Theorem 2. If 0, 0 Let ln(1 )k q q�� � � � � , then: 

,

,

( )

( ) (1 )

k
k q

k

NBD q
Gamma q�

�
� �

� �
� � ��� �                                                                                 (5) 

With Theorem 1 and Theorem 2, then: 

, ,

,

( )
1

( ) (1 )

kB A
k A B

k

NHGD k q
Gamma B k q�

�
� �

� � �� �� � �� �� �� �� � � �                                                       
(6) 

3.3. Gamma Distribution 
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If [0,1]U� � , the variable v following the Gamma distribution and 

( ) / ( )NHGD l Gamma� � �� � , the integer part of v  we need, and then we have NHGD. 

3.4. Description of Exact Sample Method of Negative Hypergeometric Distribution 

Algorithm 3  NHGDExactSample 
Input:  , , ,A B k rd . 

Output: � . 

1   Let / ; ln(1 );q A B q�� � � �  

2   Let  1
(1 )

kB Ak ql
B k q�

� � �� �� � �� �� �� �� � � �
; 

3   Let 
[13]( , )x Gamma k rd�� ; 

4   Let 0.5x� � �� �� � ; 

5   If  +B k A� � �  or k� 	 , then go to step 3; 

6   Let   

1

1
( )

B
k A k

NHGD
B
A

� �

�

� �� �� �
� �� �� �� �� ��

� �
� �
� �

 ; 

7    Let   
1

( )
( )

k k eGamma
k

��� ��
� �

�
�

; 

8    Generate [0,1]U� � ; 

9    If  ( ) / ( )NHGD l Gamma� � �� �  then return � ; 

10   Go to step 3. 

 

According to the description of Algorithm 3, variable � will be returned when

( ) / ( )NHGD l Gamma� � �� � with probability 1/l . Next we will proof the correctness 

of Algorithm 3. In another words, we will illustrate �  follows exactly NHGD by 

proving ( )F � is equal to NHGDF . 

� �

-

-

( ) ( )
, ,

( ) ( )( )
|

( ) ( )

( )
|

( )
( )

( )

1 ( )

( ) ( )

Gamma

Gamma

Gamma

NHGD NHGDP V P V
l Gamma l GammaNHGDP V

l Gamma P V F

NHGDP V V
l Gamma

Gamma d
F
NHGD Gamma

l F Gamma

�

�

� �� � � �
� ��� �

� �  

� ! �
�

! !
�
!

� !

"

"

� � � �
� � � �� � � �� �� � � � � �� � � �� �� �� �

� �
� � �� ��� �� �

� �
�

#

#

-

( )

1
( )

( )

( )

( )

Gamma

NGHD

Gamma

d

NHGD d
l F
F

l F

�

! !

! !
�

�
�

"
�

�

�
�

#

     (7)     
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Algorithm 3 generates variable �  while ( ) / ( )NHGD l Gamma� � �� �  is satisfied. 

Thus we have 

( )
,

( )( )
|

( ) ( )

( )

( )
( )

( )
( )

1/

NGHD
Gamma

Gamma
NGHD

NHGDP V
l GammaNHGDP V

l Gamma NHGDP
l Gamma
FF

l F
F

l

�� �
��� �

� ��
�

�
�

�
�

� �
� �� ��� � � �� � �� �� � �� � �� ��� �

�
�

� �

                            (8)                                             

4. Security Analysis 

We first evaluate security by analyzing the security of PRndGen  in Algorithm 1.  

RndGen  is a PRF with variable length inputs and outputs. For adversar A , its 

advantage against PRndGen is defined as  


 �� � 
 �� �( , , 0 1 ) ( , 0 1 )

Adv ( )

= Pr 1 Pr 1

PRF
PRndGen

PRndGen SK l O l

A

A A
 

� � �                                                       (9) 

Where SK  is key, l  is  output length, and O  is an oracle which outputs random 

numbers 
 �0 1
l
. 

For computing Adv ( )PRF
PRndGen A , we set 


 �� � 
 �� �

 �� � 
 �� �

( , , 0 1 ) ( , , 0 1 )

( , , 0 1 ) ( , 0 1 )

Adv ( )

= Pr 1 Pr 1

Pr 1 Pr 1

F

F

PRF
PRndGen

PRndGen SK l O SK l

O SK l O l

A

A A

A A

 

 

� � �

� � � �

                                               (10) 

where oracle 
 �*
( , , 0,1 )FO SK l take as inputs key SK , output length l and  
 �0 1



and then returns (1 , )lG s  with random 
 �0,1
ks� . 

Construct an adversary B as following, where B is PRF.  

Adversary ( )OB  

(1) Choose [1, ]m k�  randomly; 

(2) Run A and answer its queries as: 

a. Deliver ( , ( , ))G l F SK r to A with first 1q � queries, where r  is seed; 

b. Deliver ( , ( ))G l O r  to A with the q th queries; 

c. Deliver ( , )G l s  to A with 1,...,q k� queries; 
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(3) Return the outputs of A . 

Then,  


 �� � 
 �� � � � � �� �

� � � �� �

� � � �� �
� � � �� �

( , , 0 1 ) ( , , 0 1 ) ( , ) ( )

1

( , ) ( )

1

( , ) ( )

1

( , ) ( )

Pr 1 Pr 1 = Pr 1| Pr 1|

1
Pr 1| Pr 1|

Pr 1 and Pr 1 and

Pr 1 Pr 1

Adv ( )

F
k

PRndGen SK l O SK l F SK R

t
k

F SK R

t
k

F SK R

t

F SK R

prf
F

A A B E B E

k B E B E
k

k B E B E

k B B

k B

 
� �

�

� �

�

� �

�

� �

� � � � � �

� � � � � �

� � � � �

� � � � �

� �

$

$

$
  (11) 

where we denote by :E m t� . 

Construct an adversary C against blockcipher EO , where C is PRG. We then have 


 �� � 
 �� � � � � �� �

� � � �� �

� � � �� �
� � � �� �

( , , 0 1 ) ( , 0 1 ) ( , , ) ( )

1

( , , ) ( )

1

( , , ) ( )

1

( , , ) ( , )

Pr 1 Pr 1 = Pr 1| Pr 1|

1
Pr 1| Pr 1|

Pr 1 and Pr 1 and

Pr 1 Pr 1

Adv ( )

F E

E

E

E

E

k
O SK l O l O SK l R

t
k

O SK l R

t
k

O SK l R

t

O SK l R

prg
O

A A C E C E

k C E C E
k

k C E C E

k C C

k C

 
� �

�

� �

�

� �

�

� � �

� � � � � �

� � � � � �

� � � � �

� � � � �

� �

$

$

$
  

(12) 

With Equation (1) and (2), then 

Adv ( ) (Adv ( ) Adv ( ) )
E

prf prg
PRndGen F OA k B C !� � � � , where the value of !  depends on 

the sampling accuracy of NHGD. 

As analysis in Section 2, random seed coin is used to choose the ciphertext in final 

selection. Therefore different ciphertexts will be chosen to be the different mapping of 

the same plaintext. Our Otm OPE is not deterministic and has higher security than 

BCLO scheme. 

5. Efficiency Analysis 

From Algorithm 1 and 2, it is easy to observe the computation cost of the scheme 

depends on the running time of Binary Search. 

There is P  elements in the plaintext space. To reach one element, on average, the 

expected recursions is 1

1

1
2 ( +1)

log P
k

k
M k log P

P
�

�

� �
� � �� �

� �
$ . Next we estimate the value of 

M . Let A A 1log P� � , then  
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A
1

A A
1

1
2 (A 1)

2

k

k
M M k�

�

� �
� � � � �� �

� �
$                                                                    (13) 

Mathematical induction is employed on A to prove 
AA 1 AM� � � .  

(1) When A=1 , then 
1 =1M and 

10 1M� � ; 

1

1

1
2 ( 1) and 1

2

w
k

w ww
k

M k w w M w�

�

� �� � � � � � �� �
� �
$                                            (14) 

(2) Suppose A w�  and assume   

(3) when A +1w� , it gets 

+1
1

+1 +1 +1
1

1 1 1 1 1
2 ( 2) = +

2 2 22 2

w
k

w ww w
k

M k w M w�

�

� �� � � � � �� �
� �
$                                (15) 

Obviously, 
+1 +1ww M w� � . 

As analysis above, the procedure Binary Search ( ) would be called about log P
rounds to map a plaintext to a randomized interval. While in BCLO scheme, log C
recursive calls are required to determine the mapping interval.  In real applications, the 

value of P is much smaller than that of C , so our Otm OPE has higher efficiency. 

6. Conclusions 

In this paper, we focus on how to enable OPE to support effectively searching with 

higher security. To this end, we derive a practical sampling algorithm following NHGD 

distribution. Based on this work, an efficient order-preserving and one-to-many 

searchable encryption is proposed. In our scheme, a value in the ciphertext bucket is 

chosen as the mapping of a given plaintext. Comparing with BCLO scheme, we prove 

that our Otm scheme is more secure. We also show that our work is more efficient by 

performance analysis. 
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The Application of Improved Sparrow 

Search Algorithm in Sensor Networks 

Coverage Optimization of Bridge 

Monitoring 

Yueqi PENG, Yunqing LIU 
1 and Qi LI 

Changchun University of Science and Technology, Changchun, China 

Abstract. Aiming at the uneven random coverage distribution of wireless sensor 
networks sensor nodes, the sparrow search algorithm (SSA) is used to optimize the 

node coverage of wireless sensor networks. To improve the global search capability 

of SSA, the algorithm is improved and applied to the wireless sensor networks of 
bridge monitoring. For enhancing the coverage of the wireless sensor networks, this 

article uses two improved methods. One is to use the good point set theory to make 

the initial population evenly distributed; another is to introduce a weight factor to 
speed up its convergence. The experiments have proved the reliability and 

rationality of the algorithm. The improved algorithm is superior to other meta-

heuristic algorithms and provides a new idea for optimizing bridge monitoring 
wireless sensor networks coverage. 

Keywords.  sparrow search algorithm, wireless sensor networks, bridge monitoring, 

coverage 

1. Introduction 

Bridges play an essential role in the transportation industry. The safety of bridge 

construction is directly related to the security of people's lives and property. Monitoring 

bridges have significant practical value. Wireless sensor networks are widely used in 

various fields such as national defense and military, space exploration, medical and 

health, traffic management, smart home, etc. Wireless sensor networks have been widely 

used in bridge monitoring due to their convenient installation, flexible deployment, and 

low maintenance costs. Coverage is an essential criterion for measuring wireless sensor 

networks. 

The coverage optimization of wireless sensor networks is a multi-objective 

optimization problem. A bridge monitoring system requires an appropriate deployment 

of monitoring sensors to achieve good monitoring results. At present, many scholars at 

home and abroad have conducted in-depth research on the coverage optimization of 

wireless sensor networks. The key to the problem is to optimize the deployment of sensor 

nodes in the area by adopting appropriate optimization strategies for different monitoring 

situations, so as to ensure sensor coverage. With the rise of meta-heuristic algorithms, 
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the use of meta-heuristic algorithms to optimize the coverage of wireless sensor networks 

has attracted the attention of many researchers. Literature [1] proposed a particle swarm 

optimization algorithm with dynamic weight optimization to uniformly cover sensor 

network nodes. Literature [2] proved the feasibility of the improved artificial fish swarm 

algorithm to optimize the coverage of wireless sensor network nodes. Literature [3] 

proposed an improved cuckoo search algorithm for wireless sensor networks coverage 

multi-objective optimization. Literature [4] used the improved glowworm swarm 

optimization algorithm to optimize the coverage of wireless sensor networks. Literature 

[5] applied a genetic algorithm to offshore wireless sensor networks. Literature [6] 

combined the improved heuristic ant colony algorithm with chaos operator to optimize 

wireless sensor networks' layout. Literature [7] designed a dichotomous fruit fly 

optimization algorithm applied in sensor deployment to improve senso networks 

coverage. 

This paper uses the improved algorithm to deploy the nodes of the wireless sensor 

networks. By updating the position of the node, the optimal solution for each iteration is 

quickly calculated and the convergence speed is improved. This paper takes into account 

the complex and changeable environment of the bridge. It uses the characteristics of good 

mobility of sensor nodes, takes coverage as the final optimization goal, and combines 

neighbor node information to achieve uniform deployment of sensor nodes to ensure 

maximum coverage and high deployment reliability. The simulation experiment results 

show that the improved SSA has a significant improvement in the coverage optimization 

problem of bridge monitoring wireless sensor networks, which verifies the effectiveness 

of the improved algorithm. 

2. Bridge Monitoring Sensor Coverage Model 

In the deployment of bridge monitoring sensor networks, the number of sensors is often 

increased to increase the coverage of the sensor network. However, too many sensors 

deployed will generate a large number of redundant nodes, leading to data conflicts, 

waste of resources, and affecting network stability. Therefore, when deploying sensor 

networks, both network coverage and the number of nodes must be considered. This 

paper uses the sparrow search algorithm (SSA) in the two-dimensional plane of the 

bridge monitoring area. 

Initialize the model, assuming that each sensor node has the same sensing radius and 

communication radius. Let 
1 2 3{ , , }� }ns s s s s  be a set of sensor nodes. The coordinate 

of any sensor node 
is  in the set is ( , )i ix y , and the coordinate of any sensor node js  in 

the set is ( , )j jx y . Then the distance between node ( , )i i is x y  and node ( , )j j js x y  can 

be obtained by the Euclidean distance calculation formula: 

� � � � � �2 2

, � � � �i j i j i jd s s x x y y  (1) 

Discretize the monitoring area A  into �m n  grid points. With ( , )i i is x y  as the 

center of the circle, and 
ir  as the sensor's sensing range radius. The coordinate of point 
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K  is ( , )k kx y , and the probability that the sensor node 
is  covers point K  is ( , )iP K s . 

From the Boolean perception model: 

1 , ( , )
( , )

0 , ( , )

�	
� � �


i j i
i

i j i

d s s r
P K s

d s s r
 (2) 

For any coordinate point ( , )x y , as long as there is a sensor node in the node set C  

such that 
cov ( , , ) 1�iP x y c .The joint measurement coverage 

cov ( )P C  of the sensor node 

set is: 

� �� �cov cov ( ) 1 1 , ,
�

� � ��
i

i
c C

P C P x y c  (3) 

The wireless sensor network coverage rate can be expressed as the ratio of the total 

monitoring coverage rate to the monitoring area: 

cov 

1 1

area 

( )
� ��

�

��
m n

x y
P C

P
m n

 (4) 

3. Sparrow Search Algorithm 

Xue and Shen [8] propose the SSA. It is inspired by the foraging and anti-predation 

behavior of sparrows. It has the characteristics of fast convergence, strong stability and 

good robustness. This algorithm can solve practical problems such as nonlinear 

optimization and reducer design, and has broad development prospects. 

The algorithm divides sparrows into two different types through different foraging 

strategies, namely producers and scroungers. Producers are responsible for finding food 

sources, and scroungers obtain food through producers. Sparrows with abundant food 

resources are more vulnerable to attack. Sparrow's choice of foraging strategy plays an 

important role in the individual's energy reserve, while most sparrows have low energy 

reserves. Sparrows on the outer edge of the group are more vulnerable to attack and 

gather in the middle. Sparrows in the middle of the group will approach their neighbors 

to reduce the probability of encountering danger. When the sparrow finds danger, it will 

scream and the whole sparrow flock will fly away. 

Assuming a sparrow is x , in the search process, producers with high adaptability 

are given priority to get food. The producers are responsible for finding food and guiding 

the migration of the entire group. The position of producers is updated as follow: 

21

max,

, 2

exp  ,if 
 iter  

 ,if 

��

	 � ��
� �
 � ��� � � �


 � � �

t
ijt

i j
t
i j

iX R ST
X

X Q L R ST
 (5) 
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Where t  is the current iteration. The value of j  is 1, 2 d . 
,

t
i jX  is the value of the 

j th dimension during the iteration of the i th sparrow. 
maxiter  is the maximum number 

of iterations. �  is a random number in ��0,1 . � �2 0,1�R  is the alarm value, and 

� �0.5,1.0�ST  is the safety threshold. Q  is a random number that obeys normal 

distribution. L  is a 1�d  matrix, and each element in the matrix is 1 . 

When 
2 �R ST , it means that there is no danger around, and the producers perform 

a global search. When 
2 �R ST , it means that sparrows have found a danger, and the 

entire sparrow group is evacuated to a safe area. 

When the scroungers found that the producers had found the food, they immediately 

got the food. If the scroungers do not get food, they follow the producers to find food. 

The position update formula for scroungers is expressed as follows: 

worst ,

21

,

1 1

,

exp  ,if / 2

 ,otherwise 

�

� � �

	 � ��
� �
 � �
 � �� � � �



� � � �


t
i j

t
i j

t t
p

t

t
i j p

X X
Q i n

iX

X X X A L

 (6) 

Where 
PX  is the best position occupied by the producer, and 

worstX  is the worst 

position in the current global situation. A  is a 1�d  matrix, each element in the matrix 

is randomly assigned as 1  or 1� , satisfying 1( )� �� T TA A AA . When / 2�i n , it 

indicates that the i th scrounger has poor adaptability and may starve to death. 

Assume that sparrows that perceive danger account for 10%  to 20%  of the total 

number of sparrows. The initial positions of these sparrows are randomly generated in 

the population. The mathematical model can be expressed as follows: 

� �

best , best 

1

, , worst 

,

 ,if 

 ,if 

�

�

�

	 � � � �


 � �� ��

� �� � �
 � �� �
 � �

t t t
i j i g

t t t
i j i jt

i j i g
i W

X X X f f

X X X
X K f f

f f

 (7) 

Where 
bestX  is the best position in the current global situation. �  is the parameter 

that controls the step length. � �1,1� �K  is a random number. 
if  is the fitness value of 

the current sparrow. gf  is the current global best the fitness value. 
wf  is the current 

global worst fitness value. �  is the minimum constant to avoid zero-division-error. 

When �
i gf f , it means that the sparrows are at the edge of the group and are safe. 

When �i gf f , it means that the sparrows in the group are aware of the danger. K  is the 

direction of the sparrow's movement, which is the parameters control step length. 
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4. Improved Sparrow Search Algorithm 

In order to design a reasonable initial population of SSA, it is necessary to consider how 

to use as few individuals as possible to comprehensively characterize the distribution of 

all potential solutions in the entire space. If the initial population is randomly generated, 

it is difficult to find a solution to the problem. The good point set theory is used to 

improve the algorithm for population initialization so as to solve the problem of uneven 

population distribution. The good point set theory was first proposed by Hua Luogeng 

[9]. The good point set theory selects points with less deviation than randomly selected 

points, and its deviation is equivalent to the square root level of random selection [10]. 

The basic definition and structure of the good point set theory are as follows: Let 

SG  be the unit cube of S  dimensional Euclidean space, that is � Sx G , 

1 2 3( , , , )� )Sx x x x x . Where 0 1� �ix , 1,2,� �i s , the point � �1 2, , ,� � Sr r r r  in 
SG , 

let � Sr G , then: 

� �  !  !� � !1 , , , 1,2, ,� � � �n sP k r k r k k n  (8) 

( )nP k  is a good point set, and r  is a good point. The deviation ( )" n  of the point set 

satisfies: 

� � 1( ), �" � � ��n C r n  (9) 

where ( , )�C r  is a constant related only to ,�r ( �  is any positive number), take 

� �2 2 /#�rk cos k p ,1� �k D . p  is the smallest prime of satisfied � � / 2� �p D D . 

When generating the initial population, in the case of the same number of points, the 

points selected by the good point set are more uniform than the points randomly selected. 

Therefore, mapping the best points of 
SG  to the target solution space makes the initial 

population more ergodic, effectively avoiding the algorithm from falling into the local 

optimal value and stagnating, and improving the global convergence. 

As the number of algorithm iterations continues to increase, the algorithm’s 

optimization capability gradually tends to converge, and once it converges to the local 

optimum, it is difficult to jump out. Adding a weight factor to the algorithm can 

effectively improve the ability of the algorithm to jump out of the local optimal solution. 

This paper uses the weight factor to improve the original algorithm. The weight factor 

calculation formula is: 

max

2
2$ � � �t

iter
 (10) 

Where t  is the number of iterations. 
maxiter  is the maximum number of iterations. 
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5. Simulation and Experiment Analysis 

Aiming at the problem of low coverage of the random deployment of sensors for bridge 

monitoring, the improved SSA is used to optimize the deployment of sensor nodes. 

Based on the wireless sensor network's sensor node coverage optimization strategy for 

simulation, Matlab 2018b programming is selected to implement the sensor node 

coverage optimization program, and the environmental parameters are listed in Table 1. 

Table 1. Set the same environmental parameters for the three algorithms 

To further compare the performance of the algorithm, this paper compares the 

particle swarm algorithm, the SSA, and the improved SSA. The coverage rate of sensor 

nodes is optimized by the particle swarm algorithm, and the coverage rate is relatively 

low, only 62.3%. The sensor nodes optimized by the original SSA are evenly distributed, 

with a coverage rate of 74.6%. The improved SSA algorithm has a more uniform sensor 

coverage, reduces the overlap of sensors, and the coverage rate is 77.1%, thereby 

optimizing the deployment of bridge monitoring. Sensor nodes can effectively improve 

sensor performance. The sensor node coverage optimization is shown in Figure 1. 

(a) particle swarm optimization                             (b) sparrow search algorithm 

(c) improved sparrow search algorithm 

Figure 1. Sensor node coverage optimization 
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Figure 2 is an experimental comparison diagram of the particle swarm optimization, 

the original SSA and the improved SSA in this paper. The experiment deployed the same 

number of sensor nodes in the same monitoring area. Taking into account the interference 

of randomness on the experimental results, the three algorithms were tested ten times, 

and the average coverage rate was taken. It can be seen from Figure 2 that under the same 

experimental conditions, the improved SSA in this paper can effectively improve the 

node coverage of wireless sensor networks. 

 

Figure 2. Comparison of coverage. 

6. Conclusion 

As a new algorithm, SSA has fewer parameters, high search efficiency, stable 

optimization results, and strong robustness, which provides an effective way for bridge 

monitoring sensor coverage. The original SSA has defects such as slow convergence 

speed and insufficient population vitality in the evolution process. This paper proposes 

an improved SSA and applies it to the problem of bridge monitoring sensor coverage 

optimization. The experiment verified the feasibility and effectiveness of SSA. In 

addition, the improved strategy proposed in this paper can further improve the search 

performance of the algorithm. The improved SSA search performance is higher and the 

optimization result is more stable. 

References 

[1] Xu Yiming, Peng Yong, Zheng Chuhong, Liao Yi, Node energy balanced coverage strategy in WSNs based 

on improved PSO algorithm[J], Transducer and Microsystem Technologies 39 (2020), 29-32. 
[2] Huang Yuyue, Li Keqing, Coverage optimization of wireless sensor networks based on artificial fish swarm 

algorithm[J], Application Research of Computers, 30 (2013), 554-556.  

[3] Pan Hao, Fui Hua, Wireless sensor coverage multi-objective optimization improved based on cuckoo 
search algorithm[J], Journal of Jilin Normal University (Natural Science Edition) 38 (2017), 125-129. 

[4] Liu Zhouzhou, Wang Fubao, Zhang Kewang, Performance analysis of improved glowworm swarm 

optimization algorithm and the application in coverage optimization of WSNs[J], Chinese Journal of 
Sensors and Actuators 26 (2013), 675-682. 

[5] Zhang Guihong. Application of genetic algorithm in optimal configuration of maritime wireless sensors[J], 

Ship Science and Technology 41 (2019), 148-150. 
[6] Duan Yujun, Wang Yaoli, Chang Qing, Liu Xin, Wireless sensor deployment optimization based on 

improved IHACA-CpSPIEL algorithm [J], Journal of Computer Applications 40 (2020), 793-798. 

[7] Jia Zhe, Novel dichotomy fruit fly optimization algorithm in sensor deployment[J], Microcontrollers and 
Embedded Systems 19 (2019), 36-39. 

Y. Peng et al. / The Application of Improved Sparrow Search Algorithm422



[8] Xue Jiankai, Shen Bo, A novel swarm intelligence optimization approach: sparrow search algorithm[J], 

Systems Science and Control Engineering 8 (2020), 22-34. 

[9] Hua Luogeng, Wang Yuan, Application of number theory in approximate analysis [M], Science Press, 
Beijing, 1978. 

[10] Fang Xian, Tie Zhixin, Li Jingming, et al, A parallel search good-point set glowworm swarm optimization 

of re-created population after clustering of multi-modal functions[J], Journal of Zhejiang Sci-Tech 
University (Natural Sciences) 37 (2017), 843-850. 

Y. Peng et al. / The Application of Improved Sparrow Search Algorithm 423



Navigation Signal Design and Ranging 
Performance Evaluation of Cn Band Based 

on Satellite-to-

Xiaofei CHENa,b , Xue WANG a,b,1 , Xiaochun LUa,b , Jing KE a,b and Xia GUO b 
a

 University of Chinese Academy of Sciences 
b

 National Time Service Center, Chinese Academy of Sciences 

Abstract. As the only priority frequency band for navigation services except L 
protected by ITU, the Cn band could provide navigation services to solve problems 
of spectrum congestion and vulnerability to interference faced in L using global 
navigation satellite systems. However, Cn band navigation still faces some 
problems such as limited-bandwidth and link uncertainty. To solve these problems, 
an orthogonal MSK signal is designed in this paper under Cn limited bandwidth 
constraint. The analysis results show that although it’s ranging performance of 
narrow correlation spacing has been deteriorated, the performance of wide 
correlation spacing has been improved, and it can reduce 98.7% power 
interference to adjacent radio astronomy band. On the other hand, the Cn band 
navigation signal test based on the satellite-to-ground link is carried out in this 
paper. The test results show that the trend of designed signals’ ranging 
performance is consistent with the simulation results and its rain attenuation is 
0.5-1dB. 

Keywords. Cn band, navigation, ranging performance, orthogonal MSK 

1. Introduction 

Global navigation satellite systems (GNSS), including GPS, GLONASS, Galileo, BDS 
and other region navigation systems, is the infrastructure in modern society, which 
provides navigation, positioning and timing services. Although it plays an essential role 
in many fields, it still has some drawbacks that are difficult to be solved. One of which 
is vulnerable to interference, and another is spectrum congestion. Due to the low 
receiving signal power, GNSS is easily interfered with strong signals. Moreover, it is 
not easy to provide more diversified services because of the L band frequency 
resources' limitation. As the only priority frequency band for navigation services other 
than L protected by ITU, the Cn band (5010MHz-5030MHz) could provide navigation 
services to alleviate the above problems effectively.  

In 2000, Cn band navigation was initially proposed and intended to be used by the 
Galileo system [1, 2], and its benefits and drawbacks were studied [3]. However, due to 
the limitation of the satellite’s power and equipment complexity and cost of Cn band 
compared with L, the Cn band navigation was given up, and the development of the Cn 
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band navigation were also restricted [4, 5]. With the development of technology, these 
problems are no longer restrictions, and as a critical resource, Cn band navigation has 
been paid attention again. Hein, G.W. etc. analyzed the feasibility of developing 
navigation services on the Cn band [6]. Guoxiang Ai etc. studied the feasibility of Cn 
band to provide high-precision services [7]. Thomas Jost etc. compared the navigation 
performance of L band and Cn band with ground test [8]. Yinjiang Yan etc. provided 
the rain attenuation analysis of C-band navigation signal [9]. Rui Xue etc. proposed 
continuous phase modulation to reduce signal sidelobes and analyzed its performance 
[10, 11]. Ying Wang etc. studied the technology and prospect of Cn band navigation 
[12]. Yanbo Sun etc. discussed the scheme for L/C dual-frequency combined 
navigation signal [13]. The compatibility of the Cn band with its adjacent service has 
also been studied [14]. However, this paper presents the current lack of the ranging 
performance evaluation results of the Cn band navigation based on the 
satellite-to-ground link. 

This paper designed orthogonal MSK signal under Cn limited bandwidth 
constraint and provided the test results of designed signal based on satellite-to-ground 
link, revealing the ranging and link performance of Cn band used for navigation. 

2. Signal Design 

2.1. Carrier Frequency Selection 

Cn band and its adjacent telecommunication services are shown in fig.1. It can be seen 
that the Cn bandwidth is only 20MHz, its upper frequency sideband is the microwave 
landing service (MLS), and its lower frequency sideband is the radio astronomy service 
(RAS) and Galileo’s uplink service. Generally, RAS is easily interfered and has 
stringent restrictions on in-band interference. Therefore, considering maximum 
utilization efficiency and reducing the interference to RAS, the carrier frequency 
should be selected at the center or the upper sideband close to it.  

5030501050004990 5150 MHz

MLS
Cn

RAS Uplink

 
Figure 1. The frequency allocation of the Cn band and its adjacent service.  

On the other hand, considering forward compatibility with GNSS and carrier and 
ranging code with the same frequency source to improve positioning accuracy, the 
carrier frequency must be an integer multiple of the ranging code frequency, and they 
all must be an integer multiple of 1.023MHz. Several alternative carrier frequencies are 
listed in table 1.   

Table 1. Several alternative carrier frequencies.  

Code Frequency 
(MHz) 

Multiple relationship 
with Code  

Multiple relationship 
with 1.023M 

Carrier Frequency 
(MHz) 

10.23 490 4900 5012.70 
10.23 491 4910 5022.93 
10.23 492 4920 5033.16 
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Code Frequency 
(MHz) 

Multiple relationship 
with Code  

Multiple relationship 
with 1.023M 

Carrier Frequency 
(MHz) 

5.115 980 4900 5012.70 
5.115 981 4905 5017.815 
5.115 982 4910 5022.93 
2.046 2453 4906 5018.838 
2.046 2454 4908 5020.884 
2.046 2455 4910 5022.93 

It can be seen in table 1 that the closest to the center frequency point is 
5020.884MHz. However, the frequency could be gotten only one case, which brings 
many constraints to the signal design. While 5022.93MHz not only satisfies the many 
cases and increases flexibility in signal design, it also upper 2.93MHz than center 
frequency point, which could reduce the interference to RAS. According to these 
factors, the carrier frequency is selected as 5022.93MHz during the test.  

Except this, the Cn band's rain attenuation also should be considered. According to 
reference [15], it would be reached from 0.26-4.61dB. Therefore, the influence of rain 
attenuation on the carrier-to-noise ratio also needs to be considered. 

2.2. Band-limited Signal Design 

Generally, the satellite navigation system uses binary phase-shift keying (BPSK) 
modulation. It modulates two different pseudo-random noise (PRN) codes on the 
in-phase and quadrature respectively, which could be expressed as 

� � � � � � � �cos 2 sin 2BPSK I I c Q Q cs c g t f t c g t f t� �� �
 (1) 

where Ic and Qc are PRN codes, and their frequency are n*1.023MHz denoted as 

BPSK(n), which decide the bandwidth of the signal; � �Ig t and � �Qg t  are signal 

waveforms, and they are rectangular waveform, which decide the shape of the signal 
power spectrum; and cf is the carrier frequency, here is 5022.93MHz. Its power 

spectrum and baseband waveform are shown in Fig.2. Its signal constellation and phase 
change as following in Fig.3. 
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Figure 2. (a) BPSK (5) signal power spectrum; (b) BPSK (5) signal baseband waveform. 
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 Figure 3. (a) BPSK (5) signal constellation; (b) BPSK (5) signal phase change.  

Because of Cn band limited-bandwidth and compatibility, and to reduce the 
interference to adjacent services, especially RAS, it is necessary to reduce the power 
spectrum’s sidelobes. From Fig.3 (b), it can be seen that phase jumping causes larger 
sidelobes. To reduce the sidelobes of the power spectrum, a kind of orthogonal MSK 
modulation is proposed based on the traditional MSK modulation. It delays Qc  half 

chip compared with the Ic  and is denoted as 

� �2d Q cc c t T� �
 (2) 

where cT is the duration time of one chip. Then the orthogonal MSK modulation could 

be expressed as 

 
� � � � � �

2
sin cos 2 sin sin 2c

O MSK I c d c
c c

t Tts c f t c f t
T T

�� � ��
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� � 	 
	 


� � � �  
(3) 

Its power spectrum and baseband waveform are shown in Fig 4. Fig.4 (a) describes that 
compared with BPSK, orthogonal MSK’s power spectrum sidelobe has a significant 
drop. The power in the band of RAS is denoted as 

� �
5000

4990

MHz

RAS MHz
P G f df�   

(4) 

where � �G f  is the power spectrum. Through calculation, the power in band of RAS 

for BPSK(5) is -45.69dBW, and for orthogonal MSK(5) is -64.5dBW, it is found that 
compared with BPSK, the power of orthogonal MSK in the RAS band is reduced by 
98.7%. The baseband waveform of orthogonal MSK is shown in Fig.4 (b). It can be 
seen that the orthogonal MSK replaces the rectangular chip with a sinusoidal chip. The 
orthogonal MSK’s phase could be expressed as 
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Its signal constellation and phase change as Fig.5 shown. It can be seen that its phase 
changes linearly with time and there is no phase jump. 
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Figure 4. (a) Orthogonal MSK (5) signal power spectrum; (b) Orthogonal MSK (5) signal baseband 
waveform. 
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Figure 5. (a) Orthogonal MSK (5) signal constellation; (b) Orthogonal MSK (5) signal phase change. 

The autocorrelation function curve determines the signal’s receiving performance. 
Fig.6 reveals the autocorrelation function of the two signals. It can be seen that 
compared with BPSK, the correlation function of orthogonal MSK becomes smoother 
especially near the correlation peak. 

-300 -200 -100 0 100 200 300 400
0

0.2

0.4

0.6

0.8

1

Delay Time(ns)

N
or

m
al

iz
ed

 A
m

pl
itu

de

 

 
BPSK(5)
O- MSK(5)

 
Figure 6. The autocorrelation function of BPSK (5) and orthogonal MSK (5). 
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2.3. Ranging Accuracy Analysis 

With the ranging accuracy equation, signal’s ranging theoretical performance can be 
easily to get [16].  
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(6) 

where � is the radio frequency bandwidth and B is the bandwidth of the code 

tracking loop � �0sG f is the normalized power spectrum; � is the early-to-late spacing; 

0C N is the carrier-to-noise ratio; T is the correlation integration time. With the 

parameter of 20MHz� � , 5B Hz� , 200ns� � , 1T ms� and 0C N  from 35dBHz  

to 50dBHz , the ranging accuracy curve can be drawn as shown in Fig.7 (a). Changing 
its early-to-late spacing from 200ns to 20ns, the ranging accuracy curve can be drawn 
as shown in Fig.7 (b). 
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Figure 7. (a) The ranging accuracy of BPSK(5) and orthogonal MSK(5) with 
0C N from 35 to50 dB-Hz and 

early-to-late spacing 200ns; (b) The ranging accuracy of BPSK(5) and orthogonal MSK(5) with 
0C N  from 

35 to50 dB-Hz and early-to-late spacing 20ns. 

Because of bandwidth limitation, orthogonal MSK (5) has more power in the 
bandwidth, and it could bring higher ranging accuracy in width correlation spacing -the 
early-to-late spacing more than 160ns- as Fig.7 (a) shown. While in narrow correlation 
spacing-the early-to-late spacing less than 160ns, the ranging accuracy of orthogonal 
MSK(5) becomes worse than BPSK(5), and that is because its autocorrelation curve 
becomes smoother and its anti-noise ability will be reduced as Fig.7(b) and Fig.6 
shown. The ranging performance loss of narrow correlation spacing is the price to 
reduce the interference with out-of-band service. 
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3. Test Equipment and Methods 

The testing system is shown in Fig.8, which includes signal generating equipment, 
transmitting antenna, on-orbit satellite, receiving antenna and equipment, and analysis 
equipment. 

 
Figure 8. The testing equipment and interface between them. 

The signal generating equipment generates the signal designed, including BPSK (5) 
and orthogonal MSK (5). The antenna transmits the generated signal by uplink and 
receives the monitoring signal to evaluate signal status. The satellite retransmits the Cn 
band navigation signal, and the receiving equipment receives it with an omnidirectional 
receiving antenna. Then the analysis equipment collects the pseudorange to analysis the 
signal’s ranging performance. The signal generating equipment and receiving 
equipment are shown as Fig.9. 

 
(a) 

 
(b) 

Figure 9. Testing equipment: (a) signal generating equipment; (b) receiving equipment.  

During the test, the BPSK (5) signal is transmitted by the signal generating 
equipment. At the same time, the monitored signal is correct and stable, receiving 
equipment records the carrier-to-noise ratio and pseudorange. Then altering the signal 
to orthogonal MSK (5) and repeat the above work. The monitoring spectrum of BPSK 
(5) and orthogonal MSK (5) are shown in Fig.10. It can be seen that compared with 
BPSK (5), orthogonal MSK (5)’s sidelobe have significantly reduced.  
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(a) 

 
(b) 

Figure 10. (a) BPSK(5) monitoring signal; (b) Orthogonal MSK(5) monitoring signal. 

4. Results Analysis 

Two scenarios were designed to test the ranging performance and rain attenuation 
during the test respectively.  

4.1. Ranging Performance 

Because the noise is a random variable, which is the main factor affecting the ranging 
performance and the satellite's motion following the Kepler equations, other variables 
are determined and changed slowly, the method based on high-order polynomial fitting 

can be used to measure the ranging performance. The receiving pseudorange dy  is 

 dy n� �� �� �  (7) 

where � is the real range, and �� is the range bias, n is the thermal noise. 

Because � �� �  could be fitted with an n-order polynomial, 

2
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n
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then choose the polynomial to minimize the Eq. (9).  
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(9) 

where E expresses the mean operation. As the polynomial fitting eliminates the bias, 
what is left is the variation that affects the ranging performance, and then the Eq. (10) 
could be used to reflect the ranging performance. 
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where � �dy i  is the ith receiving pseudorange. 

The parameter of the receiver was chosen as 20MHz� � , 5B Hz� , 200ns� � , 

1T ms� , and data time is 10 minutes, the test result of ranging performance as shown 
in Fig.11 and Fig.12.  

The carrier-to-noise ratio (upper) and the ranging performance (lower) of 
orthogonal MSK(5) and BPSK(5) are shown in Fig.11 (a) and Fig.11 (b) respectively. 
It can be seen that the carrier-to-noise ratio changes around 45.5dB-Hz, the ranging 
performance of orthogonal MSK(5) is 0.7607m, BPSK(5) is 0.7919m. Fig.12 shows 
the test results with carrier-to-noise ratio changes around 42.5dB-Hz, and their ranging 
performance reduces to 1.0518m and 1.0595m respectively.  
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Figure 11. (a) The ranging performance of orthogonal MSK(5); (b) The ranging performance of BPSK(5). 
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Figure 12. (a) The ranging performance of orthogonal MSK (5); (b) The ranging performance of BPSK (5). 

Table 2 lists the ranging performance of simulation and test results with different 
carrier-to-noise to compare with test results and simulation results. It can be seen that 
the overall trend of test results is consistent with the simulation.  

Table 2. The ranging performance of the two signals with different carrier-to-ratio. 

Carrier-to-noise Ratio Orthogonal MSK (5) BPSK(5) 
Simulation Test Results Simulation Test Results 

45.5 dB-Hz 0.4973m 0.7607m 0.4978m 0.7919m 
42.5 dB-Hz 0.7136m 1.0518m 0.7222m 1.0595m 
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4.2. Rain Attenuation 

In order to test the rain attenuation of the Cn band, choose the same testing time and 
location on different days when it rains and not. The test environment is shown in 
Fig.13.  

 
(a) 

 
(b) 

Figure 13. (a) The omnidirectional receiving antenna when it rains; (b) The omnidirectional receiving 
antenna when it not. 

Fig.14 shows the rain attenuation of the Cn band. There is the carrier-to-ratio of 
the receiver at the same testing time and location with orthogonal MSK (5) modulation 
on different days, the weather of the upper one is rain and the lower not. It can be seen 
that the rain attenuation is 0.5-1dB, which should be considered at the Cn band 
navigation system design. 
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Figure 14. The test result of rain attenuation on the Cn band.  

5. Conclusion 

In this paper, a Cn band navigation signal test is carried out based on the 
satellite-to-ground link. It tested the ranging performance and link performance of the 
designed Cn band signals. The test results show that the ranging performance trend of 
the signals is consistent with the simulation, and its rain attenuation is 0.5-1dB. As an 
important frequency resource, the Cn band can be used for navigation service, but its 
rain attenuation should be considered at the Cn band navigation system design. 
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Abstract. Recently, more and more attention has been paid to ship intelligence. 

However, in the sensor data acquisition network represented by the integrated ship 
bridge system, sensor data is collected and transmitted point to point, and the data 

coupling is strong, which is not conducive to the hierarchical utilization of data. To 

provide more effective data communication methods and flexible support to 
applications, intelligent integrated platform is needed by modern ship. Prototype 

design and practice of a ship intelligent platform is proposed, and the key 

technologies of the platform is discussed. The overall architecture of the platform is 
described. A hybrid network architecture with fieldbus, real-time ethernet and 

ethernet information network is introduced. And data storage architecture using 

NoSQL and hadoop distributed file system is described. The system can meet the 
real-time performance requirement of the control and information communication. 

An energy efficiency application based on the designed platform is developed, 

machine learning based method is employed to predict the heavy oil fuel 
consumption for ship navigation.  

Keywords. intelligent ship, integrated platform, sensor, energy efficiency 

1. Introduction 

Recently, more and more attention has been paid to ship intelligence. The most typical 

traditional data collection system is the integrated ship bridge system [1]. The system 

collects sensor information centrally. And the functions of dispersed equipment such as 

navigation, driving control, collision avoidance, and surveillance are integrated into 

different systems with information fusion, which includes radar system, information 

system, and central driving control system. In this data collection method, the point-to-

point communication method is used between the platform and shipboard, equipment, 

and subsystems. In this connection architecture, the coupling of the data is strong, and it 

brings inconvenience to the data update. It can be seen that modern ships need a smart 

application-oriented integrated intelligent platform design that can provide more 

effective data communication methods and more flexible support. 

In recent years, some ships have carried out intelligent practice to change traditional 

data collection methods [2-5]. In 2015, South Korea's Hyundai Heavy Industry Group 
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and Accenture jointly developed a new intelligent ship interconnection platform. The 

platform collects real-time dynamic information about the ship's position, equipment 

operation information, shipboard cargo information, and surrounding sea area 

information through sensors, and visually displays the analysis results through big data 

analysis. Danish Maersk selected the ShipManager system developed by DNVGL Group 

to collect and analyze information on its ships. GE Power Conversion has developed 

Visor Insight, a management system that can be applied to remotely monitor drive 

equipment, power distribution facilities, electric motors, and navigation systems. 

Intelligent ships are also being rapidly developed in China. In 2015, the i-DOLPHIN 

ship was released by China State Shipbuilding Corporation, which means that China's 

first intelligent ship has started the design and construction. After that, China's intelligent 

ships flourished. For example, in 2017, the world's first intelligent ship "Dazhi" was 

officially delivered. This ship has the first ship smart operation and maintenance system 

with autonomous learning. In 2018, the 400,000-ton intelligent super-large ore ship 

"Mingyuan" was delivered to use. It is the world's largest intelligent ship with decision-

making functions such as assisting collision avoidance. In 2019, the "Zhiteng" ship 

successfully carried out a demonstration of autonomous navigation and autonomous 

collision avoidance. The ship is equipped with an intelligent situational awareness 

system, autonomous navigation decision-making system, and autonomous driving 

control system. These are all necessary parts for ocean-going autonomous ships. 

As more and more intelligent ships are built and used, research on intelligent ship 

integrated platforms is an urgent task. There are many sensors in intelligent ships, 

different types, and different communication methods. Big data and data monitoring 

applications for intelligent ship are proposed in [1,2], but the simple network cannot 

support complex intelligent applications. Navigation based on information fusion is 

discussed in [3-5], these applications do not consider the control data network. In this 

paper, network architecture considering both fieldbus and information network with high 

performance data storage method is introduced. With the development of data driven 

method [6-8], energy efficiency applications are focused by many researches [9,10], and 

intelligent methods have been employed to energy efficiency applications. Neural 

network is the common method for energy consumption prediction [11,12]. In this paper 

an energy consumption prediction application based on machine learning is reported. 

The main contribution of this paper is as follows. First, a ship integrated platform is 

designed and tested in Shanghai Marine Diesel Engine Research Institute. The key 

technologies of the intelligent integrated platform for ship is discussed. Second, a hybrid 

network architecture of fieldbus and real-time ethernet for sensor data collection is 

introduced, and hierarchical database architecture design is discussed. Third, an 

application for energy efficiency is implemented based on the integrated platform. 

2. Architecture of Intelligent Integrated Platform 

The China Classification Society officially released the Intelligent Ship Specifications 

on December 1, 2015, and the specifications have come into effect on March 1, 2016. 

This specification is the world's first intelligent ship specification and proposes to 

develop an intelligent integrated platform. In this specification, the intelligent integrated 

platform is one of the seven important components of intelligent ships. The intelligent 

integrated platform can realize data collection and unified storage, and it can also provide 

support for data analysis and intelligent applications.  
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The overall architecture of an intelligent integrated platform is divided into seven 

parts, they are data acquisition, data storage, data integration, information application, 

information display, standard specification system, and information security system, as 

shown in Figure 1. 

 

 
Figure 1. Architecture of intelligent integrated platform for ship. 

 

In data acquisition, sensing devices, such as sensors, controllers, signal acquisition 

devices, and data acquisition devices, are used to collect the required data. In data storage, 

the dataset needs to be established to support the decision-making and management 

process, which is subject-oriented, integrated, relatively stable, and reflects historical 

changes. In data integration, the data is cleaned up and processed systematically, 

classified and summarized, analyzed, and integrated. In information applications, 

business applications are provided for customers. In information display, corresponding 

data mining results are provided human-computer interaction. The standard specification 

system and information security system are two other key requirements for data 

application For the design and construction of a prototype platform, data acquisition, 

data storage, and data integration are the most important parts. These will be discussed 

in detail as follows.  

3.  Network and Data Storage Design for Data Acquisition 

Due to the large number of ship information systems and the huge amount of information 

transmission between each other, the ship communication network has the characteristics 

of complexity and multi-channel, so the ship data communication network is the key 

problem for the design of an intelligent integrated platform. Ship communication must 

meet the needs of parallel multi-tasks. The main types of data transmission include audio, 

video, and other sensor data, the timeliness, and accuracy of data communication are also 

required. 

In the design of the communication network, the method of separating the control 

layer and information layer is adopted. Because the control layer requires higher response 

time and synchronization time, CAN Fieldbus is applied. And the information layer does 

not require such high response time and synchronization time, real-time ethernet with 

better compatibility is adopted. EPA (Ethernet for plant automation) is a new open real-

time ethernet standard for industrial field equipment, which is suitable for real-time 

communication of industrial measurement and control systems. EPA adds CSME 

between the data link layer and the network layer specified in ISO/IEC8802.3 protocol 

to control the transmission of real-time and non-real-time data packets, so as to ensure 

the timely transmission and processing of EPA periodic information and non-periodic 

information such as alarm. In addition, the EPA network divides the control network into 
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several micro-network segments separated by a bridge in order to avoid the occurrence 

of conflict, and the communication in each micro-network segment does not interfere 

with each other. EPA based distributed network control system has been successfully 

applied in the factory. The real-time response time of EPA is less than 1 millisecond. 

EPA control module CON21 and ECS-100 are used in field control terminals and system 

center stations respectively. The control layer adopts distributed control, which is 

connected to dual redundant optical fiber Ethernet through a redundant gateway to realize 

the interconnection with the upper information management network. The network 

architecture is illustrated in Figure 2. As far as we know, this is the first integrated 

platform network design and practice for fieldbus, real-time ethernet and information 

ethernet, and its network real-time performance can reach 1 millisecond. 

 

 
Figure 2. Network architecture for integrated platform. 

 

The database is the key design of data storage. The real-time database used in the 

integrated platform consists of two parts: the field database and the central database. The 

on-site database is responsible for data acquisition, compressed storage, and processing 

to provide on-site monitoring data services. The central database is responsible for 

synchronous storage and processing of all field data to provides a data query interface. 

AutoNet, which is widely used in ship engineering, is used as the field real-time database 

system of the platform.   

Different from the traditional solution to achieve high performance of the system 

through the high reliability of hardware, some NoSQL distributed databases can use low-

cost servers to build large-scale clusters and provide unified external memory access 

services. In the current data explosion and cost considerations, more and more distributed 

database products are used to replace RDBMS. Some studies have compared the 

performance of some NoSQL and SQL databases in reading, write, delete and 

instantiation operations. Although for different databases, their performance will change 

with different operations, but in the case of large operands, NoSQL shows its advantages. 

As a typical representative of the distributed NoSQL database, HBase has been widely 

used in sensor data storage. HBase is a distributed NoSQL open source database, it has 

the characteristics of high availability, high performance, and scalability of the 

distributed storage system. HDFS (Hadoop distributed file system) is a kind of 

distributed file system, which is used to solve the storage problem of massive data. It can 

manage the files on multiple machines at the same time and realize the file sharing on 

multiple machines. It has strong fault tolerance and stability. And it can be combined 

with HBase to achieve efficient data file support. In the prototype design of the intelligent 

integrated platform in this paper, HBase is used as the central database and HDFS as the 

file system. The database in the platform is shown in Figure 3. This database architecture 

with the previous network architecture, can fully guarantee the real-time performance of 
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data. Compared with the schemes in the literature [1-3], this scheme not only considers 

the hybrid network architecture, but also considers the database architecture. The scheme 

ensures the real-time performance of the integrated platform more completely. 

 

 
Figure 3. Database in the integrated platform. 

4. Application of Ship Energy Efficiency with Data Integrated Platform  

The purpose of ship intelligent integrated platform is to provide a unified data interface 

and support for data analysis in different subsystems. The value of these integrated data 

can only be fully exploited by using statistics, machine learning, and other artificial 

intelligence technologies. Various data analysis applications are the further expansion 

and extension of the data in the intelligent integrated platform. With the emergence of 

emerging technologies such as big data and artificial intelligence, as well as the 

continuous maturity of data mining technology, these data analysis applications will 

bring more opportunities and challenges. These applications can extract hidden and 

potentially useful information and knowledge from a large number of practical 

application data. This is the characteristic and construction purpose of an intelligent 

platform. The ship's intelligent integrated platform provides strong support for these 

applications. 

Using the intelligent integrated platform, some preliminary applications have been 

developed by our team. In this paper, we introduce the application of energy efficiency. 

Energy-saving has always been an important goal in ship design and operation 

management [6]. A basic ship navigation energy consumption model is established, 

which is based on the marine environment, ship navigation, and energy consumption 

data. The marine environment includes wind speed, wind direction, air temperature, air 

pressure, and sea wave height. These data come from the marine environment sensing 

module of the ship, which is obtained through its measurement or shore-based 

communication. The ship navigation module can provide the ship's actual speed and 

heading data information. The diesel engine real-time monitoring module can provide 

speed and diesel consumption data. Although these data come from different subsystems, 

a unified interface can be used to access and query historical data through the integrated 

platform. 

When the diesel engine working condition and the ship's heading are stable, the data 

within 20 minutes is collected and preprocessed. Finally, the shipping speed, ship 

heading course, wind speed, wind direction, air temperature, air pressure, wave height, 

and diesel consumption are used for data analysis. All this data comes from a newly 

constructed cargo ship undergoing sea trials. A total of 328 pieces of valid data were 

collected, of which 295 were used as training dataset for model building, and the 

remaining 33 were used as test dataset for model testing.  
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The support vector machine (SVM) is a classifier developed with the statistical 

learning theory. The feature of SVM is that a largest separation hyperplane is found for 

classification. The hyperplane is established by maximizing the interval between the two 

classes in the feature space. This problem can be solved with optimization algorithm. 

The support vector machine method based on statistical learning theory can also be used 

to deal with regression problems, this method is called support vector regression (SVR). 

In our application based on the integrated platform, SVR is used to estimate heavy oil 

fuel consumption. At first, a model is established with the training dataset employing 

SVR. Then the trained model is used to estimate the heavy oil fuel consumption 

according to other known parameters. The experimental results show that the maximum 

relative error is 9.11%, the average relative error is 3.35%, the maximum absolute error 

is 3.5 kg/km, and the average absolute error is 1.4 kg/km. The results are shown in Figure 

4. This shows that the model can be used to predict fuel consumption. And the 

performance of this method is similar to that reported in other literatures [9-12]. 

Moreover, the model can be used to select the best ship speed based on energy efficiency 

under known navigation conditions. More accuracy prediction model can be established 

when more data are collected or some other intelligent algorithms are employed. 

 

 
Figure 4. Prediction results of fuel consumption. 

 

5.  Conclusions 

Prototype design and practice of a ship intelligent platform is proposed. The network 

architecture and data storage architecture are the key designs of the platform. A hybrid 

network architecture of fieldbus and real-time ethernet for sensor data is used, and 

NoSQL database and hadoop distributed file system is employed to obtain real-time 

performance. An energy efficiency model is established with a machine learning method, 

and it can be used to predict fuel consumption. The example shows the supporting role 

of the platform for intelligent applications.  

The limitations of this study mainly include two aspects. First, more data is needed 

to test the network performance. Second, more intelligent applications are needed to 
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verify the rationality of the platform design. We will apply the platform design to more 

ships in the future. And more network and database testing will be done. At the same 

time, more intelligent applications based on the integrated platform will be developed. 
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The Bounded Traveling Wave Solutions of 

a (3+1) Dimensions mKdv-ZK Equation 
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Abstract. The bounded traveling waves solutions of a (3+1) dimensions mKdv-

ZK equation be investigated by using method of dynamical systems. The exact 

expressions of bounded periodic waves, solitary waves and kink waves are given. 

Under fixed parameter condition, the planar simulation graphs of the bounded 

periodic waves, solitary waves and kinks are obtained by using the software 

Mathematica 7.  

Keywords. mKdv-VZK equation, singular point, periodic waves, solitary waves, 

kinks 

1. Introduction 

The well-known Kdv equation has perfect dynamic properties. Since Kdv equation 

was proposed, many scholars have done a lot of research and obtained a lot of results. 

Some researchers have extended the Kdv equation, and proposed Kdv-B, mKdv, 

mKdv-ZK equation, etc. In reference [1], the mKdv-ZK equation is studied with 

homogeneous balance method, and some traveling solution is given. In this paper, the 

Vries – Zakharov – Kuznetsov (mKdV-ZK) equation is investigated by using the 

bifurcation method [2, 3, 4] of dynamical systems: 

 

where ,  and   are real constants, the properties of singular point of mKdv-ZK 

plane are obtained, and the bifurcation of phase portraits are given. The exact solutions 

of bounded periodic waves, solitary waves and kinks of mKdv-ZK are obtained by 

using phase portraits. Under fixed parameter conditions, the plane simulation diagrams 

of the bounded periodic waves, solitary waves and kinks were obtained by using the 

software Mathematica 7. 
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2. The Bifurcation of Phase Portraits 

Letting , , where c is wave velocity, then Eq. 

(1) can be transformed into: 

 

   Integrating straightforwardly Eq. (2), and taking integral constant as 0, we get 

 

Letting , then Eq. (3) can be transformed into a plane system: 

 

Obviously, plane system (4) is a Hamiltonian system, where Hamitonian function as 

follow Eq. (5): 

 

Letting , obviously, the plane system (4) has the properties of singular 

points as follow: 

 when ,  the plane system(4) has three singular points , , 

 and  

 If , then  is a saddle point,  and  are two 

center points.  

 If , then  is a center point,  and  are two 

saddle points.  

 When , then plane system (4) has only one singular point ,  

 If , then  is a saddle point.  

 If , then  is a center point.  

From the above analysis, the phase portraits of plane system (4) can be drawn by 

Eq.(5).  
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（i）  ,             (ii) ,   

   

(iii)  ,          (iv) ,   

Figure 1 The bifurcation of phase portraits of the system (4) 

3. The Traveling Wave Solutions 

Setting  as a initial point, substituting it into Eq.(5), then we get 
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where . The traveling wave solutions can be obtained by integrating Eq. 

(1).  

3.1. The Periodic Wave Solutions 

Since the traveling wave corresponding to the smooth closed orbit of the phase portrait 

is a bounded periodic wave, the solution of the bounded smooth periodic wave can be 

obtained by integrating Eq.(8) along the periodic orbit.  

Property 1. Under the following conditions, Eq. (1) has a bounded smooth periodic 

wave.  

(i). If ,  , , then the periodic orbit  (see Figure 1(ii)) 

determines a periodic wave and its solution is: 

 

(ii). If ,  , , then the periodic orbit  (See Figure 

1(vi)) determines a periodic wave and its solution is: 

 

where .  

(iii). If , , , then the periodic orbit  (See Figure 

1(iii)) determines a periodic wave and its solution is Eq.(9) 

(vi). If , , , then the periodic orbit (See 

Figure 1(iii)) determines a periodic wave and its solution is: 
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where .  

(v). If , , , then the periodic orbit  (See Figure 

1(iii)) determines a periodic wave and its solution is: 

 

where .  

Proof: (i). when the conditions ,  are satisfied, taking , then 

the orbit (See Figure 1(ii)) passing through initial point  is a smooth closed 

orbit, and on  plane, the traveling wave corresponding to it is bounded periodic 

wave.  

Eq.(8) can be transformed into: 

 

Integral Eq.(13) along  

 

Using the elliptic integral formula 259. 00 in reference [5] to calculate (20), the 

bounded smooth periodic wave solution (9) can be obtained.  

(ii). when the conditions ,  are satisfied, taking  to satisfy 

, then the orbit  (See Figure 1(vi)) passing through initial point 

 is a smooth closed orbit, and on  plane, the traveling wave corresponding 

to it is bounded periodic wave.  

Eq.(8) can be transformed into: 

 

letting , Integral Eq.(15) along  
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Using the elliptic integral formula 255. 00 in reference [5] to calculate Eq.(18), the 

bounded periodic wave solution Eq.(10) can be obtained.  

(iii) when the conditions , are satisfied, taking , then 

the orbit (See Figure 1(iii)) passing through the initial point  is a smooth 

closed orbit, and on  plane, the traveling wave corresponding to it is a bounded 

periodic wave. In the same way as (i), the periodic wave solution is Eq.(9).  

(vi) when , , taking  to satisfy , then the 

orbit  (See Figure 1(iii)) passing through the initial point  is a smooth closed 

orbit, and on  plane, the traveling wave corresponding to it is a bounded periodic 

wave.  

(8) can be transformed into: 

 

letting , integral Eq.(17) along  

 

Using the elliptic integral formula 253. 00 in reference [5] to calculate Eq.(18), the 

bounded periodic wave solution Eq.(11) can be obtained.  

(v). when , , takint  to satisfy , then the orbit

 (See Figure 1(iii)) passing through the initial point  is a smooth closed 

orbit, and on  plane, the traveling wave corresponding to it is a bounded 

periodic wave.  

Eq.(8) can be transformed into: 
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Letting , integral Eq.(19) along  

 

Using the elliptic integral formula 256. 00 in reference [5] to calculate Eq.(20), the 

bounded periodic wave solution Eq.(12) can be obtained.  

3.2. Solitary Wave Solutions 

Since the traveling wave corresponding to the homoclinic orbit of the phase portraits is 

a bounded smooth solitary wave, the solution of the bounded smooth solitary wave can 

be obtained by integrating Eq.(8) along the homoclinic orbit.  

Property 3 when , , there is a solitary wave in Eq. (1).  

(i). The homoclinic orbit  (See Figure 1(iii)) determines a downward bounded 

smooth solitary wave, and the solitary wave solution is: 

 

(ii). The homoclinic orbit  (See Figure1(iii)) determines a upward bounded 

smooth solitary wave, and the solitary wave solution is: 

 

Proof: (i). when the conditions ,  are satisfied, then the orbit  

passing through point  is a homoclinic orbit, and on the  plane, the 

traveling wave corresponding to it is a bounded smooth solitary wave.  

Eq.(8) can be transformed to: 

 

Integrate Eq. (23) along  
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A bounded smooth solitary wave Eq.(21) can be obtained by calculating Eq.(24).  

(ii). the orbit  passing through point  is a homoclinic orbit, then on the 

 plane, the traveling wave corresponding to it is a bounded smooth solitary wave.  

Eq.(8) can be transformed to: 

 

Integrate Eq.(25) along  

 

The bounded smooth solitary wave Eq.(24) can be obtained by calculating Eq.(26).  

3.3. Kink Solutions 

Since the traveling wave corresponding to the heteroclinic orbit of the phase portraits is 

a bounded kink, the solution of the bounded kink can be obtained by integrating Eq.(8) 

along the heteroclinic orbit.  

Property 4 when , , there are two kink in the Eq. (1).  

(i). the heteroclinic orbit (See Figure 1(iv)) determines a kink, and the solution 

of the kink is: 

 

where .  

(ii). The heteroclinic orbit (See Figure 1(iv)) determines a kink, and the 

solution of the kink is: 
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where .  

Proof: (i)when the conditions ,  are satisfied, taking  to satisfy 

, the orbit  passing through saddle point  are two 

heteroclinic trajectories, on the  plane, the traveling waves corresponding to it 

are two bounded kinks.  

Eq.(8) can be transformed to: 

 

Integrate Eq.(29) along  

 

The two bounded kinks Eq.(27) and Eq.(28) can be obtained by calculating Eq.(30).  

4. The Plane Simulation Graphs of Traveling Wave 

Taking fixed parameters, according to the solution of the traveling wave, then the plane 

simulation graphs of bounded periodic wave, solitary wave and kink can be obtained 

by using Mathematica7.  

Example 1. Letting , then , 

. Letting , then . Substituting 

these data into Eq.(11), we draw a plane simulation graph of a bounded periodic wave, 

as shown in Figure 2(i).  
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Example 2. Letting , then . Letting 

, then . Substituting these data into Eq.(12), 

we draw a plane simulation graph of a bounded periodic wave, as shown in Figure 2(ii).  

Example 3. Letting , Substituting these data into Eq.(21) 

and Eq.(22), we draw respectively two plane simulation graphs of a bounded solitary 

wave, as shown in Figure 3(iii) and (iv).  

Example 4. Letting , then . Letting 

, substituting these data into Eq.(27) and Eq.(28), we draw respectively two 

plane simulation graphs of a bounded solitary wave, as shown in Fig. 4(iii) and (vi).  

 

 
 

(i)  (ii)  

Figure 2. The periodic waves of Eq (1) when  

  

(iii)  (iv)  

Figure 3. The solitary waves of Eq (1) when  
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v)  (vi)  

Figure 4. The kinks of Eq (1) when ,  

5. Conclusion 

In the study of traveling wave solutions of wave equations, the bifurcation theory of 

differential dynamic systems has been widely applicated. In a Hamiltonian system, the 

phase graphs bifurcation of a plane system can be drawn by using the bifurcation 

theory of differential dynamic systems. The orbit on the phase graphs correspond to 

different traveling wave bifurcation. The smooth closed orbit determines the periodic 

wave solution of the wave equations. The homoclinic orbit determines the solitary 

wave solutions of the wave equation. The heteroclinic orbit determines the kink wave 

solutions of the wave equation. In this paper, the periodic wave solutions, the solitary 

wave solutions, and kink solutions of mKdv-ZK equation are derived by using the 

bifurcation theory of differential dynamic systems, and their plane simulation graphs 

are given.  
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Abstract. At present, intelligent ship has become a new hot spot of international 

maritime research and development. In order to achieve the purpose of safety, 

reliability, energy conservation, environmental protection, economy and efficiency, 
Intelligent ship integrates modern information technology, artificial intelligence 

technology and other new technologies with traditional ship technology. In this 

essay, the rapid development of intelligent cabin technology in recent years is 
surveyed. The intelligent cabin technology and the development trend of the current 

technology is analyzed, and the possible development direction in the future is 

pointed out. Collection, transmission and storage of sensor data are summarized. 
The development of status perception of cabin equipment and environment is 

discussed. Data-driven intelligent applications are summarized, and the 

development in the future is discussed. Intelligent cabin system is a data driven 
information system, which involves data acquisition, communication, storage, 

analysis, visualization and other rich content. Using the data provided by intelligent 

ship, more and more intelligent applications will be developed for ships. 

Keywords. Intelligent ship, ship cabin, survey, data-driven application  

1. Introduction 

At present, intelligent ship has become a new hot spot of international maritime research 

and development. In order to achieve the purpose of safety, reliability, energy 

conservation, environmental protection, economy and efficiency, Intelligent ship 

integrates modern information technology, artificial intelligence technology and other 

new technologies with traditional ship technology [1-3]. According to the Intelligent 

Ship Specification of China Classification Society, the intelligent cabin is one of the 

important modules in the six intelligent modules, which provides vital support for the 

normal operation of the intelligent ship.  

Intelligent technology can be divided into three levels, computational intelligence, 

perceptual intelligence and cognitive intelligence. The intelligent cabin mainly includes 

the cabin’s perceptual intelligence and cognitive intelligence. Perceptual intelligent of 

ship cabin technology is a series of process. Sensors are used to obtain equipment and 

environmental information of ship cabin, and then the effective feature information is 

processed and understood. Cognitive intelligent of ship cabin technology is to further 

enhance the perceptual information to a cognizable level, such as memory, understanding, 
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planning, decision-making and so on. Data analysis or intelligent diagnosis methods are 

used in the state assessment and fault diagnosis of ship cabin systems and equipment, 

which is an important part of ship intelligence. 

Marine ship cabin equipment mainly includes three categories as shown in Fig.1, 

they are power and control equipment, anti-pollution equipment and other auxiliary 

equipment. Power and control equipment includes main engine, auxiliary engine, boiler 

and steering gear. Anti-pollution equipment includes oil-water separators, incinerators, 

and domestic sewage treatment devices. Other auxiliary equipment includes oil separator, 

water generator, pumping device, etc. It can be seen that ship cabin equipment is the core 

of ship power and operation, so the use of intelligent technology to realize the perception 

and cognition of these core equipment of ship cabin will play an irreplaceable role in the 

development of ship technology. 

 

 
Figure 1. Architecture of intelligent ship cabin. 

 

Although there have been a lot of literature on the research of ship intelligent cabin, 

but there is not a survey on these researches of intelligent cabin. The main contribution 

of this paper is as follows. First, the rapid development of intelligent cabin technology 

in recent five years is surveyed. As far as we know, there is no existing comprehensive 

study on intelligent cabin technology. Second, the development trend of the current 

technology on intelligent cabin is analyzed, and the possible development direction in 

the future is pointed. 

2. Collection, Transmission and Storage of Sensor Data 

The intelligent cabin mainly uses sensor, data acquisition module and communication 

equipment to collect data from equipment and system of ship cabin. The specific 

acquisition equipment and systems include main engine system, gearbox system, pitch 

control propeller system, fuel system, lubricating oil system, cooling water system, 

exhaust system, air system, steering gear system, oil separator system, boiler system and 

auxiliary engine system, as well as video monitoring information [4-5]. 

For data transmission, communication methods include serial port, USB and 

ethernet. Fieldbus technology is also used frequently, especially in control networks 

containing sensors and actuators. CAN bus is commonly used as field bus in ship 

systems [5]. 

The data storage development of intelligent ships has gone through two stages. The 

first stage is centralized storage, generally using relational databases [4-5]. The second 
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stage mainly adopts distributed storage technology [2,6]. The real-time monitoring of a 

small number of equipment can be realized through the central database. But when 

managing a large number of devices, distributed storage is more flexible and efficient. 

Distributed database engine is the core of the system, which is responsible for SQL 

parsing, rewriting and execution, and managing many storage nodes at the bottom. In the 

process of cabin data management, different scale database clusters can be flexibly 

constructed. By dividing the business data into different database storage nodes, the 

database has less pressure when facing massive data. By distributing the user's SQL 

request to the sub-workstations of each node for execution, the computing resources of 

each node are fully utilized, and the operating efficiency of the server cluster is improved 

as well. 

3. Status Perception of Cabin Equipment and Environment 

In summary, for marine ship cabin equipment such as diesel generator sets and 

propulsion motors, the collected signals can be classified into fast varying signals and 

slowly varying signals. 

For slowly varying signals, such as speed, temperature, pressure and other thermal 

signals, the sampling frequency of these signals is low. Such data can be obtained 

through communication with control equipment or directly sampled, and the collected 

data are directly stored in the database. The feature extraction of slowly varying signal 

is mainly based on time domain analysis. The operation status of equipment is sensed 

through peak-peak, root mean square, kurtosis and other methods [7-8]. 

For fast varying signals, generally, the feature extraction is mainly based on 

frequency domain analysis and time-frequency domain analysis, and the operating status 

of the equipment is sensed through changes in the frequency spectrum and related 

parameters. Vibration signal is the most familiar signal [9], it can be analyzed through 

time domain, frequency domain, and time-frequency domain feature analysis. And the 

fusion analysis of feature information can be used to perceive the operating status of the 

device. 

Multi-sensor information fusion plays an important role in device state perception. 

The complementary or redundant information of multiple sensors in time or space, and 

comprehensive judgment based on the information of multiple sensors, can effectively 

improve the accuracy of status perception [10-12]. Engine room equipment, especially 

the main power equipment, is a highly coupled system of thermodynamics, dynamics, 

and control. This makes the composite faults of gas circuits and mechanical components 

show the characteristics of coupling of fault characteristics and complex fault 

mechanisms, and it is difficult to characterize equipment faults with a single knowledge. 

In order to improve the fault perception accuracy, it is necessary to study the feature 
fusion method on the basis of the coupling characteristics of the equipment operation 

mechanism in the multi-source information fusion stage [10-12]. Using a full range of 

multiple attributes to redundantly describe faults may be a future research direction. 

Fault diagnosis is one of the most studied problems in device state awareness. The 

problem of fault diagnosis is also representative in perception problems [12-16]. The 

following is a summary of the research methods and development of state perception, 

represented by the research of fault diagnosis. Fault diagnosis methods mainly include 

analytical method, signal processing method and knowledge-based method. The method 
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based on analytical method can determine whether the model changes in the actual 

operation process and the degree of change, so it could determine whether the fault 
occurs and the possible causes of the fault [8]. The signal processing method directly 

uses the signal model to process and analyze the original signal, extract the 

corresponding fault characteristic information and judge whether it is faulty [9]. The 

knowledge-based method does not require a quantitative mathematical model, it will 

comprehensively use the information of the diagnosis target and use expert knowledge 

to complete the diagnosis. A lot of research has focused on this method, and the methods 

used include neural networks [9,13], fuzzy mathematics [12], and other intelligent 

method including machine learning [14,15] are used here. 

4. Data-driven Intelligent Applications 

Due to the large number of ship information systems and the huge amount of information 

transmission between each other, the intelligent cabin can provide data-driven support 

for applications. These applications include big data [1,2,14] and artificial intelligence 

methods [16-19]. There are important research advances in the intelligent collision 

avoidance decision-making application [18-21].  

The failure assessment and prediction of ship cabin equipment has been widely 

studied [22-29]. Generally speaking, fault prediction is divided into state prediction and 

life prediction. Classical fault prediction methods mainly include function fitting, 

Kalman filter, particle filter, grey model, neural network, et al. Recently, data-driven 

intelligent methods have been widely employed for fault diagnosis. 

It can be seen that scholars have carried out in-depth research on fault diagnosis and 

prediction of marine engine [22], and the application of new intelligent algorithm is also 

constantly innovating. At present, the related research work mainly focuses on the 

accuracy of fault classification, and there are few research results on the optimization of 

algorithm cost and calculation efficiency. However, in the actual operation of the ship, 

the response speed and calculation cost are the key indicators to evaluate the fault 

diagnosis and prediction system. Therefore, how to accurately diagnose and predict the 

fault based on low cost and high response speed is a problem that cannot be ignored in 

the real ship application. 

Energy efficacy is another hot topic for intelligent applications of ship [28-32]. 

Researches on intelligent integrated navigation and obstacle avoidance are also emerging. 

It is foreseeable that applications in this area will explode rapidly after the wide citation 

of smart cabin. We expect these intelligent applications could take root and grow. 

5. Conclusions  

This paper summarizes the development of intelligent cabin technology. Intelligent cabin 

is the integration of modern information technology, artificial intelligence technology 

with traditional ship technology. Intelligent cabin system is a data driven information 

system, which involves data acquisition, communication, storage, analysis, visualization 

and other rich content. By providing data support, many intelligent applications based 

on data become possible. And the data and applications can provide strong support for 

user operation, maintenance and decision-making. With the development of data sensing 
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technology, 5G communication technology, real-time data storage technology, 

visualization technology, artificial intelligence and other advanced technologies, 

intelligent cabin system will play an increasingly important role in the actual ship. 
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An  Identity-Based Directed Proxy Multi-

Signature Scheme  

Weiping ZUO1  

Department of Mathematics, Tianshui Normal College, Tianshui, China 

Abstract. Directed signature is introduced when the signed message contains 
privacy which is sensitive to the receiver, it is widely used in some special 
occasions involving signature privacy, such as electronic bidding, electronic voting, 
personal business activities, etc. This paper presents a new directed proxy multi-
signature scheme, which integrated the directed signature and proxy multi-
signature. In the proposed scheme, the agent generate a signature on behalf of the 
delegators, only a receiver specified by the delegator convince whether the truth of 
signature or not. At last, we analyze the characteristics and discuss the security of 
the scheme. 

Keywords. Identity, Directed signature, Bilinear map 

1. Introduction 

Shamir[1] proposed identity based cryptosystem, in this type of  cryptosystem, the 

public key of user is obtained directly from his basic information, such as username, ID 

number, Electronic mailbox, address and so on, while the secret key is obtained from 

private key generator which is called PKG and it is a trusted third party. The identity 

based cryptosystem has many advantages by comparison with public key cryptosystem, 

which make the acquisition of the public key simply, reduce the key management 

burden greatly and bring great convenience in practical application. 

In the real world, people often need to delegate their signing rights to a reliable 

agent, which ensures the agent can sign on documents on behalf of the delegator, the 

same as in the electronic information society. In order to solve this problem, In 1996, 

Mambo[2] introduced the notion of proxy signature, in this type of schemes, an agent 

obtain the signing  right form a delegator, and then the agent generates a signature on 

behalf of the delegator. Due to the technology of proxy signature is widely used in 

many fields,  the study on proxy signature has attracted more and more attention. But in 

many electronic scenarios, sometimes it may be necessary to allow an agent to sign on 

behalf of the delegators at same time, for example, many departments of a company 

need to appoint an agent to sign on documents jointly at the same time, which is the 

concept of proxy multi-signature in fact, and the first concrete scheme was given by 

Yi[3]. Later, more and more concrete schemes [4-8] were introduced.  

In the traditional signature, the signer has no restrictions on a verifier of the 

signature, anyone who obtains the signature convince whether the truth of signature or 

not. But, the public validity of signature is undesirable in some special occasions 
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involving signature privacy, such as electronic bidding, electronic voting, personal 

business activities, etc. In order to protect signature privacy, Lim[9] introduced the 

concept of directed signature, in this type of schemes, only the receiver specified by the 

delegator convince whether the truth of signature or not with his secret key, while the 

others cannot convince it. Later, more and more concrete directed schemes [10-14] 

were introduced. Motivated with the above, we present a new concrete directed scheme 

which integrated the directed signature and proxy multi-signature. The new scheme has 

the characteristic of designated verifiability and it is widely used in many electronic 

scenarios.   

The rest part of our paper has been organized as follows. The second section 

introduces the bilinear pairings and complexity assumption. In the third section, a new 

concrete directed proxy multi-signature scheme is proposed. We discuss the security of 

our scheme in the fourth section. The fifth section concludes remarks.  

2. Preliminaries 

Some preliminaries which include bilinear map and complexity assumption are given 

in this section. 

2.1. Bilinear Map 

Suppose 
1

G  be a group with addition, 
2

G  be a group with multiplication, where 
1

G  

has a generator P and a prime order q , the same as 
2

G . bilinear map 

1 1 2
:e G G G   , which has characteristics as follows. 

 Bilinearity: a ,b 
*

q
Z , P ,

1
GQ , 

abQPebQaPe ),(),(  . 

 Nondegeneracy: 
1

P G  , such that ( , ) 1e P P  . 

2.2. Complexity Assumption   

This section revisits the computational Diffie-Hellman problem. 

 Computational Diffie-Hellman(CDH) Problem: a , b 
*

q
Z , 

1
, ,P aP bP G , compute abP , where 

1
G  is a group with addition and it 

has a generator P and a prime order q . 

 Computational  Diffie-Hellman Assumption: Suppose that  is a adversary, if 

no such  can solve CDH problem in polynomial time at most t with 

probability at least  . 
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3. Our Scheme  

There are three type of entities which include the delegators
1 n
A A… , the agent B  and 

the designated receiver C . 
i

A  ( =1...i n ) with identity 
i

ID , B  with identity 
B

ID ,  

C  with identity 
C

ID . Our scheme  is described as follows.  

3.1. Setup 

Assume 
1

G  be a group with addition , 
2

G  be a group with multiplication, where 
1

G  

has a generator P and a prime order q , the same as 
2

G . bilinear map 

1 1 2
:e G G G  , k is a system security parameter.

 
*

1
:{0,1} ( 1..3)

i
H G i  ,

* *

4
:{0,1}

q
H Z are cryptographic hash functions. PKG randomly chooses 

*

q
Zs   

and regards it as secret key, then computes sPP
pub

 and keep s secretly. 

3.2. Extraction 

According to 
i

ID
 
of a user, PKG generates 

1
( )

i
ID i

Q H ID  and
i i

ID ID
s sQ , 

where
i

ID
Q  is public key, 

i
ID
s is private key. Thus, delegator

i
A  ( =1...i n ) has the key 

pair ( , )
i i

ID ID
Q s respectively, the agent B  has the key pair ( , )

B B
ID ID

Q s , the designated 

receiver C  has the key pair ( )
C C

ID ID
Q s . 

3.3. Proxy Key Generation 

{ ... }
i n

A A A and B  do the following steps to finish delegation under w , where w  is 

the warrant for signed message. Finally, B  generates the proxy key 
P
s

 
. 

 For all =1...i n ,
i

A computes 
1

n

ii
R R



 , 
2
( || R)

i
i ID i

V s rH w  , 

sends ( , , )
i i

w R V  to  B . 

 For all =1...i n , B confirms ( , , )
i i

w R V  by an equation such that 

2
( , ) ( , ) ( , ( || )

i
i pub ID i

e P V e P Q e R H w R . If the equation holds, he accepts 

signature,  otherwise  rejects.  

 For all =1...i n , If B  confirms ( , , )
i i

w R V , he computes

 

4

1

( || || )
B

n

P i B ID

i

s V H w R ID s



  . 

W. Zuo / An Identity-Based Directed Proxy Multi-Signature Scheme 461



3.4. Proxy Multi-Signature Generation 

B can sign a message 
*}1,0{m  on behalf of { ... }

i n
A A A  by using 

P
s , he performs 

the following steps. 

 Randomly chooses 
*

1 2
,

q
u u Z and computes 

1
U u P ,

2
B

ID
W u Q . 

 Computes 
1P

V s u H  , where 
3 2

= ( || || || ( , Q ))
B C

ID ID
H H m w R e s u . 

 The directed proxy multi-signature is =( , , , , )w R U W V  . 

3.5. Proxy Multi-Signature Verification 

In order to verify =( , , , , )w R U W V , C  checks the signed message m and the 

delegation, if m  accords with w and the delegation which { ... }
i n

A A A  authority B is 

effective, C  performs the following computations with his private key 
C

ID
s . 

 Computes 
3

= ( || || || ( , ))

C
ID

H H m w R e s W and convince whether the 

equation as follows holds or not.� 

 
2 4
( || ) ( ||R||ID )

1

( , ) ( , (Q ) ( , ) ( ,Q ) (U, )B

i B

n
H w R H w

ID pub ID

i

e P V e P e P R e P e H



 

 

4. The Analysis of Our Scheme 

This section analyze our scheme in detail, the analysis shows that our scheme satisfies 

the unforgeability, the designated verifiability and the nonrepudiation.  

4.1. Correctness  

We can put the mathematical formula of proxy multi-signature generation phase 

(section 3.4) into the equation of proxy muti-signature verification phase (section 3.5), 

and confirm whether the equation as follows holds or not. 

1 4 1

1

( , ) ( , ) ( , ( ( || R || ID )) )
n

P i B

i

e P V e P s u H e P V H w u H



      

2 4 1

1 1

( , ( ) ( , ( || )) ( , ( || R || ID ) ) ( , )
i B

n n

ID i B ID

i i

e P s e P rH w R e P H w s e P u H

 

  

2 4
( || ) ( ||R||ID )

1

( , (Q ) ( , ) ( ,Q ) (U, )B

i B

n
H w R H w

ID pub ID

i

e P e P R e P e H



   

where 
3

= ( || || || ( , ))

C
ID

H H m w R e s W . 
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4.2. Designated Verifiability 

In phase of verification, C  must use secret key
C

ID
s  compute H , but 

3
= ( || || || ( , ))

C
ID

H H m w R e s W includes the private key 
C

ID
s of C . Only C  verify 

the whether the truth of signature or not, any third party is unable to verify the truth of 

signature without the private key 
C

ID
s . Therefore, the proposed scheme satisfies the 

designated verifiability. 

4.3. Unforgeability 

The others tend to fake a valid directed signature is unfeasible without the proxy key 

P
s , Since 

4

1

( || || )
B

n

P i B ID

i

s V H w R ID s



  includes the private key 
B

ID
s of B , 

however,  
B

ID
s is kept secretly by B , Solving 

B
ID
s  from 

p
s  is equivalent to solving 

discrete logarithm problem. Therefore, the proposed scheme satisfies the unforgeability.  

5. Conclusion 

Due to the directed signature is applicable where the signed message contains privacy 

which is sensitive to the receiver and it is used in many electronic scenarios which 

including electronic transaction and personal business activities. Considering the 

significance of directed scheme, this paper present a new directed scheme. The new 

scheme is secure and it satisfies the security requirements of the unforgeability, the 

designated verifiability and the nonrepudiation. 
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