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Preface 

Welcome to SG-CRC 2017, the second Singapore Cyber Security R&D Conference 

and welcome to Singapore! This year’s theme focuses on presenting how to approach 

Cyber-Security in complex computing systems. Thus the focus of this year’s theme is 

on software and systems security. In order to preserve information security of systems 

it is necessary to consider a wide variety of techniques to avoid cyber-attacks, or to 

minimize potential damage caused by a successful attacker. SG-CRC 2017 focuses on 

techniques and methodologies oriented to construct resilient systems against cyber-

attacks that helps to construct safe execution environments, improving security of both 

hardware and software by means of using mathematical tools and engineering ap-

proaches for designing, verifying, and monitoring cyber-physical systems. 

This year’s conference contains a strong technical program. In addition to three 

keynotes addresses by Ruby Lee, Luke Ong and Sjouke Mauw, it also includes a selec-

tion of rigorously refereed papers presented in the regular paper sessions and short 

paper sessions. The Program Committee has received 21 submissions internationally 

and each paper was reviewed by at least 3 referees. We choose 10 papers as the result 

of intensive discussions held among the PC members. 

This year, a two-day Cybersecurity Camp is co-located with the conference, which 

is organized by Singapore Cybersecurity Consortium. We would like to thank Dawn 

Song for sharing her expertise in cyber-security with students and attendees in the 

cyber-camp via lectures and hackathon. This year conference has also seen the formal 

launch of the National Cyber-security Lab, a national infra-structure housed at the 

National University of Singapore.  

We would like to thank National University of Singapore and National Research 

Foundation as co-organizers of the conference. Special thanks go to many individuals 

who have contributed to the success of this conference. We thank the authors for shar-

ing their ideas with us, the reviewers for providing valuable feedback, and all the PC 

members for taking time from their busy schedules to support this conference.  

Thank you so much for attending SG-CRC 2017. We hope that you enjoy the pro-

gram and have a great stay in Singapore! 

Abhik Roychoudhury and Yang Liu (Program Co-Chairs) 

Hwee Kwang Lim (General Chair)  

vii
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Keynote Summaries 

Designing Security-Aware Architectures and Systems 

Professor Ruby B. Lee, Princeton University 

 

The frequency and severity of cyber attacks escalate while our dependence on cyber 

space increases. However, the computers that power cyber space have not been 

designed with security threats in mind.  Can security awareness be built into the basic 

design of future computing devices and servers? How can it be added to existing 

computer systems?  Can new hardware security architectures strengthen software 

security solutions?  In this age of cloud computing, how can a cloud customer be 

assured of the security health of the Virtual Machines that he leases in the cloud? How 

can smartphones or IoT systems be designed to help thwart attacks? How can we build 

security in, without sacrificing performance or usability?  How can we verify the 

security of the security architectures we design?  We examine some of these issues and 

provide some concrete examples.  Indeed, designing computer architectures and 

systems that are security-aware is not only critically important, but also one of the most 

exciting challenges today. 

 

 

Verification of Security Protocols and the Secrecy Problem 

Professor Luke Ong, University of Oxford 

 

Security protocols are distributed programs that are designed to achieve secure 

communications using cryptography. They are extensively deployed today to enhance 

the security of applications, ranging from electronic payments and internet banking to 

e-voting. In view of the long history of design flaws in such protocols, and the 

immense financial and societal costs in case of failure, formal verification is a necessity. 

In contrast to other safety critical systems, a key feature of the security properties of 

protocols is that they must hold in the presence of an arbitrary adversary or intruder, 

and this makes them challenging to verify. An important example of such a security 

property is Secrecy: to verify that a protocol satisfies Secrecy amounts to checking 

whether it can leak a secret to the environment as a result of interference by the 

intruder. The aim of this talk is to provide a survey of modern approaches for the 

formal modelling of protocols and automatic methods of verification. Another aim is to 

present recent advances in the automatic verification of the Secrecy Problem. Thanks to 

Durgin et al., it is widely known that the secrecy of security protocol remains 

undecidable even when restricted. We show, perhaps surprisingly, that Secrecy is 

decidable for a non-trivial class of protocols that are depth-bounded (a restriction first 

introduced by Meyer for the Pi-Calculus); we discuss examples of depth-bounded 

protocols, and type-theoretic methods for proving satisfaction of depth-boundedness. 
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Let's Stick Together: Digitally Ensuring Physical Proximity 

Professor Sjouke Mauw, University of Luxembourg 

 

What do traditional keys, train tickets and coins have in common? They are 

increasingly being replaced by digital solutions, such as electronic car keys, smart 

tickets and contactless payment systems. Unfortunately, various physical properties 

that are easily verified in the traditional setting are significantly harder to achieve in the 

digital world. An example is the proximity of a lock and its key. In the physical world, 

in order to open a lock, the key needs to be physically inserted into it. However, 

proximity is much harder to ensure using digital means only. And indeed, relay attacks 

on electronic car keys have been found. Over the past few decades, researchers have 

been studying security protocols that digitally ensure such physical properties. In this 

presentation I will discuss one particular class of protocols, namely distance-bounding 

protocols. I will show that a large number of proposed protocols can be formalized in a 

uniform model. The advantages of such a model include the ability to perform a 

generic security analysis, to study the trade-off between memory and security and to 

search for optimal distance-bounding protocols. 
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Chat-App Decryption Key Extraction

Zhongmin DAI, SUFATRIO, Tong-Wei CHUA, Dinesh Kumar BALAKRISHNAN,

Vrizlynn L. L. THING

Institute for Infocomm Research, Singapore
Email: {daiz, sufatrio, twchua, dineshb, vriz}@i2r.a-star.edu.sg

Abstract. Recent years have seen a pervasive usage of mobile-based instant mes-

saging apps, which are popularly known as chat apps. On users’ mobile devices,

chat logs are usually stored encrypted. This paper is concerned with discovering the

decryption key of chat-log database files as they are used by popular chat apps like

WhatsApp and WeChat. We propose a systematic and generalized information-flow

based approach to recovering the decryption key by taking advantage of both static

and dynamic analyses. We show that, despite the employed code obfuscation tech-

niques, we can perform the key discovery process on relevant code portions. Fur-

thermore, to the best of our knowledge, we are the first to detail the employed string

de-obfuscation, encrypted database file structure, and decryption-key formulation

of the latest WhatsApp with crypt12 database. We also demonstrate how our key-

extraction techniques can decrypt encrypted WhatsApp and WeChat database files

that originate from a target device. Additionally, we show how we can construct a

version of WhatsApp or WeChat that simulates the key generation processes of a

remote target device, and recover the keys. Lastly, we analyze why our technique

can work on widely-popular chat apps, and mention measures that can be adopted

by chat-app developers to better protect the privacy of billions of their users.

Keywords. Mobile security, privacy protection, Android, mobile apps, chat apps

1. Introduction

The unprecedented proliferation of mobile devices in recent years has led to a pervasive

usage of mobile-based instant messaging applications, which are also popularly known

as mobile chat apps. Such apps allow mobile users to instantly exchange text messages

and media files to each other on either an 1-to-1 or user-group basis. On user devices, chat

logs are stored in database files, and are usually encrypted. Decryption of the chat-log

files thus represents a very serious threat to the privacy of mobile users.

This paper is concerned with discovering the decryption key (password) of chat-log

database files as they are used by two widely-popular chat apps, namely WhatsApp [1]

and WeChat [2]. It proposes a systematic and generalized approach to discovering the

decryption key of both apps by inspecting the flow of sensitive key-related information,

particularly towards the employed cryptographic libraries. Using the two popular apps as

real-world examples, we show that, despite the employed code obfuscation techniques,

we can still discover the actual decryption keys in use and gain understanding of the key

Through Information Flow Analysis

A Systems Approach to Cyber Security
A. Roychoudhury and Y. Liu (Eds.)
© 2017 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
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construction process. Furthermore, to the best of our knowledge, we are the first to detail

the employed string de-obfuscation, encrypted database file structure, and decryption-

key formulation of WhatsApp app that uses the latest (as of October 2016) crypt12

database file.

To realize our information-flow analysis, we make use of a combination of both dy-

namic and static analyses. In our work, which is implemented on Android, we employ

both the Dynamic Dalvik Instrumentation (DDI) [3,4] and Android Dynamic Binary In-

strumentation (ADBI) [5,6] dynamic analysis toolkits in order to observe database-file

access operations and to recover the decryption keys in use. We also utilize static anal-

ysis tools, including Apktool [7], jadx Dalvik-to-Java decompiler [8], and taint track-

ers [9,10], to assist us in understanding the code structure, component interactions, and

decryption-key information flow within the target chat apps.

While there exist prior articles that explain how decryption keys of some specific

older versions of WhatsApp and WeChat are derived [11,12], our work takes a general-

ized approach to observing key-related information flow of the chat apps. Hence, while

existing scripts target only very specific older or current versions of chat apps, our pro-

posed technique can apply to different chat-app versions as long as they retain their same

design and practice of employing cryptographic libraries and passing the key information

into the libraries.

Our experiments done on a rooted device show how our analysis of WhatsApp and

WeChat allows us to discover the decryption keys and all cipher-operation parameters.

Subsequently, we can extend the key-extraction techniques by showing how we can con-

struct a WhatsApp and WeChat app version that can simulate other devices’ key gener-

ation process. As a result, we will be able to decrypt encrypted WhatsApp and WeChat

log database files that originate from a remote target device, thus discovering the target

mobile user’s chat activity information.

Given the huge user base of both analyzed chat apps, our decryption-key discovery

results are therefore very important. Hence, we also provide an in-depth analysis of why

our proposed technique can still discover the keys of highly-popular chat apps. Based

on our root-cause analysis results, we propose concrete counter measures that can be

adopted by chat-app developers to improve their future app versions and better protect

the privacy of billions of their users.

In summary, our work in this paper makes the following contributions:

• We propose a systematic and generalized approach to discovering the decryption

key of chat apps by inspecting the flow of key-related information particularly

towards their employed third-party cryptographic libraries.

• Using a set of experiments on a rooted device, we demonstrate how we obtain the

decryption key and cipher-operation parameters of both WhatsApp and WeChat.

• To the best of our knowledge, we are the first to detail the employed string de-

obfuscation, encrypted database file structure, and decryption-key formulation of

the latest crypt12 WhatsApp database file.

• We elaborate how we can derive a chat-app version that can simulate other de-

vices’ key generation process in order to decrypt encrypted log files that originate

from a remote target device.

• Lastly, we provide an in-depth analysis on why our technique can work on highly-

popular apps, and suggests counter measures that can be adopted by chat-app

developers to prevent potential attacks.

Z. Dai et al. / Chat-App Decryption Key Extraction Through Information Flow Analysis4



The remainder of this paper is organized as follows. Section 2 gives some back-

ground and mentions related work. Section 3 elaborates our proposed chat-app analysis

approach. Section 4 reports our experiments on WhatsApp and WeChat. Section 5 ex-

plains how we can derive a chat-app version that simulates other devices’ key generation

process. Section 6 suggests how chat-app developers can improve their future apps, and

also discusses ethical considerations of our work. Finally, Section 7 concludes this paper.

2. Background and Related Work

2.1. Background

We give some background on WeChat and WhatsApp apps that we analyzed. We also

briefly describe the dynamic and static analysis tools employed in analyzing the apps.

2.1.1. Popular Chat Apps and Their Database Files

WeChat [2] from Tencent is among the most popular chat apps. It is originally known

as Weixin, and has a huge user base particularly in Asia [13]. The latest company report

mentions that the combined monthly active users (MAU) of WeChat and Weixin in 2015

reached 697 million, which is an increase of 39% from the previous year.

In Android, WeChat private data is stored under the /data/data/com.tencent.mm

folder. Two sub-folders of interest are the MicroMsg and the shared prefs. Other than

several configuration files, the MicroMsg folder contains a folder that has a name re-

sembling a random alphanumeric string, e.g. b98a831a089cef3031385d56a0f51927.

This folder contains two encrypted database files, namely enFavourite.db and

EnMircroMsg.db. They are both encrypted using SQLCipher [14], which is an open-

source encryption extension to SQLite. SQLCipher provides a transparent database en-

cryption interface to SQLite by wrapping SQLite method invocations so that encryption

and decryption can be carried out before the data is written into the database or after it

is read from the database, respectively. The shared prefs folder, meanwhile, contains

.xml files that store key-value pairs of WeChat settings.

WhatsApp [1], which is now owned by Facebook Inc., is currently the most popular

chat app [15]. In February 2016, WhatsApp reported that it had 1 billion users [16]. For

Android devices, WhatsApp stores its log within two unencrypted SQLite database files

msgstore.db and wa.db under the protected /data/data/com.whatsapp/databases

folder. Additionally, WhatsApp keeps an encrypted backup of the msgstore.db, which

is wrapped by a header and trailer containing several pieces of account information, on

the phone’s SD card. This file is stored with the .crypt〈version no〉 filename extension,

with crypt12 being the most recent one as of October 2016. The file is utilized when the

mobile user transfers his/her chat log over to a new phone while retaining the existing

WhatsApp phone number [17].

Similar to WeChat, there exist articles in the literature that explain how to obtain the

key of the encrypted database file of specific WhatsApp version. For instance, [11] de-

rives the key for the now-defunct WhatsApp crypt7 database file. Our work reported in

this paper, instead, takes a generalized approach to discovering the decryption key based

on an information-flow analysis of the targeted chat apps.

Z. Dai et al. / Chat-App Decryption Key Extraction Through Information Flow Analysis 5



2.1.2. Dynamic Analysis using DDI/ADBI Toolkits

We perform our dynamic analysis of chat apps on Android by using the Dynamic Dalvik

Instrumentation (DDI) and Android Dynamic Binary Instrumentation (ADBI) toolkits.

The DDI toolkit [3,4] is employed to monitor the Dalvik code component of a target

Android app. It performs an in-line hooking technique of Dalvik-method entry points,

and diverts the invocation of a target Dalvik method into a correspondingly added JNI-

based native method. The added native method will ultimately invoke the original Dalvik

method, thus enabling itself as a code-instrumentation point for the original Dalvik

method. The DDI toolkit also supports the loading of additional Dalvik classes into a

process, thus allowing the instrumentation code to be partially written in Java.

The DDI toolkit operates on top of the ADBI toolkit [6,5], which implements the

hijacking utility of the ARM binary code. Due to its binary-level hooking feature, the

ADBI can hook the native code of an Android app. In our chat-app dynamic analysis, we

simply print out the parameters passed into the monitored methods, which can then be

viewed using the adb logcat command.

Using the DDI/ADBI toolkits, performing a dynamic monitoring and instrumenta-

tion of Android apps does not require any modification of the target apps, thus keep-

ing their signature intact. As such, the conducted analysis avoids any possible issues

with apps that perform self-integrity checks. This approach is thus more robust than app-

rewriting based monitoring approaches that perform Dalvik code injection. Furthermore,

the ability of monitoring the native code component of target apps represents a strong

feature, which is lacking in many other Android dynamic analysis tools. The DDI/ADBI

toolkits are previously utilized by Mulliner et al. [18] to modify the behavior of target

apps related to their in-app billing transactions with Google Play. One downside of the

DDI/ADBI toolkits is that they require a rooted device to run the analysis.

2.1.3. Static Analysis of Chat Apps

To inspect our target chat apps and their information flows, we utilize a few static analysis

tools, including Apktool [7], jadx decompiler [8], and IDA Pro [19]. The Apktool,

which incorporates a Dalvik disassembler called baksmali, is employed to extract a chat

app’s APK file and generate the smali code representation of the app’s Dalvik code. The

jadx Dalvik-to-Java decompiler is alternatively used to recover the Java source code of an

app. One benefit of obtaining smali code, which corresponds to the assembly of a Dalvik

bytecode, is that the code can be modified and reassembled to produce a modified app.

In contrast, a decompiler usually cannot fully recover an app’s Java source code, which

could be due to missing high-level (e.g. type) information or any applied preventive

obfuscation transformations [20]. The recovered Java source code is, nonetheless, easier

to inspect than smali code due to the shown high-level programming constructs. We

utilize the IDA Pro to analyze the native code component of the target apps.

To specifically inspect dataflow connection between two operations within our target

apps, we use FlowDroid [9] and DroidSafe [10]. The two tools can help identify data

flow from a specified source and sink method of a target app. We can thus utilize the

tools to inspect potential data flow between two operations of interest. Analyzing large

complex apps like WhatsApp and WeChat, however, take the two tools a long time to

complete and require a machine with an ample amount of RAM. In our experiments,

we managed to get some analysis results from FlowDroid after running it with several

Z. Dai et al. / Chat-App Decryption Key Extraction Through Information Flow Analysis6



optimization flags [21]. It is known, however, that FlowDroid may induce false negatives

as well as false positives [9,22]. We employed FlowDroid in our our experiments to help

point out any potential connections between operations of interest, which then provided

inputs to our manual analysis of the recovered code.

2.2. Related Work

There exist articles in the literature that describe how we can derive the decryption key

of specific WhatsApp and WeChat versions. The work [11] lists the steps to obtain the

key for WhatsApp’s now-defunct crypt7 database file. Meanwhile, [12] describes how

WeChat currently forms its key by taking the first seven characters of the MD5 hash

value of the WeChat user ID and the phone IMEI number. Instead of targeting specific

chat-app versions, our work in this paper takes a systematic and generalized information-

flow based approach to recovering the key by applying both static and dynamic anal-

yses. Hence, unlike [12,11], our proposed approach can apply to future chat-app ver-

sions provided that they still retain their existing basic design and practice of employing

third-party cryptographic libraries and passing the key information into the libraries.

There are a number of existing works that dynamically analyze Android apps to in-

spect the behavior of the apps. AppTrace [23] uses dynamic analysis of Android apps to

identify any malware execution. The work, however, does not aim to find the decryption

key of target app’s database files, which is the goal of our work. ConDroid [24] con-

siders the problem of locating critical, interesting or dangerous code, and enforcing its

execution for observability. It combines a static analysis with concolic execution in order

to observe an execution path that leads to a code section target. While the work enables

the potential observability of a target app’s code sections, it does not specifically aim to

discover the target app’s operations that hold or deal with decryption key of chat apps.

Moreover, the technique applies only to Android app bytecode, and cannot deal with any

included native code.

3. Decryption-Key Discovery using Information Flow Analysis and Execution
Monitoring

We now explain in this section the attack models that we assume on both target chat apps,

and the approach that we take in our decryption-key discovery process.

3.1. Attack Models

While both WeChat and WhatsApp use encryption to protect their log database files, the

encryption is used for different purposes and is executed differently. Hence, we consider

different attack models for the two chat apps as follows.

3.1.1. WeChat Attack Model

WeChat encrypts its database files using SQLCipher, and stores them under the protected

/data/data/com.tencent.mm folder. This encryption measure thus represents an ex-

tra layer of protection since, under normal circumstances on unrooted devices, all files

Z. Dai et al. / Chat-App Decryption Key Extraction Through Information Flow Analysis 7



under the folder are accessible only to WeChat app. This measure is therefore very useful

given the fact that the many Android users intentionally root their devices.

For WeChat, we thus consider the following two attack scenarios:

• (WC1) A locally-acquired, unlocked rootable device scenario: Here, we assume

that we have physically acquired an unlockable device with a WeChat app in-

stalled. Also, we assume that the device is rootable, either because it is already

rooted by its owner, or is vulnerable to a root exploit. As a result, we can access

the acquired device, including all WeChat related files, and perform a dynamic

instrumentation and monitoring to be elaborated later in Section 4.1.

• (WC2) A remote, trojanized and rootable device scenario: This scenario assumes

a remote target device with an Internet connection that, along with a WeChat in-

stalled, has our trojan app running. Similar to the scenario WC1, we also assume

that the device is rootable. This allows the trojan app to transfer via the Internet

the following information after its execution privilege elevation: WeChat database

files, shared preference file, and device information (e.g. IMEI number). For this

scenario, we need to first find out what methods to monitor as explained in Sec-

tion 4.1, and subsequently run a password-generating app as shown in Section 5.

As can be observed, the two considered scenarios above do assume a rootable target

device. One may thus argue that, given the prerequisite root privilege, other attack tech-

niques can alternatively be employed to reveal the targeted decryption key. In our attack

technique, the requirement for a rootable target device is put to solely extract WeChat

protected files on the target device. Using this information, our attack can then run in-

dependently on our own device, and does not require any further interactions with the

target device, which may be intrusive and could be observable by the mobile user.1

3.1.2. WhatsApp Attack Model

Under its protected /data/data/com.whatsapp/databases folder, WhatsApp stores

its database files as well as a key file /data/data/com.whatsapp/files/key in clear.

As mentioned earlier, WhatsApp also applies encryption to generate a backup database

file, which is normally stored on the device’s SD card, for a chat-log transfer purpose.

Our goal is thus to decrypt the encrypted backup database file without having access to

any of WhatsApp protected files.

We consider a WhatsApp attack model that enables us to obtain the following pieces

of required information:

• Encrypted WhatsApp backup database file stored on the SD card.

• Google account name that is used by mobile user, which can be obtained by

invoking the Android API call android.accounts.AccountManager.get-

AccountsByType("com.google") [25].

Three following attack scenarios are therefore possible:

• (WA1) A locally-acquired, unlockable device scenario: where we acquire an un-

lockable device, with a WhatsApp app installed and its SD card accessible. Since

the device is unlockable, we can thus install a simple (helper) app that reveals the

required Google account name.

1Notice that, for WhatsApp, our attack does not require a rootable target device as explained in Section 3.1.2.
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• (WA2) An acquired SD card with a guessable Google account-name scenario:

where we acquire the SD card containing an encrypted WhatsApp database file,

and we can guess the used Google account name.

• (WA3) A remote, trojanized device scenario: where we target an Internet-

connected remote device installed with both WhatsApp and our trojan app. This

scenario allows the trojan app to send over both the required database file and

Google account name.

Unlike the two WeChat scenarios WC1 and WC2, all the three WhatsApp scenarios

WA1–WA3 above do not assume a rootable target device. To achieve our objective of

decrypting the database file under these three scenarios, we need to first perform the key-

discovery technique on our rooted device as elaborated in Section 4.2, and subsequently

run a password-generating app as expounded in Section 5.

3.2. Chat-App Execution Monitoring and Key Inspection

By using the DDI/ADBI toolkits, we are able to monitor the passed arguments to meth-

ods that perform database decryption operations, both at the the Dalvik and native code

levels. The DDI/ADBI toolkits additionally allow us to inspect the operations at the libc

level. Hence, we are also able to see all libc’s database-file related operations, together

with the name of the files. For our experiments, we customized the ADBI toolkit to pro-

vide better memory-map support. We increased the size of the char raw[] array, as

suggested in [26], from the default 80,000 to 800,000.

The main challenge faced in dynamically analyzing the target chat apps is determin-

ing the pertinent app methods that receive the decryption key strings as their arguments.

There are a high number of methods in large Android apps like WhatsApp and WeChat.

Hence, observing all methods is simply impractical. We thus need to shortlist the target

methods to monitor by applying static analysis on the chat apps.

Another problem in dynamically analyzing the target apps is ensuring that decryption-

key related operations are indeed executed by the apps. Fortunately, WeChat opens the

decrypted files right after the user logs on. WhatsApp uses the key when it reads the

encrypted duplicate database file as the user moves his/her chat log over to a new phone.

Additionally, the key is used when the user initiates a WhatsApp menu of performing a

chat-log backup, which we monitored in our experimentation.

3.3. Static Analysis of Key-Related Information Flow

We have discussed the challenge of determining the app methods that receive the decryp-

tion key strings as their arguments earlier. To shortlist the target methods to monitor, we

perform the following static analyses of the chat apps at both the Dalvik and native code

levels, together with several applied heuristics.

First, we generate a list of all native methods that are invoked by the Dalvik code of

a target chat app. For this, we use the Apktool to recover the smali code representation

of the app’s Dalvik code. In smali code, a native method is declared with .method fol-

lowed by method access identifiers, such as public/private and static, and the iden-

tifier native. An example is the declaration of .method private static native

nativeResetCancel(IZ)V. We can thus list all invoked native methods by searching a
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regular expression of “method .* native”. To further shortlist our target methods, we

consider methods that accept strings or array of bytes in their parameters.

Second, we analyze the information flow within the app’s native code by tracking

the method interaction using the IDA Pro. Starting from the native methods shortlisted

in the previous step, we employ the IDA Pro to observe the interaction among the native

methods. Again, we can opt to consider only methods that accept strings or array of bytes

in their parameters.

Third, we can also check if the native code methods that perform cryptographic

operations are actually adopted or customized from a third-party library. Information of

the library will thus be very helpful in understanding the cryptographic operations in use,

especially if the library is an open-source software. While a customization is performed

and code obfuscation may be applied, the core data structures and cryptographic methods

typically do not differ much.

Lastly, we apply static analysis of the Dalvik code by using the static taint tracking

analysis tools, such as FlowDroid. In this way, we can observe dataflow relationship

between two operations of interest. The recovered Java code derived by a Dalvik-to-Java

decompiler also provides useful information on how the Dalvik code component of a

target app works.

4. Experimental Results

We applied the dynamic and static analysis techniques elaborated in Section 3 to WeChat

and WhatsApp, and report the experimental results on a rooted device in this section.

4.1. WeChat Key Recovery

We analyzed WeChat version 6.3.22, whose APK was built on July 11, 2016. To trigger

the WeChat’s decryption process, we need to first log out any existing user session, and

then log in again.

WeChat customizes the SQLCipher code base [27] instead of simply using it. When

inspecting the smali code of WeChat’s Dalvik code, we could not find any reference to

the standard net.sqlcipher.database SQLCipher package [28]. Instead, we found

out a number of SQLite-related classes under the com.tencent.kingkong package.

One such class is SQLiteConnection, which is related to database file opening. We

thus hooked and monitored the SQLiteConnection.<init>(. . .) method, and extract

its passed string parameters. In this way, we were able to retrieve the decryption key.
Furthermore, the path of the accessed database file can also be extracted from the

SQLiteDatabaseConfiguration object that is passed as an argument to the hooked
method above. The accessed WeChat database files, which are identified as parame-
ter path below, and their respective decryption key, which are identified as parameter
mPassword, are recovered as follows:

SQLiteConnection.<init>:: path=/data/data/com.tencent.mm/MicroMsg/

b98a831a089cef3031385d56a0f51927/EnMicroMsg.db

SQLiteConnection.<init>:: mPassword=fe34ed7

SQLiteConnection.<init>:: path=/data/data/com.tencent.mm/MicroMsg/

b98a831a089cef3031385d56a0f51927/enFavorite.db

SQLiteConnection.<init>:: mPassword=fe34ed7
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SQLiteConnection.<init>:: path=/data/data/com.tencent.mm/MicroMsg/

ee1da3ae2100e09165c2e52382cfe79f/EnResDown.db

SQLiteConnection.<init>:: mPassword=7a6cc74

SQLiteConnection.<init>:: path=/data/data/com.tencent.mm/MicroMsg/

b98a831a089cef3031385d56a0f51927/SnsMicroMsg.db

SQLiteConnection.<init>:: mPassword=<NULL>

SQLiteConnection.<init>:: path=/data/data/com.tencent.mm/MicroMsg/

b98a831a089cef3031385d56a0f51927/SnsMicroMsg.db

SQLiteConnection.<init>:: mPassword=<NULL>

SQLiteConnection.<init>:: path=/data/data/com.tencent.mm/MicroMsg/

b98a831a089cef3031385d56a0f51927/IndexMicroMsg.db

SQLiteConnection.<init>:: mPassword=<NULL>

SQLiteConnection.<init>:: path=/data/data/com.tencent.mm/MicroMsg/

b98a831a089cef3031385d56a0f51927/CommonOneMicroMsg.db

SQLiteConnection.<init>:: mPassword=<NULL>

We additionally hooked a few native methods of WeChat to obtain several cipher pa-

rameters used by WeChat [29]. While it is possible to hook the relevant Java methods in

order to obtain the cipher parameters, we found that we can obtain the parameters more

easily by hooking a native SQLCipher method that is adopted by WeChat. For this pur-

pose, we took advantage of the SQLCipher code base [27]. Although WeChat customizes

SQLCipher, it seems to apply little modification on the core SQLCipher data structure

and operations. We thus hooked the libkkdb.sqlcipher codec ctx set pass(...)

method, and inspected its accessed database filename, decryption key, and codex ctx

object. The data structure of the codex ctx object can be discovered by analyzing the

relevant SQLCipher source file of crypto impl.c.
We were able to retrieve all the parameters of SQLCipher database file decryption

by inspecting the following recovered parameter values on our monitoring device:

sqlcipher_codec_ctx_set_cipher :: cipher_name=aes-256-cbc, return code=0

sqlcipher_codec_ctx_set_kdf_iter :: kdf_iter=4000, return code=0

sqlcipher_codec_ctx_set_pass :: key=fe34ed7, return code=0

sqlcipher_codec_ctx_set_pass :: codec_ctx->page_sz=1024

sqlcipher_codec_ctx_set_pass :: filename=/data/data/com.tencent.mm/

MicroMsg/b98a831a089cef3031385d56a0f51927/EnMicroMsg.db

sqlcipher_codec_ctx_set_use_hmac :: use=0, return code=0

sqlcipher_codec_ctx_set_cipher :: cipher_name=aes-256-cbc, return code=0

sqlcipher_codec_ctx_set_kdf_iter :: kdf_iter=4000, return code=0

sqlcipher_codec_ctx_set_pass :: key=fe34ed7, return code=0

sqlcipher_codec_ctx_set_pass :: codec_ctx->page_sz=1024

sqlcipher_codec_ctx_set_pass :: filename=/data/data/com.tencent.mm/

MicroMsg/b98a831a089cef3031385d56a0f51927/enFavorite.db

sqlcipher_codec_ctx_set_use_hmac :: use=0, return code=0

sqlcipher_codec_ctx_set_cipher :: cipher_name=aes-256-cbc, return code=0

sqlcipher_codec_ctx_set_kdf_iter :: kdf_iter=4000, return code=0

sqlcipher_codec_ctx_set_pass :: key=7a6cc74, return code=0

sqlcipher_codec_ctx_set_pass :: codec_ctx->page_sz=1024

sqlcipher_codec_ctx_set_pass :: filename=/data/data/com.tencent.mm/

MicroMsg/ee1da3ae2100e09165c2e52382cfe79f/EnResDown.db

sqlcipher_codec_ctx_set_use_hmac :: use=0, return code=0
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From the shown results above, we can conclude that WeChat performs its cipher op-

erations using “aes-256-cbc” with a page size of 1,024 and the KDF iteration value [30]

of 4,000. No HMAC construction is used for the operations. We can also see that the

recovered keys confirm those that were obtained using the Dalvik-based method moni-

toring. We have validated the correctness of the recovered keys and parameter values by

running Linux’s sqlcipher command to open the encrypted database files and produce

the clear database files.

4.2. WhatsApp Key Recovery and Database File Analysis

We analyzed WhatsApp version 2.16.133, whose APK was built on June 18, 2016. Its

encrypted database uses .crypt12 extension, which is still being used as of October

2016. While discussions and decryption scripts for older crypt7 and crypt8 files are

publicly available, there are still no available details of how the more recent crypt files can

be decrypted. Similar to the decryption of the older WhatsApp database versions [11],

our goal is to discover both the key and the initialization vector (IV) of the decryption

operation.

In our analysis, we found out that string literals of WhatsApp code are obfuscated.

In smali code representation of WhatsApp Dalvik bytecode, a string literal declaration

operation looks like in the following (see also [31] for Dalvik bytecode’s instruction set):

const-string/jumbo v0, "i|6C\r|f0C[i|6\u001e\u001dc2".

We thus first performed string de-obfuscation on WhatsApp bytecode classes in order to

help us locate target methods related to cryptographic operations more effectively. Based

on our analysis of the Java source code recovered, we discovered that each string within

a class is obfuscated simply by XOR-ing it with a repeated 5-byte obfuscation string that

is generated for the class.
Using our string de-obfuscation script, we could pinpoint the com.whatsapp.

util.b class, which seems to perform encryption/decryption operations. The class con-
tains a number of private instance fields of javax.crypto.Cipher class type [32]. Us-
ing dynamic analysis, we discovered all decryption parameters by monitoring “static
Cipher getInstance(String)” and “void init(int, Key, AlgorithmParame-
terSpec)” methods [32]. The former reveals the employed “AES/GCM/NoPadding”
cipher transformation, while the latter shows the key and IV used. The values recovered
on our device are as follows, with the last 30 characters of the key shown as ‘*’:

file open :: path=/data/data/com.whatsapp/databases/msgstore.db, flags=0,

mode=0, fd=57

file open :: path=/data/data/com.whatsapp/files/key, flags=0, mode=0, fd=92

Ljavax/crypto/Cipher :: mode=1

Ljavax/crypto/Cipher :: transformation=AES/GCM/NoPadding

size of byte array is 32

Ljavax/crypto/Cipher :: key=A0D0EB3BE2A06495CD9FEDBC93EFDCEBF0************

******************

size of byte array is 16

Ljavax/crypto/Cipher :: IV=E6BAC22AC9712FE5A7292E852A5C3092

Unlike WeChat, WhatsApp manages its encrypted database file without relying on

any third-party libraries, such as SQLCipher. Since its encrypted database file is meant

for user chat-log transfer, WhatsApp thus also embeds additional sensitive information
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into the file in order to facilitate its decryption and subsequent transfer. Understanding

the structure and content of the database file is therefore important.
Our analysis on the .crypt12 database file found that WhatsApp puts a 67-byte

header before and 20-byte trailer after the database ciphertext (more information on this
header and trailer below). We have successfully validated the obtained key and IV by
running our decryption code on the header- and trailer-stripped database ciphertext of
.crypt12 file. The following code snippet shows how our decryption code employs the
recovered cipher parameters:

Cipher cipher = Cipher.getInstance("AES/GCM/NoPadding")

SecretKeySpec keySpec = new SecretKeySpec(key, "AES")

GCMParameterSpec ivSpec = new GCMParameterSpec(128, IV)

cipher.init(Cipher.DECRYPT_MODE, keySpec, ivSpec)

compressedPlainBytes = cipher.doFinal(cipherBytes)

// Decompress the obtained compressedPlainBytes

decompresser = new Inflater(false)

decompresser.setInput(compressedPlainBytes)

clearDB = new FileOutputStream(clearDBFilename)

buffer = new byte[1024]

while(!decompresser.finished()){

count = decompresser.inflate(buffer)

clearDB.write(buffer, 0, count)

}

Lastly, we would like to understand the content of the encrypted database header

and trailer, and how the decryption key is formed based on the contained information

during a log transfer. WhatsApp does not store the decryption key within the header of its

crypt12 file. Instead, it needs to contact a WhatsApp server and retrieve the decryption

key by supplying several pieces of information extracted from the header and trailer.

Our conducted analysis found out the following pieces of information embedded

within the crypt12’s 67-byte header:

• cipher-header preamble (2 bytes): 0x0, 0x1;

• key version (1 byte): 0x2;

• server salt (32 bytes): the stored pseudo-random salt from WhatsApp server;

• Google account-name salt (16 bytes): the salt used to produce Google account-
name hash, which is to be sent to WhatsApp server (more on this below);

• IV (16 bytes): the initialization vector value.

Likewise, we found the following pieces of information within the 20-byte trailer,

which are used by WhatsApp app solely to ensure the integrity of the database file:

• MD5 hash value (16 bytes): the MD5 hash value of the encrypted database file;

• Phone no’s suffix (4 bytes): which is derived from the last few digits of the de-

vice’s phone number.

When a mobile user transfers his/her encrypted WhatsApp chat log into a new

device, the decryption key needs to be retrieved from WhatsApp server. WhatsApp

client app on the new device sends both the server salt and the Google account-
name hash to WhatsApp server. The former is extracted from the database file

header. The latter is derived by applying the SHA-256 hash function on the mo-
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bile user’s Google account name, which is obtainable by invoking the Android API

android.accounts.AccountManager.getAccountsByType("com.google") [25],

and the Google account-name salt from the file header.

Once WhatsApp app receives the decryption key at the log transfer process,

it will then store the key, and other necessary information, within a file named

/data/data/com.whatsapp/files/key. In the WhatsApp version that we ana-

lyzed, this key file is 158-byte long, and contiguously stores Java serialization data
header (27 bytes), cipher-header preamble (2 bytes), key version (1 byte), server salt
(32 bytes), Google account-name salt (16 bytes), Google account-name hash (32 bytes),

IV (16 bytes), and the retrieved decryption key (32 bytes). Subsequent cryptographic

operations on the encrypted database file simply utilize the locally stored key.

5. Key Generation for Remote Target Devices

WeChat and WhatsApp decryption keys are formed based on a few pieces of device-

specific information, such as the phone IMEI number, and/or values that are locally

stored on the device [12,11]. When we consider attack scenarios involving a non locally-

accessible target device, such as scenarios WC2, WA2 and WA3, we thus need to simulate

the target device’s key generation process. Knowing what methods to recover the key as

expounded in Section 4, unfortunately, is still insufficient. We additionally need to mod-

ify the chat-app behavior on our monitoring device by utilizing the information sent by

the planted trojan app or guessed information. This can be done by using the following

two techniques.

The first technique rewrites the target chat app. It replaces all Dalvik-level Android

API invocations that obtain the device-specific information with direct value assignment

operations. Apktool [7] can be used to generate the text-based smali code representation

of the chat apps, and to subsequently derive the APK file of the altered chat app.

The second technique utilizes the dynamic instrumentation feature of the DDI/ADBI

toolkits. It has a benefit over the first one in that it can intercept and instrument both

Java and native methods. This feature was previously employed by [18]. The work shows

how the behavior of target apps can be modified so that, instead of performing an in-app

billing transaction with Google Play, the instrumented code intercepts the transaction and

sends back a forged in-app payment confirmation.

In addition to app behavior modification, we need to copy all relevant local files

of the target device, which are assumed to be transferred by our trojan app, into our

monitoring device. Our monitoring techniques as explained in Section 4 will then be able

to reveal the decryption keys of WeChat and WhatsApp running on the target device.

5.1. WeChat Behavior Modification

A successful WeChat password generation of a remote device can be achieved by per-

forming the following two steps, which are previously also pointed out by [12]:

• Modify WeChat behavior by replacing the value returned by the Android API call

android.telephony.TelephonyManager.getDeviceId() with the IMEI

number of the target device.
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• Copy the shared preference files within the folder /data/data/com.whats-

app/shared prefs/ with those from the target device.

Using this technique, we can then reveal the targeted decryption key. The technique,

in fact, will continue to work despite possible changes of the employed hash function

(i.e. MD5) in future WeChat versions, as long as the key-derivation process depends

upon only the IMEI number and locally stored files. This represents an advantage of our

employed dynamic analysis over the static analysis used by prior work [12].

5.2. WhatsApp Behavior Modification

For WhatsApp password generation of a non locally-acquired device, we need to perform

the following two steps:

• Copy the target device’s database file to the monitoring device’s SD card.

• Modify WhatsApp to return the Google account name of mobile user in the target

device. In this way, the altered app will retrieve the key from WhatsApp server

using the Google account-name hash of the target device as explained earlier.

Notice that the key request issued by the monitoring device to WhatsApp server will

succeed if the server does not store and verify the association between the used Google

account name and phone number of a mobile device. In our experiments, we decided not

to probe WhatsApp server and ascertain this provisioning. Instead, we opt to forewarn the

security community of this potential security weakness pertinent to a chat-app design that

allows for a log transfer using an encrypted database. We further discuss the applicability

and ethical considerations of WhatsApp password generation later in Section 6.3.

6. Discussions

6.1. Weakness Root Causes

Given the potential impact of our decryption-key recovery on the analyzed chat apps,

we conducted an analysis of why our technique is possible. The following are our key

observations on why our analysis technique can still attack widely-popular chat apps.

• The decryption-key construction is sometimes performed within the Dalvik code

of the chat apps. As Dalvik bytecode can be easily reverse engineered and ana-

lyzed, the key construction steps can thus be inspected easier.

• The formed key is passed as a parameter in clear among the app methods. As such,

dynamic monitoring can easily reveal the passed key and other accompanying

pieces of sensitive information in their clear final form.

• The inclusion or customization of third-party libraries, particularly those related

to database encryption/decryption, still largely maintains the key data structures

and main operational methods of the libraries. Inspection of the libraries, espe-

cially the open-source ones, will therefore make code analysis and dynamic mon-

itoring of the chat apps become significantly easier.

• The decryption-key formulation of the analyzed chat apps depends on determinis-

tic device-dependent information, such as IMEI number as in WeChat or Google

account name as in WhatsApp. An attack technique like ours can therefore simu-

late a key generation process of a remote target device as explained in Section 5.
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Additionally, for chat apps that allow for a log transfer to a different device like

WhatsApp, the following represent insecure or imprudent practices that can contribute

to a successful decryption of the encrypted database by an attacker:

• Lack of a record keeping and verification by the chat-app server on the association

between a mobile device’s phone number and user account information.

• Lack of privacy protection that prevents the reading of information stored within

the encrypted file’s header.

6.2. Recommended Counter Measures

The following are counter measures that can be adopted by chat-app developers to

strengthen their future app versions:

• The key-construction step can be done within the last native method perform-

ing/invoking the decryption operation. This way, dynamic analysis can thus in-

spect only the flow of individual pieces of information that finally constitute the

key into the native method.

• Inclusion or customization of a third-party library needs to substantially alter the

key data structures and main operational methods related to the decryption key.

Obfuscation techniques, particularly the layout and data obfuscation techniques,

can be very useful for this.

• Control-flow obfuscation can also be applied to the Dalvik code so that static

taint-tracking analysis would find it more difficult to inspect the flow of device-

specific information that is used for key construction.

• The Dalvik code may also spuriously flow the relevant sensitive device-specific

information in order to complicate the information-flow analysis of the chat apps.

• Chat-app developers may also explore the possibility of incorporating a random

value in formulating a decryption key. This measure will therefore hinder attacks

that simulate the key-generation process of a remote device, such as ours. There

exists, however, an issue of securely storing such a random value. If the value is

stored locally on a mobile device, its confidentiality thus needs to be protected.

It could be encrypted, for example, using the mobile user’s account password.

For a chat-app model that provisions a log transfer to a different device, and whose

remote server issues the decryption key upon request by a device, the following counter

measures can additionally be exercised:

• The chat-app server needs to keep track of the association between a mobile de-

vice’s phone number and user account information. The server returns the re-

quested key only if the two pieces of information supplied in a query match.

• The database file header can be encrypted using a user-chosen password. A chat-

log transfer will proceed correctly only if the user enters the correct password.

6.3. Ethical Considerations and Applicability of Our Attacks

We discuss below ethical considerations of our techniques and obtained results. We ad-

ditionally review the applicability conditions of our techniques, which also relates to the

security implications of the two analyzed chat apps.
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We believe that our results sufficiently highlight potential security issues with the

design of current popular chat apps. We have not contacted the developers of WeChat

and WhatsApp to inform them of our findings for the following reasons. Techniques

to decrypt the current version of WeChat and older versions of WhatsApp are already

known [12,11]. Additionally, while our technique expounds a systematic and generalized

approach to recovering a target chat app’s key and decrypting its log, some attack pre-

requisites (as summarized below) do exist. Instead, we choose to share our results in this

publication so as to reach a wider audience within the security community. Furthermore,

we also suggest several counter measures that can be applied to prevent the attacks. This

is in line with a practice accepted by the security community to responsibly disseminate

potential security weaknesses, and suggest measures to address them.

When good security precautions are fully exercised by mobile users, our techniques

do not directly apply. In our experiments on WeChat reported in Section 4.1, we were

able to obtain its encrypted database files since the target device was rooted. Likewise,

WhatsApp users must physically safeguard the SD card of their devices. They also should

keep their Google account names secret, and make them difficult to guess. Lastly, the

key retrieval from WhatsApp server works only if it insecurely issues an inquired key

belonging to other number. Nevertheless, our attacks clearly highlight potential threats

to mobile user privacy that could work on rooted or exploitable devices in conjunction

with planted trojan apps, which are not uncommon.

Given the importance of our findings to chat-app security, we hope that our tech-

niques and results presented in this paper can help the security community become aware

of the privacy threats. We also hope that our paper can provide useful insights on how

the security community can move forward together in securing future chat apps.

7. Conclusion

We have presented our information-flow based approach to discovering the decryption

key of log database files from two highly popular chat apps, namely WhatsApp and

WeChat. We have shown that, despite the employed code-obfuscation technique, we can

discover the keys and obtain useful information on the key construction process. We

have additionally detailed the employed string de-obfuscation, encrypted database file

structure, and decryption-key formulation of the latest WhatsApp version. Moreover, we

have additionally elaborated how we can construct a chat-app version that can simulate

other devices’ key generation process. Given our generalized approach to discovering

and generating the decryption key, the proposed technique can still apply to different

chat-app versions as long as they still retain the same design and practice of employing

third-party cryptographic libraries and passing the key information into the libraries.

Lastly, we have provided an in-depth analysis of why our technique can work on widely-

popular chat apps, and listed measures that can be adopted by chat-app developers to

improve their future app versions and better protect the privacy of billions of their users.
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Abstract. The high security requirements of cyber-physical systems and the crit-
ical tasks they carry out make it necessary to guarantee the absence of any vul-
nerability to security attacks and that they have no unexpected behaviour. The size
and complexity of the underlying hardware in cyber-physical systems are increas-
ing and so is the risk of failures and vulnerability to security threats. Checking for
errors and security holes in the early phases of hardware production is generally
considered an effective approach. To ease the process of designing and testing in
the early stage, hardware description languages such as Verilog are used to design
hardware. Hardware designs in such description languages, however, do not cor-
respond to mathematical models. Hence we cannot reason about hardware designs
and formally verify their correctness and security related properties. In this paper,
we develop a formal model of Verilog in the theorem prover Isabelle/HOL. Our
model covers most constructs used in hardware designs. With our model, one can
analyse Verilog designs and execute them for simulation. More importantly, our
model enables formal reasoning about interesting properties for Verilog designs.
To complete our tool chain, we build a translator which automatically translates an
existing Verilog design to equivalent design in our formal model.

Keywords. Formal hardware verification. Verilog. Trusted low-level synthesis.
Isabelle/HOL.

1. Introduction

Critical cyber-physical systems requires total absence of failures in their functionality,
and also to ensure a selected set of safety and security properties. During last decades,
formal methods have been playing a key role in the verification of safety-critical systems,
and have been successfully applied to a large number of cases [23]. Ensuring the correct-
ness of hardware designs is an important part of computer system verification. One of
the most successful cases of hardware verification using formal methods is [13], where
traditional testing techniques are replaced with formal methods for the verification of the
functional behavior of the microinstructions in the Intel® Core™ i7 processor. Formal
methods have also been applied on the detection of trojans on the design of System of
Chip (SoC) [12,17]. Trojans in SoCs is one of the majors hardware security threats [21].
Introducing subtle modifications on the SoC’s design, like modifying the behavior of
low observability signals or statements that are not executed very often, it is possible to
add vulnerabilities in the final hardware that are extremely difficult to detect if formal
methods are not used. To verify hardware circuits and systems, one proves the correct-
ness of the implementation with respect to some formal specification. However, due to
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the size and the complexity of computer systems, hardware design is usually done using
hardware description languages, which are not necessarily defined in formal semantics,
thus we cannot reason about hardware designs directly. That is, there is a gap between
hardware description languages and the logic which we use in the verification. To rem-
edy this, we need a formal model of hardware description language, ideally defined in a
proof assistant, to enable semi-automated verification of hardware designs. We present
such a formal framework, called VeriFormal, which is formalized in the proof assistant
Isabelle/HOL. The development of VeriFormal is part of a larger project on verifying
safety and security properties of hardware and software systems.

The two most popular hardware description languages are Verilog and VHDL. There
have been various attempts at providing a formal semantics for Verilog and VHDL, dat-
ing back at least a couple of decades. Gordon [11] defined a simplified version of Ver-
ilog, and discussed its formal semantics. The most relevant is the work by Meredith et al.
[15] where they have defined an executable semantics of Verilog in the rewriting logic
tool Maude [8]. Our work is based on the same model and is discussed in more detail
later. Braibant et al. [6] defined a deep embedding of Fe-Si, a simplified version of the
higher-level language Bluespec, in the theorem prover Coq. Their work differs from ours
in that they investigate high-level verification while VeriFormal deals with design at low
level. Love et al. [14] formalized a synthesizable subset of Verilog in Coq, however, the
framework does not support asynchronous circuits and multiple register updates are not
allowed in a single clock cycle. Another closely relevant work is the verification frame-
work by Slobodova et al. [19] where they model hardware using the formally defined
hardware description language E [5] that is deeply embedded in ACL2. They symboli-
cally simulate the design units (modelled as E modules) using AIG as the Boolean func-
tion representation. The framework relies on the formal language E, which models a
subset of Verilog [20] and as the source is not available, a thorough comparison with
VeriFormal can not be made.

In the literature, one can observe that the formal models of VHDL are usually
not mechanised. Fuchs and Mendler gave a functional semantics for VHDL delta-delay
based on focus and streams [10]. Similar approach was taken by Breuer et al. to formalise
unit-delay [7]. Olcoz [16] and Döhmen and Herrmann [9] gave a formal model of VHDL
using petri-nets. Börger et al. defined a fragment of VHDL using evolving algebras [4].
The tool-oriented formalisations include Van Tassel’s model of a fragment of VHDL
called Femto-VHDL in HOL [22], and Reetz and Kropf’s flow-graph based semantics of
VHDL, also formalised in HOL [18]. Although the above formalisations mainly focus
on fragments of VHDL, it is possible to extend them to the full language.

Besides user preferences, Verilog and VHDL are different due to their character-
istics. One can think of Verilog as C and VHDL as Ada [11]. Verilog is weakly-typed
and less deterministic. The user has to be extra careful when making deterministic Ver-
ilog designs. On the other hand, VHDL is strongly-typed and very deterministic. Since
both languages are widely used, it is equally important to have formal models for them.
However, the differences in Verilog and VHDL make it difficult to cope with the two
languages at once. Hence this paper only focuses on Verilog.

We give a formal language VeriFormal1, by deeply embedding Verilog constructs
in Isabelle/HOL, which covers most of the Verilog language. Our semantic model of

1All the source code can be found at link http://securify.sce.ntu.edu.sg/HWVer/VerilogModel/

VerilogModel.zip
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Verilog is based largely on the formal model formalized in Maude [15]. An advantage
of Maude formalization is that the formal model itself is executable. For our purpose
of integrating verification of hardware and software that run on top of them, we found
the rewriting framework that Maude is based on to be inadequate in various reasoning
tasks that require (co)inductive reasoning principles and other set theoretic methods, e.g.,
to reason about refinements between hardware designs and instruction set architecture
specifications of specific processor architecture. For these reasons and to integrate bet-
ter with our existing formalization efforts, we have opted to develop a formal model of
Verilog using the expressive theorem prover Isabelle/HOL. We develop the operational
semantics of Verilog in a functional style, allowing us to also execute the specifications
of hardware designs in Isabelle/HOL, much like the Maude framework. The main advan-
tage of VeriFormal, however, is that it allows one to leverage the very extensive reason-
ing support of Isabelle/HOL. VeriFormal, in addition, is augmented with a type checker
predicate to check the correctness of Verilog modules and a translator to encode existing
designs automatically.

The main contributions in this work include:

• VeriFormal: an executable formal model of Verilog in Isabelle/HOL;
• a type checker program to check correctness of Verilog modules;
• a prototype translator to encode Verilog designs into the Isabelle/HOL formal

model.

The rest of the paper is organized as the following: In next section, a short introduc-
tion to Verilog is given. Sections 3 and 4 give detailed explanations of the syntax and op-
erational semantics of VeriFormal, respectively. Section 5 explains the prototype trans-
lator to translate existing Verilog designs to the VeriFormal setting. The type checker
predicate is explained in Section 6. The two most important applications, execution and
reasoning about the designs, are discussed in Section 7. The coverage of the Verilog
language in VeriFormal is outlined in Section 8. Finally, the last section concludes the
work.

2. Introduction to Verilog

Verilog is one of the most popular Hardware Description Languages (HDL) used by
hardware designers to model and simulate hardware functions. HDLs, including Verilog,
are different from other standard programming languages in the sense that the latter are
sequential while HDLs describe parallel concurrent behaviour. A circuit design described
in Verilog consists of several smaller modules to allow code reuse and abstraction, where
each module consists of definitions of input and output ports and defines logical relation-
ship between them.

A simple Verilog module, shown in Figure 1, takes two eight-bit integers as input
and stores their sum in variable of type reg. This example highlights some important
features of Verilog. A module starts with keyword module followed by module name
addint followed by a list of input and output ports (line 1). Verilog module declaration
is followed by a set of data type declarations (lines 2-4). There are two major groups of
Verilog data types: variable (such as reg) and net (such as wire). Identifiers of both of
these types can either be single bits or bit vectors. Identifiers of type variable represent
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1 module addint(Xi, Yi);

2 input [7:0] Xi, Yi;

3 wire [7:0] X, Y;

4 reg [7:0] Z;

5

6 assign #0 X = Xi;

7 assign #0 Y = Yi;

8

9 always #2

10 begin

11 Z = X + Y;

12 $finish;
13 end

14 endmodule

Figure 1. Verilog module

the notion of states while net models wires to carry information within a design. The
input and outputs to the module are defined using the keywords input and output with
automatically assumed type wire. Identifiers of type wire can also be explicitly defined
using the keyword wire.

According to Verilog standard [3], identifiers of type variable (e.g., Z) may only
be driven by procedural assignments within procedural blocks initial and always

(line 11) and nets (e.g., X and Y) can only be driven by continuous assignments (lines
6-7). The always keyword may be followed by delay (e.g., #2) or a trigger of the form
@(SL), where the former delays the entire body of the always block by 2 simulation
cycles (explained later) and the later puts the body into wait until a condition is met. The
SL, called sensitivity list, is a set of variables or nets, that provides such condition. For
example, the body of the always block starting with always @(X) gets executed when
the value of X changes. Any other statement, such as assignments, can be delayed or
put to wait for a trigger. A continuous assignment is triggered whenever any value on
the right side of assignment (e.g., Xi in line 6) changes. An initial block is similar to
always block except it does not have delays and triggers (after keyword initial) and
the execution starts with it.

Procedural assignments can be further divided into blocking and non-blocking

assignments. A blocking assignment blocks the execution of statements that follow until
the assignment is completely executed, while in case of non-blocking assignment, exe-
cution starts immediately with statement following it. A wide range of operators, such as
bit reduction, relational, arithmetic, shift so on, can be used to build expressions to make
the body of the assignments. An existing module can also be instantiated inside another
module.
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3. Language Syntax

The language syntax includes formal definitions of Verilog expressions, statements and
top statements. To ease understanding, simple notations are used here and the details can
be found in the source code.

3.1. Expressions

Identifier names, ranged over by q, optionally followed by brackets for bit-select, bit-
slice and index, are expressions. Binary word data is represented using bitvector v (as in
[15]), which is a pair of integer (value) and natural number (length in bits). An alternative
definition would be using Isabelle words which are tedious to deal with. Other expres-
sions include binary, unary, right shift and left shift operations and conditional operator.
These are formalised as below.

e ::= expressions
| q identifier names, bitselect, slice, index
| v bitvectors (value, size) pair
| •e unary operation
| e◦ e′ binary operation
| e � n right shift
| e � n left shift
| b ? e : e′ conditional operation

3.2. Statements

The definition of statements is given below.

s ::= statements
| skip skip
| f inish finish
| disab q disable name q
| le = #i e blocking assignment
| le = @(sl) e triggered blocking assignment
| le <= #i e non-blocking assignment
| le <= @(sl) e triggered non-blocking assignment
| if e then s else s′ if-then-else
| while e s while loop
| begin q s end code block
| case e lcs s endcase case statement
| @(sl) s triggered statement
| #n s delayed statement
| s1;;s2 sequence

The statement skip is a dummy statement representing a silent transition without
making any changes to the state. Statements f inish and “disab q” correspond to Ver-
ilog $finish and disable keywords. The next four statements correspond to Ver-
ilog blocking and non-blocking assignments, where the integer i (after #) represents
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optional delay (-ve value implies no delay). The expressions list le on left is the tu-
ple (e.g., {q2,q1,q0}) of identifiers (names of type reg) and e on the right is the
body of assignment. The sl represents the sensitivity (event control) list with elements
signal ∈ {posedge e, negedge e, e, ∗}, with the first three respectively correspond to pos-
itive and negative polarities and value change. The ∗ marks all identifiers, in the expres-
sion or in the statement that follows, as signals of sensitivity list.

The statements if-then-else, while, begin..end, case and @(sl)s correspond to stan-
dard Verilog statements, where q, e, s, and lcs are name, expression, statement and list of
case statements, respectively. The number n in the delayed statement is a non-negative
delay and the sequence statement combines two statements into a sequence.

3.3. Verilog top statements

Expressions and statements make up Verilog statements and keywords (henceforth top
statements), which are used to build Verilog modules. These statements exactly corre-
spond to Verilog net and variable declarations, continuous assignment and initial and
always block statements2 . The integer i after # represents optional delay (similar to
procedural assignments) and le is the list of names (expressions) modelling the tuple
of identifiers on the left. An always block, for example, with time control followed by
body would be represented by always, followed by triggered/delayed statement which
normally would be in a begin..end block of statements.

t ::= top statements
| assign #i le = e continuous assignment
| always s always block
| . . .

3.4. Processes

Statements are executed by scheduling events or creating processes. All statements are
processes and continuous assignments and always blocks are executed as palw(sl, p)
(process always) and pca(d, lq, e, v) (process continuous assignment), respectively. The
body of an always process p gets executed when any of the signal’s value in sl changes.
Similarly, the body of continuous assignment process e evaluates to value v whenever
any identifier’s value in e changes and the assignment to names in lq occurs after delay
d.

p ::= processes
| s statement
| palw(sl, p) always process
| pca(d, lq,e,v) continuous assignment process

2Module instantiation is omitted here. See Section 5 for detail.
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3.5. Events

To execute Verilog top statements, different events are registered. An assignment, for
example, may be registered as an event and is then executed or it is scheduled as an
active process and then converted to event. A variable update with a value (bitvector) is
represented with update event upd(e, v) where the expression e represents the identifier
(name, part-select, index or bit-select) on left-hand side and v is the value (bitvector) of
the expression.

For tuples on the left-hand side of the assignment, a list of update events (one for
each name in left-hand side) is created, which are either scheduled for execution in or-
der (blocking or continuous assignments) or stored as a list in non-blocking assign up-
date events in the state for later retrieval (non-blocking assignments). For the latter, all
the events are executed by combining them as a list lev in a single event updl(lev, p),
where p represents the rest of process (computation) following the non-blocking assign-
ment. Events may be delayed temporarily (inactive events), scheduled at a specific simu-
lation cycle (future events), or set to wait until some change occurs to signal(s) (listening
events).

ev ::= events
| upd(e, v) update
| updl(lev, p) update list
| ina(p) inactive
| fut(n, p) future
| listn(sl, p) listening

3.6. Program configuration

A Verilog program is defined as a Verilog module which has a list of input and output
ports and list of top statements forming the body of the module. A module is then trans-
formed to a program configuration (10-tuple state FAILED TURN): list of future events,
active processes, inactive and listening events, environment (name-value mapping), set
of disabled names, current simulation cycle (natural number n), list of update events,
finish flag3, and non-blocking assign update events. Different fields of configuration C
are accessed using the dot operator (e.g., C.F). The notation C〈 f = f ′〉 is used to update
the value of field f to new value f ′ while keeping the rest of fields unchanged. A much
simplified version C〈 f ′〉 is often used when f ′ is instantiated to a specific field, such
as C〈F ′〉 changes future events to F ′ and C〈L−L′〉 removes events in L′ from listening
events L. An initial configuration has all the fields set to empty, T to 0, and the flag R is
set to False.

4. Operational Semantics

A Verilog program is scheduled as events and active processes where each in turn is
comprised of expressions and statements. To execute these events and processes, the ex-

3Letter R is used for finish flag to make the tuple a meaningful word to ease remembering.
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pressions and statements in their body need to be executed. In the environment, expres-
sions are evaluated to values, using big-step semantics E 
 e ↓ v, by retrieving the value
of identifiers and evaluating binary, unary, shift and conditional operations. Formal def-
inition of statement execution is defined as a relation s ‖ C −→ C′, which is detailed
below.

4.1. Process blocking assignments (s ‖C −→C′)

Procedural assignments can be either blocking or non-blocking and they are executed
differently. The major difference is that the statements preceded by a blocking assign-
ment are blocked until the assignment is completely executed, while statements preceded
by a non-blocking assignment are executed before the assignment. The semantics in-
clude rules for sequence statements with a blocking assignment at head. Rules for single
blocking statement are much simpler and not included here and instead are modelled as
sequences with blocking statement at head followed by skip (rule [P-SINGLE]).

(P-BA)
C.E 
 e ↓ v

s′1 = (lq = exp(v′)) (vq,v
′) = slice(v,q) L′ = triger(E(q),q,vq,L)

(q#lq = e); ;s2 ‖C −→ s′1; ;s2 ‖C〈E@(q,vq),actle(L′)@A,L−L′〉

(P-BA-EMP)

([] = e); ;s2 ‖C −→C〈A@[�s2]〉

(P-ZDBA)
C.E 
 e ↓ v ev = inae(�(lq = e; ;s))

(lq = #0 e); ;s ‖C −→C〈I@[ev]〉

(P-DBA)
d > 0 t =C.T +nat(d) ev = f ut(t,�(lq = e; ;s))

(lq = #d e); ;s ‖C −→C〈F@[ev]〉

(P-TBA)
sl = [∗] ? sl′ = sensl(e) : sl′ = sl ev = listn(sl′,�(lq = e; ;s))

(lq = @(sl) e); ;s ‖C −→C〈L@[ev]〉

(P-SINGLE)
s ∈ {blocking assignment} s; ;skip ‖C −→C′

s ‖C −→C′

The first rule [P-BA] models blocking assignments without delay4. First the right-
hand expression of the assignment is evaluated to value v. The function slice(v, q) builds
a bitvector vq (of n least significant bits of v where n is the size of right-most identifier q in
tuple) and shifts v right by n making the next bits ready for the next assignment. The value
of q in environment is updated with new vector vq. This update may trigger listening
events which are removed from listening events and converted to active processes using
function actle(). A listening event is triggered if the new value is different than the old

4For simplicity, # -1 is omitted from statements without delay.
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one and the event is listening for change to the identifier (updated variable is in sensitivity
list). If the listening event was registered by continuous assignment, only a change in the
value can trigger it, while polarity is also taken into consideration for events registered by
an always block. A blocking assignment may update the environment, active processes,
and listening events. If there is a tuple on the left-hand side, the execution starts with the
next assignment s′1 where the remaining bits in bitvector v′ (right shifted version of v) are
assigned to the next identifier on the left-hand side, otherwise, the execution starts with
statement that follows (rule P-BA-EMP). The constructor exp converts a bitvector to an
expression.

A sequence that has blocking assignment at head with zero delay is added to inac-
tive events. The notation � is used as a constructor to convert a statement to a process.
Similarly, a blocking assignment with non-zero positive delay followed by statement is
added to future events, where the time of the future event is the current time plus delay
in the assignment. Triggered blocking assignment (blocking assignment with right-hand
side preceded by sensitivity list) followed by a statement is added to listening event. In
case of ∗, the function sensl calculates the new sensitivity list.

4.2. Process non-blocking assignments (s ‖C −→C′)

(P-NBA)
C.E 
 e ↓ v lev = mkuel(C.E, lq,v)

(lq <= e) ‖C −→C〈N@lev〉

(P-ZDNBA)
ev = ina(�(lq <= e))

(lq <= #0 e) ‖C −→C〈I@[ev]〉

(P-DNBA)
d > 0 t =C.T +nat(d) ev = f ut(t,�(lq <= e))

(lq <= #d e) ‖C −→C〈F@[ev]〉

(P-TNBA)
sl = [∗] ? sl′ = sensl(e) : sl′ = sl ev = listn(sl′,�(lq <= e))

(lq <= @(sl) e) ‖C −→C〈L@[ev]〉

(P-NBA-SEQ)
rhs = {e,#d e , [@](sl) e} s ‖C −→C′ (lq <= rhs) ‖C′ −→C′′

(lq <= rhs); ;s ‖C −→C′′

A non-blocking assignment is scheduled at a later time depending on the time con-
trol and execution immediately starts with the statement that follows. If there is no tim-
ing control (delay or sensitivity list), then an update event (list in case of tuple on the
left-hand side) is created and stored in non-blocking assign update events. The function
mkuel makes update event list for the normal non-blocking assignment. Assignments
with zero-delay are added to inactive events and those with non-zero positive delay are
added to future events. Similarly, assignments with a sensitivity list are added to listening
events.

4.3. Process non-assignment statements (s ‖C −→C′)

Non-assignment statements consist of all single statements except blocking and non-
blocking assign statements and sequences with non-assignment statement at the head.
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The dummy statement skip does not change the state (rule [P-SKIP]). The statement
finish changes the termination flag R to True, signaling the termination of the program
execution (rule [P-FINISH]). The statement disab adds the name q to the set of disables
if it is not already added (rule [P-DISAB]). Statements with zero-delay are added to
inactive events and with non-zero positive delay are added to future events (rules [P-ZD]
and [P-NZD]).

(P-SKIP)

skip ‖C −→C

(P-FINISH)

f inish ‖C −→C〈R = true〉
(P-DISAB)

(disab q) ‖C −→C〈D�{q}〉

(P-ZD)
ev = ina(�s)

#0 s ‖C −→C〈I@[ev]〉

(P-NZD)
n > 0 ev = f ut(C.T +n,�s)

#n s ‖C −→C〈F@[ev]〉

(P-TRIG)
sl = [∗] ? sl′ = sensl(s) : sl′ = sl

@(sl) s ‖C −→C〈L@[listn(sl′,�s)]〉

(P-SEQ)
s1 ∈ {assignments} s1 ‖C −→C′ s2 ‖C′ −→C′′

s1; ;s2 ‖C −→C′′

Triggered statements are added to the list of listening events (rule [P-TRIG]). To
process a sequence with non-blocking assignment at head, the assignment is scheduled
at a later time (using any of the rules above) and the execution starts immediately with
the statement that follows the assignment (rule [P-SEQ]).

4.4. Execute process (p ‖C −→C′)

A process is executed by processing all the statements and events that comprise the pro-
cess. A statement is processed by first reducing it, using a big-step semantics C 
 s ↓ s′, to
a format suitable for processing and then it is processed using any of the rules described
above. Always and continuous processes, palw and pca, are executed by processing the
process and assignment in the body and all the processes activated as result of the first
one. When an always or continuous process is completely executed, it is converted back
to a listening event to listen to other updates. As suggested by Gordon [11], the body
of the process continuous assignment is executed by processing a delayed blocking as-
signment statement. Note that, the assignment must use the value of the expression cal-
culated at the time when the event was triggered. The extra argument v is used to do
exactly that and the other three arguments are used to re-create the same listening event.
As mentioned above, the last rule continues executing all the processes created as side
effect of the process.
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(EP-STM)
C 
 s ↓ s′ C.A = [] s′ ‖C −→C′

�s ‖C −→C′

(EP-ALW)
C.A = [] p ‖C −→C′

palw(sl, p) ‖C −→C′〈L@listn(sl, p)〉

(EP-CA)
C.A = [] (lq = #d v) ‖C −→C′ ev = listn(sensl(e), pca(d, lq,e,e))

pca(d, lq,e,v) ‖C −→C′〈L@[ev]〉

(EP-EFFECT)
C.A = p#l p′ p ‖C〈A = []〉 −→C′

p#l p′ ‖C −→ l p′ ‖C′

4.5. Executing Verilog module

Starting from the initial configuration, a new configuration is built from the body (list of
top statements) of the Verilog module and events are scheduled accordingly. Verilog dec-
larations populate the environment and continuous assignments are converted to either
update, listening, inactive or future events, depending on the existence of identifier(s) in
the right-hand body and the value of delay. The body of the initial block is scheduled as
an active statement process and an always block is scheduled as active delayed process
or listening event depending on the value of delay.

Events and processes in the stores are executed in a specific order defined by the
rules of the relation C =⇒ C′ and given in the Figure 25. The execution starts with up-
date events (if there is any). Each update event is executed by creating a single blocking
assignment which eventually updates a variable in the environment. The process p in the
update event list updl represents the computation that follows. For example, a blocking
assignment followed by other statements in a sequence statement generates a list of (sin-
gleton list in case of single identifier on the left of assignment) update events combined
together in a single updl with a statement that follows makes the process p. An updl is
executed when all the update events in the list are processed and the rest of computation
p is added to active processes (rules [SIM-UPDL], [SIM-UPDL-EMP] and [SIM-UPD]).

If there are no update events in the store, active processes are executed one by one
followed by first activating (using function activate()) inactive events and then execut-
ing them (rules [SIM-ACTP] and [SIM-INAP]). When all of the update and inactive
events and active processes are executed, execution starts with non-blocking assign up-
date events scheduled by non-blocking assignments. To execute non-blocking assign up-
date events in the store, they are combined together in a single updl event and are exe-
cuted (rule [SIM-NBAUE]).

5The outgoing arrow from each circle is followed only when all events/processes of that kind are exhausted.
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Figure 2. Order of events and processes execution

(SIM-UPDL)
ev = upd(q,v) ([q] = v) ‖C −→C′

C〈updl((ev#lev), p)#U ′〉=⇒C′〈updl(lev, p)#U ′〉

(SIM-UPDL-EMP)

C〈A,updl([], p)#U ′〉=⇒C′〈p#A,U ′〉

(SIM-UPD)
(q = v) ‖C −→C′

C〈upd(q,v)#U ′〉=⇒C′〈U ′〉

(SIM-ACTP)
p ‖C −→C′

C〈U = [], p#A′〉=⇒C′〈A′〉

(SIM-INAP)
p = activate(i) p ‖C −→C′

C〈A =U = [], i#I′〉=⇒C′〈I′〉

(SIM-NBAUE)
ev = updl(N,�skip) C〈U = [ev],N = []〉=⇒C′

C〈U = A = I = [],N = x#xs〉=⇒C′

This completes a single pass of simulation. If there are any new events or processes
left, which are added by non-blocking assign update events in the last step (right-most last
circle in Figure 2), they are not executed. To execute them, the above process is repeated
and as this may get into a loop, it is controlled by specifying a number of executions
using the natural number m in the simulation relation (see below).
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4.6. Simulation (C
m
=⇒C′)

The parametric simulation relation simulates a state (program) up to mth simulation cy-
cle6 (or m passes if there are no future events) or until the program terminates itself
(whichever comes first). A program is simulated once if m = 0 and the state contains at
least a process/event of any kind (except future events) in the store and flag value is False
(rule [SIM-ONCE]). The predicate nextpass is satisfied if there exists at least a process
in any store (except future events) and flag R is False and predicate nextcycle holds if
stores are empty (except future events) and the program has not yet terminated.

(SIM-ONCE)
m = 0 next pass(C) C −→C′

C
m

==⇒C′

(SIM-PASS)

m > 0 ¬nextcycle(C) next pass(C) C =⇒C′ C′ m-1
==⇒C′′

C
m

==⇒C′′

(SIM-ADVANCE)

m > 0 nextcycle(C) C′ = newcycle(C) C′ =⇒C′′ C′′ m-1
==⇒C′′′

C
m

==⇒C′′′

If the simulation is intended to run for m > 0 passes, there must be at least a pro-
cess/event of any kind or a future event store that is non-empty. If there are no future
events in the state C and other stores contain at least a process/event (the predicate
¬nextcycle(C) ∧ nextpass(C) holds), then the state is given a step and the simulation is
then continued for the next m− 1 passes (rule [SIM-PASS]). This is required that ei-
ther a process add non-blocking assign update and inactive events to the store and all of
them are either executed or simulation continues until m passes, or when the program
terminates itself.

If the simulation is intended to run for m > 0 simulation cycles, there is at least an
event in future events store and a program that has not terminated itself, then a new state
is prepared for the next cycle and is executed until m passes (or when flag R changes to
True). The new state is prepared for the next cycle (using function newcycle()) to execute
events scheduled at a future time. To do this, first future events are sorted by time (event
with lowest time first) and if an event has been scheduled more than once, only the event
with higher time is left and all other occurrences of the same event are cancelled [11].
The simulation time is set to the time of event at the head of the sorted list. All the events
that were scheduled at this new time are awaken by converting them to active processes
and are removed from future events.

6A simulation cycle is completed when active processes of any kind (except future events) are executed and
the time is advanced. .
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5. Verilog Programs Translation

The formal language VeriFormal described in the previous sections accepts Verilog pro-
grams written in its formal syntax. To simulate and reason about existing Verilog designs
using VeriFormal, one needs to translate them manually to the formal setting. This is a
very tedious and error-prone job. This is also true for new designs. To automate this pro-
cess, a prototype Verilog to VeriFormal translator is developed in C++. The role of the
translator is two-fold: it eases the encoding process by translating Verilog design (.v file)
into Isabelle theory (.thy file) and translates Verilog constructs, which are not formal-
ized in the language, to equivalent constructs which are formalized. The latter enables
VeriFormal to accept a wide variety of Verilog programs while keeping the language
simple.

A Verilog module consists of a list of ports, list of (net and/or variable) declarations,
continuous assignments, initial and always blocks and module instantiations. Each of
these parts is mapped one by one to corresponding VeriFormal statements which then
form an Isabelle definition in a theory.

Using the translator, the Verilog module in Figure 1 is automatically translated to a
VeriFormal module as shown in Figure 3.

1 module ([Xi, Yi])

2 [ input [7:0] [Xi,Yi],

3 wire [7:0] [X,Y],

4 reg [7:0] [Z],

5

6 assign #0 [n X]= n Xi,

7 assign #0 [n Y]= n Yi,

8

9 always ( [#]2

10 BEGIN : [None]

11 ([n Z] [=] [#] -1 (b n X [+] n Y));;

12 ($finish)
13 END ) ]

14 endmod

Figure 3. Automatically generated VeriFormal module

The translation is straightforward where each line in Figure 3 corresponds to the
same line in Figure 1. The translated module looks similar to original Verilog module
with few exceptions: identifiers (separated by comma) in a declaration in Verilog are
mapped to a list of identifiers in a VeriFormal declaration (line 2), notations = and # in
procedural assignments and operators such as + are enclosed in brackets, constructors
precede expressions (e.g., b for binary operations, n for names and so on). The VeriFor-
mal module generated is then used in Isabelle definition of type program and then saved
as Isabelle theory theoryname.thy.

definition verimodule :: program where

"verimodule = VeriFormal-module "
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We have included most of the Verilog constructs; however, there are various features
which are not directly formalized in the language but mapped to equivalent constructs in
VeriFormal. For example, module instantiation is not directly formalized but the instanti-
ation is replaced with instantiated module code inside the parent module as suggested by
[11]. The translator currently does not support nested structures such as Verilog module
with nested if-then-else, while, case and begin..end blocks.

6. Correctness of Verilog Programs Syntax

The formal syntax described in section 3 establishes rules to write Verilog programs
but it does not guarantee that a Verilog program written in it conforms to the Verilog
standard. The syntax for continuous assignment, for example, accept identifier of type
reg on the right-hand side of assignment which is a violation of the standard [3]. To rule
out such programs, a correctness predicate wfprog is defined which returns True only if
the program follows certain rules.

Two sub-predicates, well-formed left-hand side of continuous assignment and well-
formed left-hand side of procedural assignment, assert that all the names in the left-hand
side of continuous and procedural assignments are declared of type net and variable,
respectively. The correctness rules also require that all the names listed in the sensitivity
list of triggered statements and expressions are already declared on some type (net or
variable). A statement is well-formed if in the sensitivity list, all the expressions and left-
hand sides of the assignments in the statements are well-formed. Net declarations are
well-formed if the declared names are not declared as variables anywhere in the program.
In addition, identifiers declared of type input and inout must also appear in the port list.
Similarly, variable declarations are well-formed if the variables are not declared as net
in the program. Continuous assignments, initial and always blocks are well-formed if all
the assignments, expressions and statements in them are well-formed.

The objective of this correctness predicate is to check the correctness of the Ver-
ilog module before giving it as input to the formal simulator. Even though it is a very
simple checker, it can currently capture errors related to type conformance in continu-
ous and procedural assignments, input declarations and ports, duplicate variable (reg)
declarations and identifiers in sensitivity list.

We show an example in Figure 4 where a continuous assignment (line 5) derives a
variable y (of type reg). This is not allowed by the standard, but still permitted by VCS
online simulator [2]: the online VCS simulator accepted the program in Figure 4 and
resulted the value 2 while it was rejected by both, our type checker predicate and another
popular simulator Icarus [1].

7. Verification and Simulation

VeriFormal can be used for both reasoning about Verilog designs and simulating them.
The main advantage of building rigorous mathematical model of hardware description
language is that it enables us to prove theorems about the designs. For example, two
simple Verilog designs were developed that multiply a specific number by two: one was
implemented using left-shift by one, and the other was a direct multiplication using prod-
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1 module increment;

2 reg [15:0] x;

3 reg [15:0] y;

4

5 assign y = x + 1;

6

7 initial

8 begin

9 x = 0;

10 end

11

12 always @(x[0])

13 begin

14 x = x + 1;

15 $display("y = %d", y);

16 end

17 endmodule

Figure 4. Continuous assignment deriving variable

uct operation. Functional equivalence of these two Verilog designs was proved using
theorem prover Isabelle/HOL.

In addition to theorem proving about Verilog designs, Verilog programs directly
written in (or translated to) VeriFormal can also be executed and the results can be com-
pared with the results of the original Verilog design simulated by any open source simu-
lator. As in [19], this method can be used to discharge many proofs by exhaustive simu-
lation.

To execute Verilog designs, the Isabelle formal model was translated to OCaml us-
ing the export code command. A simple Verilog design (Figure 1), which adds two 8-
bit integers, was automatically translated to Isabelle definition (Section 5, Figure 3) and
then both, the formal model and this definition, were converted to OCaml code. An in-
terface was written in C++ to feed all possible eight-bit input combinations to the Icarus
simulator and the OCaml version of VeriFormal and the results were stored in separate
files. Through manual checking, it was verified that they both produced the same results.
In addition to executing many other simple designs, all the Verilog modules mentioned
in [15] were executed using VeriFormal and all the captured errors in Icarus and VCS
were confirmed7.

8. Coverage

We formalize all the features modelled in [15], the richest model in the literature. An
exception is display which is modelled in VeriFormal differently by storing the result

7Verilog designs in [15] were slightly modified to make VeriFormal happy (e.g., Verilog command
$display is not supported in VeriFormal and instead a register is used to store the result rather than displaying
it).
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in the environment which is displayed at the end of simulation. Our model also sup-
ports multiple always blocks and zero delay. Non-determinism is supported in our model;
however, the non-deterministic version of the semantics is not executable.

Even though VeriFormal covers most features in the Verilog language, it still misses
some features, which are either not needed for simulation and reasoning, not very im-
portant or not directly supported but can be transformed to equivalent constructs by the
translator. Features that are not included are forever, for, task, fork, casex, casez,
conversion functions, compiler directives, and so on. However, most of these missing
features can be encoded using existing constructs (e.g., for loop can be modelled using
while). The model does not support tri-state values and hence does not support casex
and casez. It could be added but then we would loose Isabelle/HOL feature of operating
on integers and hence the model would be extremely complicated.

9. Conclusion

To manufacture trusted hardware, the design of hardware described in the description
language needs to be verified. However, most of the popular description languages (e.g.,
Verilog) do not have a complete mathematical foundation and hence we can not reason
about hardware designs described in such languages. In this work, we have defined Ver-
iFormal, which is a rigorous formal model of the popular description language Verilog.
VeriFormal can be used both to execute Verilog designs and to reason about them. As
converting existing or writing new designs in VeriFormal is a tedious job, this process is
automated by a prototype translator. VeriFormal is further augmented with a type checker
predicate to verify the correctness of designs. The formalisation totals 1528 lines of Is-
abelle code. The translator is more than two thousands lines of C++ code. This entire
work took around 6 months to complete.

Even though VeriFormal establishes a framework towards trusted designs, the trans-
lator is a prototype and needs refinement to accept Verilog designs of any complexity. We
discussed a very simple proof of equivalence of two Verilog designs, however, proving
more general theorems about complex designs would be extremely difficult. A practical
example with proof of interesting theorems using VeriFormal would be more interesting
to add in future.
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Abstract. As electric sector stakeholders make the decision to upgrade traditional 
power grid architectures by incorporating smart grid technologies and new 
intelligent components, the benefits of added connectivity must be weighed against 
the risk of increased exposure to cyber attacks.  Therefore, decision makers must 
ask: how smart is smart enough?  We present a probabilistic risk analysis approach 
to this problem.  Central to this approach is a new network security model based on 
a reformulation of the classic “multi-armed bandits” problem, where instead of 
projects with uncertain probabilities of success, a network defender faces network 
nodes that can be attacked at uncertain Poisson-distributed rates.  Probing these 
nodes provides additional information about their vulnerability, but at a cost. Using 
this new technique, which by similarity we call “multi-node bandits”, we compute 
the net marginal benefits of increased connectivity. We illustrate this model by the 
quantification of the overall cyber risk to the physical and informational networks 
of a smart grid in order to identify the optimal degree of “smartness” and the best 
risk management strategy. 

Keywords. Smart Grid, Cyber Security, Cyber-physical, Multi-Armed Bandit, 
Probabilistic Risk Analysis, Systems Analysis 

1. Introduction 

The emergence of the smart grid promises to deliver many benefits to the overall 
operation of the North American electric grid, including increased efficiency, improved 
reliability, better incorporation of renewable energy sources, and more choice for 
electricity consumers [1].  However, the same technologies that improve the performance 
of the smart grid also expose it to digital threats such as denial of service attacks, 
intellectual property theft, invasion of privacy, and sabotage of critical national 
infrastructure [2].  Given the integrated nature of these cyber-physical systems, cyber-
induced failures of the power grid can cascade to other critical infrastructure sectors such 
as transportation networks, water treatment, or financial systems, causing extensive 
physical damage and economic disruption.   

While there is growing recognition across government, academia, and the private 
sector of the cyber vulnerability of the electric grid, the likelihood and consequences of 
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a cyber attack are in general difficult to quantify.  Therefore, electric sector stakeholders 
have problems determining which investments to make beyond the minimum required 
for compliance with mandatory standards, and current risk management approaches are 
generally qualitative or heuristic in nature [3]. 

This paper presents a probabilistic risk analysis approach to smart grid cyber security.  
We develop a network security model that explores how defenders of smart grid 
information networks can optimally allocate their limited cyber security resources each 
day, including the adjustment of their strategy based on the feedback they receive from 
network scans and intrusion detection devices.  We then show how this model can be 
used to identify the optimal level of connectivity where the benefits of increased 
incorporation of smart grid technologies is weighed against the cyber security risks these 
new connections entail.   

Given the sequential decision nature of this formulation, we draw inspiration from 
multi-armed bandits, a class of problems where a decision maker must sequentially 
allocate resources among competing projects with uncertain probabilities of success [4].  
In cyber security settings, however, network defenders are often concerned not just with 
the probability of a compromise, but also the rate at which nodes in their network are 
attacked.  Inspired by this notion, we developed a new formulation of the multi-armed 
bandits model, where instead of gaming machine “arms” or projects with unknown 
probabilities of success, a decision maker faces unknown Poisson rates of attack against 
nodes in their network.  We refer to this new formulation as a multi-node bandit.  

Using this multi-node bandit network security model, we use dynamic programming 
to solve for the optimal network defense strategy, and based on that strategy we quantify 
the cyber risk to smart grid information networks.  This allows us to gain insights into 
two research questions facing system operators: 

 
1. How smart is smart enough? 
2. How much to invest in cyber security, and where to invest it? 

This paper is organized as follows.  Section 2 reviews the relevant literature and 
gives an overview of the smart grid, including how the new systems are designed and 
what makes them vulnerable to cyber threats.  After presenting an overview of multi-
armed bandits, section 3 develops the multi-node bandit network security model, 
including a discussion of the assumptions and as well as the development of accurate and 
efficient solution methods.  Section 4 illustrates the application of this security model to 
a hypothetical, schematic power network, and demonstrates how this approach can 
enable smart grid stakeholders to prioritize protection efforts given limited security 
resources.  Section 5 discusses the modeling power of this approach, and offers 
concluding remarks.     

2. Smart Grid Cyber Security 

2.1. Motivation: Cyber Threat to the Smart Grid 

The smart grid can be thought of as a modernization of existing generation, transmission, 
distribution, and metering infrastructures, in which existing systems have been upgraded 
to a digital anatomy of microprocessors, software, and network communications 
channels [5].  In some cases, the new technologies augment existing components that 
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perform the same function as before, but have become “smart” by providing and 
communicating information about their respective task to a centralized system.  In other 
cases, the smart grid provides completely new functionalities that allow human operators 
and the grid itself to react intelligently to changing conditions. The resulting architecture 
reflects a tight coupling of communications and power networks, and an increased 
interconnectedness of all the domains of the smart grid, as shown in Figure 1. 

 

 
Figure 1: The coupling of communication and power networks in the smart grid.  Source: EPRI [5]. 

 
In order to reap the benefits of this new level of intelligence, the smart grid involves 

the addition of an unprecedented level of coupling between communications and power 
networks, creating new potential attack vectors into power systems and therefore new 
security challenges for utilities, system operators, and regulators.  If they could gain 
access to them, hackers could manipulate control systems to disrupt the flow of 
electricity, transmit erroneous signals to operators, block the flow of vital information, 
or disable protective systems.   

Concerns over the threat of such a compromise are exacerbated by the widespread 
availability of SCADA2-specific hacking tools, which has created a lower barrier to entry 
for malicious cyber activity against the grid [6].  A growing array of threat actors, 
including nation states, terrorist groups, criminal organizations, disgruntled insiders, or 
common low-level hackers, have the potential motivation and capability to inflict various 
degrees of harm on power grids.  Their most common motives are: 

 
1. Theft of Information. There is an abundance of valuable information in the smart 

grid, for instance energy consumption data and valuable intellectual property.  
Stolen information could be used for malicious purposes, ranging from 
influencing energy trading to the execution of a targeted, weaponized attack. 

2. Denial/Manipulation of Service.  This could be used either as a means to 
sabotage the grid, or to impede the business process of the utility.  Since the 
smart grid is built upon a foundation of real-time measurement within and 
between many interconnected systems, denial or manipulation of these readings 
can hinder the ability of the power network to perform its service of delivering 
power to end users, or impede the business process of the utility.   

                                                           
2 SCADA (Supervisory Control And Data Acquisition) systems are computer-based control systems used 

to monitor and control physical processes, widely used in used in distribution systems such as water distribution 
networks, oil and natural gas pipelines, electric power grids, and public transportation systems. 
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Although to date, attacks on the US power system may have been limited to small-
scale vandalism by a few individuals or small groups with limited technical 
sophistication, numerous reports suggest that the cyber threat is on the rise and warrants 
serious attention and planning.  In 2014, the US Industrial Control System Cyber 
Emergency Response Team (ICS-CERT) reported 245 cyber incidents against industrial 
control systems, with 32% occurring in the energy sector [7]. 

2.2. How Smart is Smart Enough? 

As electricity sector stakeholders make the decision to upgrade traditional power grid 
architectures by incorporating smart grid technologies and new intelligent components, 
the benefits of added connectivity must be weighed against the risk of increased exposure 
to cyber attacks.  Decision makers must thus ask: how smart is smart enough? 

To measure “smartness,” we consider a physical power grid network, which consists 
of nodes (generators, customers, and substations), and edges (transmission lines).  The 
system operator may then choose to connect any subset of nodes, creating an overlaid 
information network, as illustrated in Figure 2.  Each information node enables a smart 
grid technology, but also becomes a potential cyber-attack vector.   

 

 
Figure 2: Smart grid cyber-physical networks. 

Using this framework, we then define smartness as the number of nodes that have 
been connected to the information network.  Therefore, smartness conceptually 
represents the degree to which a particular smart grid technology and its external links 
has been integrated into the utility’s power network.  Notionally, as a grid becomes 
smarter, we expect two things to happen: 

 
1. The marginal benefit will decrease.  For many smart grid technologies, most 

of the benefit can be achieved with a moderate level of deployment.  For 
example, a recent report found that installing conservation voltage-reduction 
technology on 40 percent of distribution feeders achieves 80 percent of the 
benefit of upgrading all feeders [8].  Beyond that point the marginal benefit per 
added component decreases. A similar trend has been demonstrated for smart 
meters [9]. 
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2. The cyber security risk will increase.  While the effects of the dependency are 
not immediately apparent, increased connectivity should cause an increase in 
both the probability of cyber attacks (due to increased number of attack paths) 
and the consequences (due to a tighter coupling between control components in 
the power network). 

The recent cyber-induced power outage in Ukraine on December 23, 2015 – the first 
known instance of a cyberattack causing a power outage – demonstrates the value of 
quantifying the risks and the benefits of a “smart” interconnected electric network.  In 
this incident, three Ukrainian electricity distribution companies were the victim of a 
coordinated attack that included a spear phishing campaign to gain a foothold in the 
corporate networks; keystroke loggers to obtain credentials to access ICS networks; and 
remote SCADA client software to hijack human machine interfaces and issue commands 
to open breakers. Initial analysis suggests that these three distribution companies may 
have been targeted because they were the most connected [10].  Specifically, the level 
of automation and connectivity within their distribution networks enabled the attackers 
not only to pivot from the enterprise network to the control network, but to also gain 
remote control of the SCADA systems needed to open substation breakers.  This enabled 
the attackers to disconnect 30 distribution substations and cause approximately 225,000 
citizens to lose power for several hours, despite the strong cyber security 
countermeasures the distribution companies had in place, including a control network 
that was well-segmented from the business network behind a robust firewall. 

 

2.3. Probabilistic Risk Analysis Approach 

The current cyber threat to the smart grid presents unique challenges that are not 
satisfactorily addressed by current risk management approaches, which tend to be 
qualitative or empirical in nature.  For example, the Australian and New Zealand 
Standard for Risk Management, which is used by critical infrastructure owners in those 
countries and mirrors many industrial standards around the world, is “not mathematically 
based” and has “little to say about probability, data, and models.” [11] 

We propose a probabilistic risk analysis (PRA) framework to smart grid cyber 
security.  PRA is a quantitative method of risk analysis that has been applied to the safety 
of complex engineering systems, and is thus well suited to managing cyber risk in the 
smart grid.  Our approach to PRA is highly interdisciplinary in nature, relying on systems 
analysis, probabilistic analysis, stochastic modeling, simulation, dynamic programming, 
human factors, economics and decision analysis to quantify risks, support decisions 
under uncertainty, and set priorities given limited resources.   

Our PRA approach to the cyber security of a smart grid is depicted in Figure 3.  In 
the first step, we perform systems analysis to identify classes of failure scenarios that can 
be induced by exploiting cyber vulnerabilities in a smart grid network, as drawn from 
industry expert opinion and known incidents.  We then use an economic dispatch model 
to compute the benefit of increased smartness as well as the impact of each failure 
scenario, based on the physics and economics of their effect on the power system.  The 
outputs of the economic analysis in step 2 are then inputs to the probabilistic model of 
step 3, which uses a Markov decision process framework to determine a strategy for the 
sequential allocation of cyber security resources.  Finally, a decision analytic framework 
is used to compare the effectiveness of candidate risk mitigation strategies, from which 
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we can compute the optimal degree of connectivity as well as other insights for smart 
grid system operators. 

 

 
Figure 3: Overview of probabilistic risk analysis approach to smart grid cyber security 

 
This approach has many advantages: it provides tools to combine statistical data 

with expert opinion and engineering models; it also allows decision makers to conduct 
sensitivity analysis for key parameters, including their own risk tolerance and several 
other organization-specific security factors; it is well suited to handle the many levels of 
uncertainty introduced by the complexity of the engineering systems and the influence 
of human behavior; and it uses analysis to identify the focus of additional modeling 
efforts, thus keeping a reign on model complexity. 

In addition, one of the key contributions of this work is the definition and use of a 
multi-node bandits (MNBs) framework, a novel Bayes-adaptive network security model 
that can help network defenders optimally allocate their limited cyber security resources.  
This model, which is described further, is used in step 3 of the analysis.   

2.4. Related Work 

Current efforts to analyze and implement risk management options for a smart grid and 
critical infrastructure in general are still in the early stages given the complexity of the 
task. Numerous mathematical tools and modeling disciplines have been explored as the 
basis for a quantitative risk model of smart grid cyber security.  A small sample includes 
the use of attack trees/attack graphs [12], game theory [13], stochastic Petri nets [14], 
and network science approaches [15].   

Our model focuses on the risk posed by false data injection attacks, whereby devices 
continues to function and appear normal, but are in fact under the control of a malicious 
actor.  These types of attacks, which were a key aspect of the Stuxnet attack against the 
programmable logic controllers (PLCs) of centrifuges at Iran’s Natanz nuclear 
enrichment facility [16], can cause operators to not take corrective actions, and could 
even prevent automated protective mechanisms like reclosers or automatic generation 
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control from working properly.  Research in the years following Stuxnet has focused on 
the risk posed by similar false data injection attack against nearly all aspects of smart 
grid operation, including microgrid management [17], price-directed energy utilization 
[18]; communication networking [19]; or against critical smart grid control components 
such as FACTS devices [20] or automatic generation control [21].   

Despite the resurgence of research about classic multi-armed bandit (MAB) 
problems in recent years [4], its application to cyber security modeling is scarce.  
Relevant to this paper is recent work which uses a “restless multi-armed bandit” model 
to address the optimization of probing strategy of intrusion detection systems in a large 
dynamic cyber network [22], as well as work that applies MAB and reinforcement 
learning techniques to help a defender identify adaptive network defense strategies when 
knowledge about a cyber attacker is limited [23].  These efforts, however, all use the 
standard MAB framework to analyze situations with unknown probabilities of 
compromise.  To the best of our knowledge, the extension of multi-armed bandit models 
to handling uncertain Poisson attack rates is a new contribution.    

3. Multi-Node Bandits: A Bayes-Adaptive Network Security Model 

3.1. Model Framework and Scope 

To assess the benefits and risks of smart grid integration, we consider an electric utility 
that wishes to maximize its expected daily benefits.  The justification for this choice is 
that utilities are typically the entities actually making decisions about how to invest in 
cyber security countermeasures, and they will only do so if they can provide the business 
case for their financial investment.   

We consider a utility company faced with the following situation: starting from a 
baseline version of their power grid network, they have to decide on the degree to which 
they want to integrate some smart grid technology into their network.  We then consider 
the following network defense setting.  Each connected node enables a smart grid 
technology, but also becomes a potential cyber-attack vector, and is subject to successful 
cyber-attacks at an uncertain rate , as depicted in Figure 4. 

 

 
Figure 4: Network security setting where each control center (CC) is connected and subject to cyber-attacks 
at uncertain Poisson distributed rates.  Generators (G) are not directly connected. 
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We then assume that a network manager has the resources to probe one node in the 

network per day.  This action thwarts any attempted cyber attacks to that node on that 
day, and also provides information that the defender can use to update his belief about 
the uncertain rates of attack.     

Given the sequential decision making nature of this formulation, this setting lends 
itself to a Bayes-Adaptive Markov Decision Process (BAMDP) formulation, a powerful 
tool for studying sequential decision problems where there is model uncertainty. Here, 
we use a class of BAMDPs known as multi-armed bandits. 

3.2. Multi-Armed Bandits 

Consider the following problem: given a fixed budget, a decision maker must 
sequentially allocate resources among competing projects, whose probabilities of success 
are unknown at the time of allocation, but which may become better understood as time 
passes.  This describes a class of problems known as multi-armed bandits (MABs), a 
name which refers to the canonical example of a gambler choosing a sequence of plays 
on a collection of slot machine which, on average, take the gambler’s money.  Originally 
formulated in the 1930s, MABs at first proved exceptionally challenging to solve due to 
their computational complexity.  However, with recent advances in computational power 
and reinforcement learning, MABs have seen a resurgence and are now used in a wide 
variety of applications including clinical trials, managing research projects in a large 
organization, and web site AB testing [4].  

Taking a Bayesian approach, we can model our prior belief about each uncertain 
probability  using a Beta distribution with shape parameters  and , as depicted in 
Figure 5.  Due to Beta-Binomial conjugacy, our belief over the uncertain probabilities 
remains a sequence of Beta distributions after observing the results of pulling a given 
arm, but with updated parameters (if we pull the arm of machine  and that machine wins, 
then ; if arm  loses, then ).  We can thus treat the sequence of 
belief parameters as the state of the system, e.g.  in the case 
of three arms.  The Bayesian updating rules provide the system dynamics equations, i.e. 
the probabilities for transitioning to a new belief state as the system evolves.  This 
effectively converts the problem into a Markov Decision Process, which we can solve 
using dynamic programming techniques in the case of finite time horizons, or allocation 
indices in the case of discounted infinite time horizon problems [4].  

 

 
Figure 5: Bayesian approach to modeling multi-armed bandits 
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One of the main features of MABs is the fundamental tradeoff between exploitation 

(choosing the arm that we believe is best based on the information that we have gathered 
so far) and exploration (choosing an arm about which we are uncertain, but that may 
have a higher potential upside).  An optimal control policy must balance these often-
competing objectives based on the risk attitude of the decision maker.  However, due to 
the complexity of the state space, which increases exponentially with the number of arms 
and the planning horizon, exact solutions are only possible for the simplest of problems.  
For more complex MAB problems, one must rely on heuristics or approximate solution 
methods to compute near-optimal strategies.  

 

3.3. Multi-Node Bandits 

In cyber networks, system defenders are often concerned not only with the probabilities 
of attack, but also the rate (frequency) at which nodes in their network are under attack.  
Based on this notion, we develop a new formulation of the multi-armed bandits model, 
where instead of a collection of slot machine arms or projects with uncertain probabilities 
of success, a network defender operates in an environment where nodes in the network 
are under attack with an uncertain Poisson distributed rate.  To retain the Bayesian 
formulation, we model the prior probability distribution for each attack rate as a Gamma 
distribution, which is a conjugate distribution of a Poisson.  A Gamma distribution for 

the uncertain rate  is given by , where  is the shape 

parameter,  is the rate parameter,  is the Gamma function, and the expectation is 
.  Due to Gamma-Poisson conjugacy, the probability distribution of an 

uncertain Poisson rate remains a Gamma distribution as the system evolves with new 
information.  After observing  arrivals in time , our posterior probability distribution 
for  is given by .  Therefore, as in the standard multi-armed 
bandit case, we can consider our current belief parameters to be the “state” of the system.   

By similarity with the original model, we refer to this new formulation as “multi-
node bandits”, as depicted in Figure 6.   

 

 
Figure 6: Conceptual representation of the multi-node bandits model 
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3.3.1. Basic Formulation 

We apply the multi-node bandit model to cyber security settings as follows: 
 

� A network has  nodes connected to the internet 
� For node  

o The rate of successful cyber-attacks is a Poisson process with  a 
constant uncertain rate  

o The prior probability distribution of  is  
o Each successful attack incurs an expected cost of  

� At each time period, we probe exactly 1 node.  When we probe a node: 
o We observe the number of successful cyber attacks to that 

node in that time period 
o We thwart any successful attack to that node in that time step, thus 

resulting in a cost savings (or a reward) of  
� The goal is to minimize the overall expected cost over the finite horizon T  

 
As in the case of standard multi-armed bandits, there is a fundamental tradeoff 

between exploitation and exploration.  Since probing a node thwarts any current cyber-
attacks against that node, a pure exploitation policy would be to choose the node where 
the expected cost inflicted by past cyber-attacks, , is the highest.  Intuitively, this 
corresponds to investing security resources where the network is most heavily attacked.  
However, since probing a node yields information that updates our information about , 
we also have incentives to explore nodes about which we have less information.  Once 
again, the optimal policy is to find a balance between exploitation and exploration.   

Given the dynamic nature of cyber threats, we choose a finite time horizon.  A short 
time horizon (  not only simplifies the computation, but also justifies the 
assumption that the rates of attack remain constant (though unknown) throughout the 
planning horizon.  Other key assumptions are discussed in the next section.   

3.3.2. Assumptions and Justification 

We provide further discussion here on some of the key assumptions that bound the scope 
of our analysis and ensure that the multi-node bandit network security model remains 
both reasonable and tractable.   

 
� Assumption 1: The rate of successful cyber-attacks against connected 

nodes can be modeled as a set of independent Poisson processes 

Empirical analysis of cyber security incident data has shown that the arrival of 
successful cyber attacks are well modeled by a Poisson process.  For example, analysis 
of recently-released security logs of 1,131 cyber intrusions against the US Department 
of Energy from 2010-2014 [24] shows that the distribution of inter-arrival times are 
exponential, and therefore arrivals follow a Poisson process, as shown in Figure 7.  
Additional theoretical justification comes from the Palm-Khintchine Theorem, which 
states that the aggregate arrivals of from many (possibly non-Poisson) sources approach 
a Poisson distribution in the limit.   
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Figure 7: Analysis of cyber security logs of 1,131 total cyber intrusions against US Department of Energy 
(DoE) between 2010 and 2014.  Inter-arrival times are well modeled by an exponential distribution.  Inter-
arrivals from 3 to 6 days are likely over-represented because incidents are only recorded on weekdays. 

Our model also requires that the rate of attack to different nodes in the network be 
independent.  While it is reasonable to think that these rates may be dependent (for 
example in the case where an attacker is launching a coordinated attack against multiple 
attack vectors), we justify this assumption by considering geographically dispersed 
networks where each connected node also has its own unique network configuration, 
therefore each node is relatively isolated, both physically and logically. 

 
� Assumption 2: The prior probability distribution of each attack rate can 

be modeled as a Gamma distribution 

In addition to the computational convenience of using Bayesian conjugate 
distributions, we can further justify the use of Gamma distributions by noting that they 
are a good modeling fit for cyber security settings.  First, they effectively capture the 
“fat-tail” nature of cyber attack intensity, as Gamma distributions are leptokurtic (they 
fall to zero more slowly than a normal distribution).  Additionally, the two distribution 
parameters  and  allow us to effectively model a wide range of prior distributions, 
which may be informed by historical baselines and cyber threat reporting.   

 
� Assumption 3: Network defenders only have the cyber security resources 

to probe one node per day.  We assume that the organization already has 
a satisfactory cyber security posture in place, including standard firewall, 
anti-virus software, access control, and perimeter physical security 
measures.  Hence, this daily probing represents an extra protection effort 
beyond the basic security posture.   

Our model can only apply to the allocation of cyber security resources that (1) are 
resource constrained, hence must be judiciously allocated in each time step, and (2) 
reveal information about the rate of attacks in a way that can be used to update the 
defender’s state of information.  Due to requirement (1), this model is not a good fit for 
Intrusion Detection Systems (IDS), which are generally applied equally to all nodes in a 
network, thus not subject to a sequential allocation decision.  An alternative cyber 
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security resource that can only be applied to one node per day is Endpoint Posture 
Assessment [25].  However, this technique only yields information about the security 
configuration of each endpoint, but not about the current rate of attacks.  Therefore, this 
technique does not meet requirement (2). 

A better fit is provided by the cyber security technique known as Digital Forensic 
Incident Response (DFIR) [26].  This technique was born out of efforts to investigate 
cyber security breaches after they occurred, but has since emerged as a useful proactive 
tool to assess the vulnerabilities and threats facing a network.  DFIR is resource-intensive, 
requiring a team of three working a full day to complete, and therefore can only be 
applied to one node in the network per day.  Also, because it entails a deep analysis of 
network logs, DFIR reveals information on the current number of attacks against that 
endpoint. DFIR is thus a good fit for the multi-node bandit model, and we consider in 
the rest of this paper the problem of a sequential allocation of DFIR teams to the different 
nodes of an information network. 

We further assume that only attacks targeting the node currently probed can update 
the defender’s belief.  While attacks to other nodes still inflict a cost, they are not 
discovered unless the defender probes that node.  This is justified by the nature of false-
data injection attacks, whereby devices continue to function and appear normal even 
when currently subject to a successful cyber attack.  

3.3.3. Solving the Multi-Node Bandits Problem 

As with standard multi-armed bandits, we can solve multi-node bandits by considering 
the state of the system to be the current values of the Gamma distribution parameters, 

.  However, solving the resulting Markov Decision Process 
presents additional challenges beyond what was required to solve standard multi-armed 
bandits.  First, belief updating (i.e. the probability of transitioning from one belief state 
to the next) is non-trivial.  We must find the probability of observing  arrivals when our 
belief over the rate of the Poisson process is .  This can be shown to be 

 (1) 

 
Second, a more significant computational challenge is the fact that in one time unit, 

we can observe any integral number of attacks from a Poisson process, meaning that, in 
theory, we must keep track of an infinite number of transition possibilities to solve for 
the optimal strategy.  To mitigate this, we place a cap on the number of arrivals, with  
being the most arrivals we allow for a single node in a single time step, and  
representing the most arrivals allowable to a single node in the entire time horizon.  We 
choose  so as to balance model accuracy with computational complexity, as low values 
of m may cut off the high impact/low frequency events in which a node is under severe 
attack, but higher values of  will result in exponential increases in computational 
complexity.   

Given these computational challenges, we used dynamic programming to solve an 
illustrative multi-node bandit problem with  nodes, a time horizon of , a 
cost per attack of  for each node, and parameters of the prior distribution of the 
rate of attack of each node as , as shown in Figure 8a.  The resulting 
optimal control policy results in an overall maximum reduction of the costs of attack of 
173.8.  The intuition of this result is that it represents the value of thwarting cyber-attacks 
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over that time period.  The results show that if we did not probe any node, cyber attacks 
would inflict an expected cost of 280 on our network.  As illustrated in Figure 8b, if we 
were to use a naïve strategy and picked one node at random during every time unit, we 
would stop, on average, half the attacks, achieving a value (cost savings) of 140.  The 
optimal probing strategy thus performs significantly better than the random one, saving 
173.8, because it adapts the choice of node to be probed as system parameters become 
better understood. 

 

 
Figure 8: Illustration of the multi-node bandit problem, including (a) the prior probability distribution of the 
rate of attack against each node, and (b) a visual depiction of the total cost inflicted by attacks before 
probing, as well as the savings from random probing and optimal probing strategies. 

 

3.4. Approximate Solution Methods 

Although we are able to solve for the optimal probing policy in simple versions of the 
multi-node bandit problem, in practice it is rarely possible to find exact solutions for 
larger versions as the “curse of dimensionality” causes an exponential increase in 
computational complexity.  Therefore, we explore in this section the effectiveness of 
various approximation solution methods (also referred to as exploration strategies) for 
the simple problem described in section 3.3.3 where the exact solution is known. We 
then identify the best techniques that we can apply to more complex settings. 

The first class of approximate solution methods are heuristic-based exploration 
strategies.  Based on a review of multi-armed bandit literature as well as intuition on the 
unique characteristics of multi-node bandits, we evaluated the solution methods 
described in Table 1.  The parameters of each method are tuned to ensure the best match 
with the known optimal policy.  The variance bonus method does not appear in multi-
armed bandit literature, but it is intuitively a useful heuristic because when selecting a 
node, we have an incentive to probe nodes with more uncertainty and therefore more 
potential upside, and this incentive is greater as we have more remaining time. 
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Table 1: Heuristic-based exploration strategies for multi-node bandit problems.  For each strategy, , 
which represents the expected cost of attacks against node . 

 
 

While the heuristic methods attempt to circumvent the need to address the dynamic 
programming problem, another class of solution methods known as approximate 
dynamic programming attempts to solve the original dynamic programming problem by 
making simplifying assumptions that make it more tractable.  We explore here the use of 
a one-step look-ahead algorithm.  This means at any time, rather than performing value 
iterations from the terminal horizon back to the current time, we only consider the 
expected cost of the next transition, and use an approximate value function to estimate 
the remaining value until the end of the time horizon.  In order to find a good approximate 
value function, we used the concept of Value of Perfect Information, defined as follows: 

 
� Value of Perfect Information (VoPI) = Value we would get if we were 

clairvoyant and knew which node had the highest rate of attacks 
� Value of No Information (VoNI) = Value we would get if we couldn’t 

adapt as we got further information by probing each node. 

Intuitively, with one time unit remaining, the best value that we can achieve is VoNI, 
since it would be too late to adapt after getting new information.  With more time 
remaining, there is more time to explore, and we expect the probing value to increase 
toward VoPI.  Indeed, the exact value of various states of information shows this pattern, 
as presented in Figure 9, from which we can fit an approximate value function for use in 
a one-step look-ahead algorithm. 

 

 
Figure 9: Use Value of Perfect Information to calibrate an approximate value function 
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A cross-comparison of all the approximate solution methods (the four heuristic-

based strategies as well as the one-step look-ahead strategy) is shown in Figure 10.  We 
compare methods based on three factors: (1) Accuracy (how often do we take the correct 
action), (2) Value of implementing that strategy, as determined from Monte Carlo 
simulation, and (3) Computational Speed. 

 

 
Figure 10: Comparison of approximate solution strategies for multi-node bandits 

We observe that the one-step look-ahead strategy with a VoPI-based approximate 
value function provides the best value and accuracy, although it is the slowest one to 
compute.  The Quantile-Selection and Variance Bonus strategies perform well, which 
we can attribute to the fact that they capture the “potential upside” of probing a node 
better than pure greedy, short-sighted strategies.  In the rest of this paper, we use the 
VoPI method to gain insights into more complex multi-node bandit problems, although 
it should be noted that the variance bonus method would be especially useful in settings 
where a solution is needed quickly. 

4. Insights to Smart Grid System Operators 

We illustrate the multi-node bandit network security model and the cascading effects of 
failures using a schematic 16-node interconnected power network of the Western United 
States, as presented in [27].  As the power system becomes smarter, physical nodes are 
augmented with communication nodes to provide monitoring and control functions 
needed for a more efficient operation of the grid.  In particular, we consider the 
incorporation of distribution grid management (DGM) technologies, one of the six 
principal domains of smart grid operations [28].  We use DGM because it is a key smart 
grid technology that enables a response to demand response (using price signals to 
influence energy usage) as well as the integration of renewable energy sources. 
Additionally, DGM technologies can be implemented in all three-node types (generators, 
customers, and transformers), meaning that the smartness of this network can take on 
any integer value from 0 nodes connected, to all 16.   
 

M. Smith and E. Paté-Cornell / Cyber Risk Analysis for a Smart Grid 51



4.1. Economic Dispatch Model: Risks and Benefits of Added Connectivity 

Benefits – We use an economic dispatch model to compute the daily operating costs 
and benefits of a fictional utility in charge of this entire illustrative network.  Based on 
recent price and energy usage data [29], an economic dispatch algorithm uses an optimal 
power flow (OPF) calculation to compute the cheapest way to dispatch enough 
generation capacity to meet the daily demand, subject to system constraints such as 
generator flow, transmission line flow, and stability limits.  This type of calculation is 
used by power system operators on a daily basis.  Therefore, this approach has the 
advantage of introducing cyber security considerations into the economic calculus that 
electricity providers use to make daily operational decisions.  All our computations are 
performed using MATPOWER®, an open-source tool that operates on the MATLAB® 
platform and can be used to perform static and dynamic power system analyses [30].  
MATPOWER® was chosen because its open design allowed us to customize simulations 
by directly changing system parameters in the MATLAB® files. 

As DGM integration increases, the following benefits are achieved: 
 
� The load profile flattens due to improved demand response capability, 

resulting in a lower load factor (ratio of peak to average demand) 
� Potential for increased integration of renewables 
� Routine failures and outages are detected and fixed more quickly 

The first two of these effects are captured by the economic dispatch model.  In order 
to capture the third effect, the dispatch model was extended to account for the random 
occurrence of routine outages due to natural disasters and technical failures, for which 
well-established baseline rates and costs can be inferred from the literature [31].   The 
net result is a benefit curve with decreasing marginal returns, (see Figure 11). 

 

 
Figure 11: Benefit of increased incorporation of distributed grid management technology 

 
Risks –  To model the risks associated with increased smartness, we considered five 

classes of cyber security failure scenarios related to the incorporation of DGM 
technologies, based on those identified in a recent analysis by the National Electric 
Sector Cyber security Organization Resource (NESCOR) [32].   The five failure 
scenarios are: (FS1) Disrupted Distribution Management System Communications, 
(FS2) Outage Triggered Remotely, (FS3) Loss of Situational Awareness, (FS4) Demand 
Response Blocked, and (FS5) Customer Data Breach.  The costs of the first four are 
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computed by rerunning the economic dispatch model, subject to the additional 
constraints imposed by each failure scenario.  The costs of a customer data breach are 
obtained from recent reports [33].  The average cost of all failure scenarios then becomes 
the average cost per successful attack to that node, , which range from $2.1k to $2.8k.   

 

4.2. Insights: How Smart and How Much is Enough? 

The outputs of the economic dispatch model, specifically the benefit curve of Figure 11 
and the costs of a successful cyber-attack on each node , are used as inputs to the multi-
node bandit (MNB) network security model.  At each level of smartness, we use the 
MNB model to determine the optimal probing strategy, and the residual risk (cost 
inflicted by all incoming cyber attacks minus the value of savings from thwarting attacks), 
becomes the Cyber Risk facing the network.  We set the prior probability distribution of 
the rate of attacks for each node as  in accordance with base-
line rates such as the DoE incident data from Figure 7, which indicates a rate of 0.73 
attacks per day.  Combining this risk with the benefit of increased smartness, we observe 
the tradeoff shown in Figure 12. 

 

 
Figure 12: Tradeoff between the benefits and cyber risk of a smarter grid and optimum of “smartness” 

These computations show an optimal smartness level, in this case 7 connected nodes, 
beyond which the marginal risk of increased connectivity outweighs the marginal benefit.  
The MNB network model thus allowed us to address our first research question: how 
smart is smart enough?   

We can also use the MNB model to address our second research question: how much 
to invest in cyber security, and where to invest it?  To do so, we consider a reformulation 
of the MNB model where instead of probing exactly one node per time unit, we have the 
option to probe  nodes per time unit, with  when there are  connected 
nodes.  While hiring more teams allows a network defender to stop more cyber attacks 
and achieve a higher savings value, this value must be weighed against the cost of hiring 
more teams to perform the probing, at a cost of $3k per team per day [34].  Applying 
these modified techniques to the case of all sixteen nodes connected, we find that it is 
optimal to hire five teams, as shown in Figure 13a.  We notice that there is decreasing 
marginal returns on the value saved by additional teams, the intuition being that the first 
team, if proceeding in an optimal way, will focus on the most costly node, the second 
team will tend to focus on the second most costly, etc. 
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Figure 13: Finding how many probing teams to hire, (a) for N = 16 connected nodes, and (b) for any number 
of connected nodes  

 
Finally, we can use the MNB model to combine the two research questions, where 

we simultaneously ask: how smart is optimum and how many nodes to probe?  To do so, 
we consider a two-dimensional optimization problem with two decision variables: the 
number of nodes to connect (n), and the number of probing teams to hire (d), where 

.  The net value at each point is a combination of  
 

1. The benefit of a smarter grid 
2. The cost inflicted on the network by cyber attacks (before any probing) 
3. The value saved by an optimal probing strategy using  teams 
4. The cost of hiring  probing teams 

 
In this example, we find that the optimal point is to connect  nodes, and hire 

 teams, as shown in Figure 14.  
 

 
Figure 14: A 2-dimensional optimization problem showing the net value of a risk management strategy as a 
function of  and .  The pink trace shows the optimal number of nodes to probe for each level n. ‘x’ is the 
optimal point. The flat, yellow area is the infeasible region (we can’t probe more nodes than are connected). 

Value ($k) 
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These insights can be valuable for a wide variety of electric sector stakeholders.  In 
addition to utilities looking to maximize expected daily profit, other entities such as 
market regulators, load service entities, or independent system operators can use this 
model to evaluate the implications of different policies.  For example, if a regulator were 
to implement a policy which mandated that utilities implement the maximum amount of 
cyber security resources, we see that this can force utilities into negative profit situations 
(the “valley” in Figure 14) where utilities spend more on countermeasures than the value 
they get back. 

5. Conclusions 

We have presented here a probabilistic risk analysis approach to smart grid cyber security, 
focusing on the level of connectivity and the value of the information gained by probing 
for node vulnerability.  This probabilistic model allows a systematic evaluation of the 
tradeoff between the benefit of smart grid technologies, and of increased connectivity, 
and the cyber security risks that these new connections entail.   

The Multi-Node Bandits (MNBs) model – a new Bayes-adaptive approach to 
network security – provides a powerful framework to find an optimal network defense 
strategy given the uncertainties about the rates of cyber attack. We found that the 
“smartness” in the electrical grid is beneficial, but only up to a point.  Above a certain 
level of connectivity, the marginal risk of connecting an additional node exceeds the 
marginal benefit of the increased smartness. We further showed that this optimum can 
be assessed through a risk analysis based on statistics, engineering models, and expert 
opinion.     

Smart grid networks indeed pose unique cyber security challenges. The Congress of 
the United States is currently considering requiring in some cases a decrease in the grid’s 
connectivity level, essentially unplugging parts of it from the Internet [35]. The question 
is: up to what point? A quantitative analysis such as that presented here can provide a 
more robust support to that decision than the current approaches.  While it is infeasible 
to protect against every cyber-attack vector in systems as complex as the smart grid, this 
approach can help identify critical assets and enable smart grid stakeholders to prioritize 
protection efforts given limited security resources.  
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Abstract. Web forums are a frequent way of sharing useful information among

people. They are becoming the main source of up-to-date information and market-

places pertaining to different domains, including criminal content and zero-day se-

curity exploits. Analyzing the web forums of the existing discussion threads is an

alternative method to understand the exploits and fraud modalities a law breaker

will most likely make use and how to defend against them. However, in many cases,

it is hard to capture all the relevant context of the forums which is needed for clas-

sification. In this paper, we introduce a data-driven technique to mine the web fo-

rums and provide policy recommendations to the defender. A neural network (NN)

is used to learn the set of features for forum classification. Furthermore, we present

the evaluation and results from employing our method, with various system config-

urations, on real-world datasets collected form the web.

Keywords. analytics, classification, forum, cyber security intelligence, neural

networks, word embedding.

1. Introduction

The Internet has become the place where the users research, purchase, socialize and learn

about the world by a few clicks of a mouse or keystrokes. In this cyberspace users, leave

behind rich trails of behavioral information [6] and activity intent, which can be mined

by third-party trackers such as law enforcement agencies, social networking websites,

and data analytic providers.

However, the web has also a less known secretive component [4] where dark users

can socialize, access and share concealed services [5]. Regardless of how the information

is expressed, can we extract deep insights form this alternate network? What are the most

efficient techniques to analyze criminal activities, the modalities of committing them and

discover who make use of this hidden networks? This part of the Internet started to enter

in the spotlight of the public due to the media that raised awareness of several cases such
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as releasing of NSA hacking tools [1], card cloning services [24] and online illegal drugs

selling stores [2].

The most common method to systematically extract data from the websites is to use

an automated program, called crawler [7]. It requires, for each website, custom parameter

definitions of the elements of interest and a database to store the crawled data. The aim

of security intelligence analytics is to proactively detect the pattern of the fraud activities

by processing the vast amount of data (text, image. etc.) collected by the crawler.

Social network analysis [30] and machine learning are the most used tools to mine

web data, with a tremendous impact on our everyday life. This new direction infused

by artificial intelligence (AI) is driven by a paradigm shift in system design. Instead

of learning hand-crafted features, which involves deep domain knowledge, the current

approach is able to capture hierarchical feature representation automatically extracted

from vast amounts of example data which leads to significant performance improvement

in fields likes speech understanding, computer vision, and human language processing.

In this paper, we are investigating the feasibility of AI for security intelligence anal-

ysis of the web forums. In particular, a neural network is trained with the phrases of the

post for forum classification. The classification performance of the method attains good

accuracy and shows that it is able to understand the fraudulent forum posts created by

manipulators.

Our contribution to the field are twofold and summarized below:

• We propose a methodology that employs a neural network to learn deep features

from the forums threads which can be later used for security intelligence analy-

sis. Furthermore, we investigate the suitability of adapting the knowledge of the

models pretrained on different domains to the peculiar the domain of illicit content

detection.

• Extensive experiments are carried out to illustrate that the proposed method out-

performs the state-of-the-art baselines algorithms.

The remaining sections of the paper are structured as follows. Section 2 reviews web

forum analysis methods, with a focus on those that are targeting those with fraudulent

content. In section 3 we formalize the problem that we are addressing, while section 4

presents in detail our proposed system. Section 5 presents the experiments and results

obtained. Finally, Section 6 discusses the challenges of the system and concludes the

paper by highlighting several future research directions.

2. Related Works

The extraction and analysis of the web discussion forums has acquired a lot of attention

and currently is an active research field. Nowadays, the available solutions share many

characteristics and the only differences are the level of automation, the type of pattern

recognition (whether is classification or retrieval) and the domain from where the data is

collected. In this section, we give a brief overview of the recent state-of-the-art methods,

while paying a particular attention to those that are devoted to detect illicit activities

patterns in web forums.

The problem of searching similar threads to a given thread, have been first addressed

by Singh et al. [9]. Their framework represents the thread structure via a graph model,
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built from forum posts, to which they incorporate heuristics that can capture the thread

similarity. It is worthwhile to point out that, the model is able to cope with the issues

that arise when analyzing the forums such as the drift of the post’s subject and their

dimensionality within the threads.

Some of the earliest works [10] on web forum classification tried to adapt the Latent

Dirichlet Allocation (LDA) approach for modeling the topic of the threads. The topic

distribution inferred from the contextual data was later used as a feature descriptor for

thread classification.

[11] introduces a method that analyzes the forum posts [12] in order to detect pat-

terns of terrorist activities. At the core of the method is a hybridized feature selection al-

gorithm which takes into account the standard features used for text mining such as term

frequency (TF), document frequency (DF), term frequency-inverse document frequency

(TF-IDF) and entropy. After extracting the feature sets, the scheme employs a feature

selection algorithm based on the union combination and symmetric difference functions.

To reduce the dimensionality, these functions weighs the features according to a hybrid

criterion. The experimental results performed on the Web Forum dataset confirms the

ability of the proposed feature selection to identify a reduced set of discriminant features

that can be used for forum classification.

Based on the naive Bayes (NB) classifier, in [13], another feature weighting ap-

proach was proposed. In a nutshell, the idea is to integrate the feature weights learned

from the training data as prior information to aid in the estimation of the conditional

probabilities of naive Bayes. The experimental simulations carried out on several datasets

from the UCI repository show that the modified NB improves the performance when

compared to other state-of-the-art NB text classifiers. However, the NB classifier is quite

rigid since it assumes linearity of the model and statistical independence of the features.

Diab et al. [14] devised a system that collects information used to early identify

threats from the Internet websites such, forum discussion boards and marketplaces that

sell illegal goods. The system focuses more on the integration and deployment issues

rather than on novel content features for forum classification. The main classification

features are bag-of-words and the n-grams extracted from both the title and descrip-

tion of the posts (concatenated in a single feature vector). A preprocessing operation

is employed to remove non-alphabetic characters and misspelled words. To cope with

the insufficient labeled samples, which are difficult to obtain, the method merges super-

vised training with semi-supervised techniques, such as label propagation [15] and co-

training[16]. During the evaluation, the model was trained and tested on 10 marketplaces,

using 3 types of classifiers, i.e., NB, logistic regression and SVM.

In [17], a system targeting the deep dark web forums was devised. The paper ana-

lyzed the forums from a network perspective, gathering temporal data and further gen-

erating off-line analytics of the social network communities. In a subsequent work [18],

they adopted a systematic approach to test the data mining techniques suitable for these

forums.

[19] following a game theoretic approach, shows that an attack can be anticipated

and, in case it occurs, the damages minimized if the cyber defense system incorporates

updated information from the illicit Web marketplaces. The main assumption is that an

adversary will search through the available tools and vulnerabilities in the marketplace,

and therefore will initiate attacks by leveraging this knowledge. Thus, the security turns

into a game, where the defender tries to predict the possible attacks by analyzing the
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Figure 1. The main components of a web forum page: threads and posts. We represent the post content by a

series of sentences and their words.

same base knowledge used by the attacker. In the same spirit but from a socio-economical

perspective, other works [20,21] studied the ‘gadgets’ available in the hackers forums

and their implied associated risk.

Other studies [22,23,24,25,26,27,28] chose a completely different approach to

tackle the problem, by modeling the online communities (i.e., a social network) as a net-

work graph [29] where each node represents a user and edges are the connections among

them, weighted by a similarity feature. Using tools from social network analysis [30],

these methods are able to extract, without supervision, insights about the dynamics of

the social relationships, the information sharing rate, virality, the illicit content (such as

cards, hacking materials etc.), user importance (centrality) within the network and the

trust relationships emerged between mutually parties.

Law enforcement agencies are also leveraging on analyzing social networks at large

scale to identify, track and counter criminal activities such as money laundering and

human trafficking (e.g., the MEMEX program [3] run by DARPA).

3. Problem Statement

A website forum R consists of a set of discussion threads T, and in each thread, there are

several posts P. We define a post as the smallest piece of communication generated by

a user in online social networks. An illustration of the thread and post of the website is

shown in Figure 1. Each post has embedded metadata like date and time of posting, the

owner of the post etc.

Generally a thread commences with a main post (i.e., the entry post), whose title

is associated with the thread title, and comprises all posts that were placed in reply to

the main post. It is worth to point out that, the posts in reply to a post contains all the

posts already in the thread post. For a forum thread, a graph can be constructed, in which

the vertices represent the posts in the thread and edges the links between a post and all

responses to it.

The goal of the study is to devise a system that identifies to which set of predefined

classes K the posts belong. Given a set of P and their associated class labels l, the system

construct a classifier which predicts the label of an unseen post Pi as follows:

l̂ = argmaxkFk(Pi) (1)

where l̂ denotes the predicted label, Fk is the classifier and k ∈ 1, ...,K.
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Figure 2. The flowchart of the web crawler system which incorporates the proposed analysis method using a

neural network module.

4. Proposed Method

It is challenging to achieve accurate classification of web forums due to their inherent un-

structured data. Instead of using hand-crafted features, we propose a modular approach to

classify the forums with a combination of thread representation and a deep convolutional

neural network.

More precisely, with the aid of custom web crawlers, we collect relevant information

from a selection of websites and accumulate the resulting data in structured databases.

Then, to simplify the processing and remove any noise from the data we, employ a pre-

processing step to the crawled data. The filtered output is transformed to another repre-

sentation and fed into a neural network for forum classification task.

An illustration of entire the system is depicted in Figure 2. In the next sections, we

provide a detailed description of the main modules of the proposed system.

4.1. Data Collection

A crawler is a piece of software used to visit and retrieve websites, being a desirable tool

which facilitates data collection. In order to initiate a targeted data extraction campaign

from the web, we need to specify for the crawler:

1. The pool of websites from where we are interested to collect data. For each web-

site, we do not need to define the web pages since the crawler is able to find and

traverse them by using as the starting point the initial website.

2. A set of parameters which defines the elements that need to be localized and re-

trieved from the selected websites. It is worth pointing out that, this set of param-

eters are custom for each website, since the structure and context of the elements

vary among the websites.
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3. For each website, we maintain two relational databases (db and db tracker) to store

the information such as data and time of the post, author, the entire post message,

the url from where the post was retrieved, the title of the thread, and other log data.

4.2. Preprocessing

Usually, thread title and the post descriptions on web forums are flooded with unrelated

text and graphics which may perturb the analysis, since they are acting as noise. To

tackle this issue, we apply a text cleaning procedure to remove all the non-alphanumeric

characters from the title and post. In addition, after this step, we removed all the words

that are less then two characters in length.

Another problem that we encounter in processing the thread and posts was the du-

plicates that frequently occur on forums. To avoid any bias, we decided to remove all the

duplicated from data. The last measure that we adopted was to find a suitable represen-

tation [31] of the post which is able to cope with the misspellings and word variations.

4.3. Analysis

In our system, each post is described by a set of sentences that are comprised of an

ordered list of words, the smallest unit of the post. Each word is transformed to a vector

of numbers, called word vector. A word vector denotes a word‘s meaning as it refers to

other words, by means of a single array of numbers.

To embed the word in vector space representation, a shallow neural network is used

which learns the context through recurrent guesses. One example of such a network

is word2vec [31] - a two-layer neural net. The input of the network are words and its

output is a dictionary in which each word has a vector affiliated to it. The vector which

represents the words are called neural word embeddings, i.e., a word is mapped to a

number. In the vector space generated, close semantical related words have similar vector

representations.

The training is done by comparing the words, belonging to the input, against each

other. Thus, the target word is predicted using the context (i.e, the bag-of-words tech-

nique) or another word (i.e., the n-gram technique). If a word context can not be predicted

by the feature vector, due to reconstitution error, then its components are updated.

At the core of the model that we are using to analyze the forums is a convolutional

neural network integrated into the work-flow of the system depicted in Figure 2.

Let’s consider s j ∈ Rm the jth-phrase of a sentence from a forum post and m is the

number of words in the phrase. Then, the sentence is represented as:

s j = v j
1 ‖ v j

2 ‖ ... ‖ v j
m (2)

where v j
i ∈ Rn is the continuous word vector representation of the ith-word of the phrase

s j, n is the length of the word vector, and ‖ denotes the concatenation operator. This

continuous feature representation of the words fits properly with the NN since the non-

linear activation of the units is also continuous. We assign the label of the post to all the

sentences generated.

We investigated two possible premises for the input of to the NN. In the former set-

ting, suitable for a supervised learning mode, each word vector was randomly initialized
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from a Gaussian distribution, i.e., vi ∼N (0,σ2), stacked into a matrix and subsequently

changed by the network. In the latter initialization approach, we are using a pretrained

set of word vectors [31] learned in an unsupervised fashion over a large dataset. These

word vectors grasp the semantic and, to a limited extent, syntactic information from their

co-occurrence statistics.

A convolution in the word vector space involves employing a filter w ∈ Rn·b on

overlapping block of words of size b to generate a new feature representation:

φi = f (w · [v j
1 ‖ v j

2 ‖ ... ‖ v j
b−1]+β ) (3)

where φi is the new generated feature, β is the bias term with real values and f is the non-

linearity function such as hyperbolic tangent. After applying the filter on all combinations

of overlapping word blocks, we obtain the feature map φ = [φ1,φ2, ...,φm−b+1]. Inspired

by the convolutional neural networks applied to object detection, the models enrich the

feature representation in the first convolutional layer by generating multiple feature maps

using different filters on the input word vectors.

To increase the robustness of the algorithm, we are employing a max pooling opera-

tion over the feature map, that is φ̂ = max(φ), to compute the final feature. Furthermore,

in order to capture multiple hierarchical features, we make use of a bank of filters with

various parameters, each of the filter generating its own feature map.

A fully connected network layer takes these features and combine them, and output

the probability of distribution over the classes. Computing the reconstruction error at this

layer will backpropagate and affect both the parameters of the NN and the vector word

representations.

When learning using the scam forums, the word embeddings are adapted to char-

acterize the intent and less the syntactics. The hierarchical structure generated by the

NN aims to capture most of the information contained in the words, without the need of

taking into account the syntactic constraints.

Therefore, the neural networks that we are using, has the following architecture:

1. Input layer, of size m x n, where m is the number of words in the sentence and n is

dimension of the word vector.

2. Convolution layer, which filters a window of word vectors with filters of different

widths.

3. Max-pooling layer, which captures the relevant features, by taking the maximal

value over the feature map.

4. Fully connected layer, which computes the probability distribution over the

classes.

In order to prevent overfitting, at the penultimate layer of the network, we em-

ploy regularization with dropout by constraining the l2-norm of the weight vectors. The

dropout operation randomly sets to zero (i.e., no weight) a percentage η of hidden units

during forward backpropagation step. Thus, for the penultimate layer ζ = [φ̂1, φ̂2, ..., φ̂m],
we modify the output y during the forward phase with

y = w · (ζ ◦κ)+β (4)

where ◦ denotes the element-wise multiplication operator and κ is random vector with

probability η being 1, which is used to cancel the contribution of the weight vectors.
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Table 1. An overview of the datasets used for our experiments. We mostly collected data from English lan-

guage forum related to security intelligence and general topics.

Dataset Source Number of samples Target classes

allscamsforum 1930

scamwarners 2000

Fraud complaintboard 393 7

ripoffreport 383

general forums 5331

SPAM spam messages 5574 (with 747 spam) 2

It is worth to notice that, during the training, the network gradients are backprop-

agated merely via the non-zero units. At inference step, to assess the unseen samples,

we will use a scaled version of the learned weight, like w̃ = η ·w, without applying the

dropout. Furthermore, after a gradient descent step, we re-scale the weight vector if the

following condition is met: ‖ w ‖2= σ if ‖ w ‖2> σ .

5. Evaluation and Results

5.1. Dataset

The main dataset, used in this study to evaluate the proposed scheme, called Fraud,

consisting of approximative 13k posts, is obtained by crawling several security related

forum websites containing scam, fraud and phishing information. All the webpages have

undergone preprocessing and posts found in different webpages but belonging to the

same thread were identified. For each thread, the crawler captured information such as

the title, first post, other posts, author information and time stamp. The total number of

phrases extracted from the Fraud dataset was 46784.

In addition, we added to this dataset 5331 forum posts collected from general web-

sites (e.g, movie reviews [33], car forums etc.) without being directly related to any crim-

inal content.

Beside this dataset, we also included a dataset containing a collection of email mes-

sages [32] classified into two categories. The main choice of including this dataset was

driven by the assumption that there is a relationship between the scam and spam mes-

sages, since often scam messages are disguised via spam campaigns. More broadly, we

are interested to explore whether the learned patterns (i.e., the semantical words vectors

and the syntactics) of the model will enable to detect the illicit (or undesired) character

of a sentence, paragraph or a document.

A detailed description of the datasets used for the evaluation and experiments is

shown in Table 1.

5.2. Selection of the Parameters

For all the simulations we use the following parameters:

1. General parameters. We split each sentence of the post in a block of maximum

length of 55 words, and the size of the word vector was set to 300. For classification
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Table 2. Classification accuracy of the proposed system on the considered dataset. The Fraud6 dataset con-

siders only the post pertaining to scam forums (i.e., six classes) while Fraud7 includes also the general posts.

The values in bold correspond to the best performance.

Model Fraud6 Fraud7

CNN-R1 0.7720 0.8008

CNN-WV1 0.7951 0.8213

CNN-WV2 0.8073 0.8341

we use 4-folds cross-validation, i.e., we split entire dataset in 4 folds that are used

for training and the remaining data is used for testing the model.

2. NN parameters. For the neural network, we set the weight decay to 0.95, the num-

ber of epochs to 15, the units used were rectified linear (i.e., ReLU), the batch size

to 50, the dropout rate to 0.5 and hidden units to 100. In addition, we use filters

of size {3,4,5} during the convolution and we rescale the l2-norm of the weights

by 9. These parameters values were selected through a grid search procedure on a

subset from the Fraud dataset. The training of the NN is done through stochastic

gradient descent using shuffled mini-batches with the Adadelta update optimiza-

tion rule [34].

We classify the content of the Fraud dataset in 8 classes: complaints (posts in these

class are related to complains issues), phishing (posts in these class are related to phish-

ing attempts), business scam, e-scam (posts in these class are related to scams that orig-

inate from fraudulent emails), phone-scam (posts in these class are related to scams that

originate from fraudulent phone calls), prevention (posts in these class are related to pre-

vention) and general (posts that are related to general topics). Instead, for the SPAM
dataset, we are using just two classes (binary classification): spam and not-spam.

In order to evaluate the classification results, we use several standard measures such

as sensitivity (i.e., Sens = TP/(TP + FN)), specificity (i.e., Spec = FN/(FN + FP)) and

accuracy (i.e., Acc = (Sens + Spec)/2).

5.3. Classification results

We tried different set-ups for the NN, especially by changing the input representation

and the internal parameters of the net. For instance, in two of the configurations we use

pretrained features vectors to initialize the neural network. The reason of adopting this

approach is due to the lack of labeled data during training, and the assumption that the

pretrained vectors have learned a representation that can be transferred to similar tasks.

The pretrained vectors were generated using the word2vec model trained over the

Google News dataset [31]. The model has feature vector dimensionality of 300 and uses

the bag-of-words technique for training. In case a word vector is not covered by the set of

pretrained vectors, it will be randomly initialized with the same variance as the pretrained

ones.

Therefore, the model configurations that were tested are:

• CNN-R1. This is the baseline method which has all the word vectors randomly

initialized, and updated during the training. In this scenario, the convolutional NN

model is used both for training (learning the feature vectors from the dataset) and

testing (inference).
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Table 3. Classification result of the proposed system against all other evaluated classifiers on the considered

SPAM dataset. The values in bold correspond to the best performance.

Model SPAM
EM 0.8554

MDL 0.9626

Boosted NB 0.9750

Linear SVM 0.9764

Linear SVM-P 0.9582

CNN-R1 0.9573

CNN-WV1 0.9769

CNN-WV2 0.9822

• CNN-WV1. The model adopted uses the pretrained vectors, and merely updates

the parameters of the NN during inference.

• CNN-WV2. In this setting, the model starts with the set of pretrained vectors, but

fine-tunes the pretrained vectors to better adapt them to the specific domain.

To estimate the generalization error of the classification models based on the selected

features, we employed the 5-fold cross validation technique on the set of samples in the

datasets. For 5-fold, in each trial, 4 folds are held out and used for training. The remaining

fold is used for testing.

The classification results of the evaluated models are shown in Table 2 on the Fraud
dataset for different number of classes. The model CNN-R1 which is characterized by

having all feature words randomly initialized has satisfactory accuracy. However, by us-

ing pretrained vectors, we achieved important performance improvements on all datasets.

For the SPAM dataset evaluation, which is a binary classification problem, we

compared our model with well-known machine learning algorithms such linear SVM,

SVM with pretrained word vectors (called linear SVM-P), Minimum Description Length

(MDL), boosted NB and Expectation-Minimization (EM). Since this is an imbalanced

dataset we also included among the analyzed methods the trivial rejector, as a baseline,

applied to the spam class. The comparison results for the NN models against all other

evaluated classifiers are presented in Table 3.

Although we design a simple and fast architecture, with any sophisticated pool-

ing techniques, the model shows promising results and potential to scale to very large

datasets. Overall, the experiments prove that the pretrained vectors are valuable features

which can aid in better classification over the datasets. It is worth pointing out that, better

performance can be obtained by adapting the pretrained vectors for the task at hand, like

is done by the model CNN-WV2.

5.4. Discussion

The proposed method is generating word vector representation which is able to infer

the contexts in which the words occur. To adapt to a specific NLP task, the neural word

model fine tunes these vectors via supervised learning.

The way we represent the feature word vectors plays an important role in the overall

model design. Our option for the pretrained vectors was those generated by the word2vec

model trained on the Google News dataset [31].
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We stress out that this model, which preserves the word order, has a limited ability

is measure the interaction between the input vectors, and is weak at understanding the

meaning of longer phrases.

It will be interesting to investigate also with other set of pretrained vectors trained

on datasets different from the Google News dataset, which can properly acquire more

complex linguistic manifestations. Furthermore, another important aspect which may

affect the training is the way we initialize the words vectors which are not found within

the word2vec model, by taking into consideration the distribution of pretrained vectors.

For the gradient optimization technique, we adopted the Adadelta rule, which is less

offensive in the gradient update step than Adagrad, but is faster since it requires less

epochs.

In addition, the employed dropout in the network layer is a good option for regular-

ization. Finally, the NN is able to accommodate more features due to the use of a filter

with various widths which generate multiple feature maps.

6. Conclusions and Future Work

In this paper, we study the problem of classifying the discussion forum threads related to

fraud and other criminal activities into different classes for security intelligence gather-

ing and analysis. Forum post classification has numerous applications such as enabling

security experts to quickly filter the elements of interest from the clutter that abound

forum threads, to filter harmful contents, to detect cyber-threats and discover emergent

exploitation capabilities.

The core of our forum analysis method resolves around a convolutional neural net-

work, which was tested in different configurations, and using several types of word fea-

ture vectors. Through a series of experiments, on real world datasets we prove the effi-

ciency of our technique. These results confirms the general idea that using pretrain word

vectors is an efficient asset in deep learning for various text classification tasks.

There are several research directions that we are investigating. For instance, adapt

the model to extract complex linguistic phenomena from the scam forum. This weak

signal could represent the well-crafted illicit intent of exploiting an innocent person,

disguisedly into a forum post. To achieve this level of intelligence the model needs to go

beyond the word-level, by learning vector representations of paragraphs and sentences,

and their hierarchical structure.

We believe that the complexity of the illicit intent, which manifests in the forum

posts, can not be full characterized by one dimensional scale. Fine-grained classification

of the scams forum can help to better segregate the compositional semantic effects used

by this criminals to deceive innocent people.

In the current proposal, we neglect the multimedia content that is attached to the

forum threads. We believe that more rich insights can be identified by a multi-modality

approach that integrates in a holistic manner both the text and the multimedia content of

the forum post.
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Mind the Gap: Security Analysis of Metro 
Platform Screen Door System  

Luying Zhou1
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Abstract. A smooth operation of the Platform Screen Door (PSD) system is critical 
to the Metro system, and any disturbance to it may disrupt the train’s normal 
operation. The paper presents the security analysis of a Metro Supervisory Control 
and Data Acquisition (SCADA) system, specifically the cyber security vulnerabilities
in its PSD system. The PSD system includes control subsystem and signaling 
subsystem, and its operation can be controlled from the moving train and the station 
as well. The security features of communication protocols that are employed in the 
SCADA system and PSD system operation mechanisms are discussed in this paper.
The weak security features render the PSD vulnerable to cyber attacks.
Countermeasures, from both technical and human aspects, to protect the PSD system 
are studied. An experiment is conducted on a testbed of simulating Metro supervisory
control system to test the system vulnerabilities. The results demonstrate that the PSD 
control system could be compromised by an attacker who gains physical access to the 
control network and launches forged message or replay message attacks. A firewall 
cyber security countermeasure is evaluated to show that it can prevent some of the
attacks but has limitations due to its rule-based mechanism. Thus, it is necessary to 
mind the gap for the security of metro PSD system.

Keywords. SCADA, Platform Screen Door, Vulnerability, Cyber Security, Firewall

1. Introduction

Supervisory Control and Data Acquisition (SCADA) systems are Industrial Control 
Systems (ICS) which are widely used for monitoring and controlling geographically 
distributed operations, including power plants, manufacturing and processing industries, 
transportation (e.g., Metro railway) systems, and so on. SCADA systems interconnect 
remote physical processes, monitor and collect data from remote facilities and control the 
physical process. Availability and integrity are the most important aspects in the ICS.
Real-time access to data assets is critical to control system operations. Unavailable or 
interrupted control operations result in the loss of facility functions. Manipulated data by 
unauthorized parties causes false actions. While unlike in the Information Technology 
(IT) system, confidentiality plays a less important role in the SCADA system [1].

Over the past two decades, SCADA systems have evolved from closed, proprietary 
systems to open networks comprising common platforms running common operating 
systems and standard TCP/IP stacks. Presently, the system is generally connected to the 
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corporate intranet which may have connections to outside networks. The open 
architecture and increased connectivity provide more functionalities and reduce operation 
costs, but they significantly increase the exposure to cyber security threats. Those threats 
can exploit vulnerabilities uniquely in the design and implementation of SCADA and 
communication protocols to attack the system or launch attacks already known in the IT 
world but with a higher impact on the process managed by the SCADA system [2, 3]. 
Attacks on availability intend to deny access to system assets as well as operations. In 
SCADA system, Denial of Service (DoS) refers to deny of access to the components of a 
system, operator workstations, and communication channel as well. Attacks on integrity 
modify the content of a message or the content of system assets. In the SCADA system, it 
refers to modify acquired data or control commands transiting through the system. 
SCADA communication protocols, such as Modbus, and DNP3, lack authentication 
features to prove their origins and sequence of network traffic [4, 5], which lead to 
potential attacks of forged commands or false response messages injection into a SCADA 
system either through direct generation of such messages or replaying messages.

In this paper, we study a specific Metro SCADA system and examine its security 
vulnerabilities, in particular the vulnerabilities from cyber attacks against the Platform 
Screen Door (PSD) system operation. The PSD doors are located along the trackside at 
the station, and are designed for passenger safety and efficient train operation. Any cyber 
attack on the PSD system to disrupt or disable its operation will result in service 
unavailability and train delay, causing damage to operator reputation and financial loss as 
well. The countermeasures to such cyber attacks can be done from both technical and 
human aspects. Technical approaches such as developing secure communication 
protocols and secure firewalls could enhance the system capacity against cyber attacks,
however human factors play an equal important role in providing system security.  

The remainder of this paper is organized as follows. First, the Metro SCADA system 
is described in Section 2, which includes the station supervisory control system,
communication system and signaling system. Modbus protocol employed in the SCADA 
network is also introduced. In Section 3, the operation of PSD system is specifically 
presented and its vulnerabilities are further discussed in details. In Section 4, the security 
countermeasures to protect the PSD system operation against cyber attacks are proposed 
and discussed. In Section 5, experiments of cyber attack exploiting the SCADA system 
vulnerabilities and the countermeasures of preventing the attack are demonstrated and 
discussed. Finally, Section 6 outlines our conclusions.

2. Background of Metro SCADA System

The Metro SCADA system is composed of an Integrated Supervisory Control System 
(ISCS) and a train signaling system. ISCS provides facilities for integrated, centralized 
and localized control and supervision of electrical and mechanical subsystems remotely 
located at the passenger stations, power substations, depots, and tunnels. Through 
Communication Backbone Network (CBN) the whole Metro system can be remotely 
monitored, communicated and controlled from the Operation Control Centre (OCC). The 
signaling system supports communications between trackside controllers and trainborne 
controllers, and controls trackside equipment, e.g., PSD doors, and necessary 
mechanisms for train position localization. The standard Modbus protocol is employed in 
the ISCS for the information transfer among the devices.  
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Figure 1. A typical Metro SCADA system

A typical Metro SCADA system is schematically drawn in Fig. 1. The abbreviations 
appear in this paper and corresponding definitions are summarized in Table 1 below.

2.1. Control and Signaling System

The main subsystems of the SCADA system, i.e., ISCS system and the signaling system, 
are briefly described as follows.

ISCS system

The ISCS system consists of Station Management Systems (SMS) and a Central 
Management System (CMS). SMS, located at each train station, handles all the 
monitoring and control activities within each station. It handles internal/external interface 
with field devices, and acquiring data from and sending commands to field devices. The 
field devices include controllers of PSD doors, elevators, escalators, station and tunnel 
lighting, and so on. Standard Modbus protocol is employed for data exchange between 
Remote Terminal Unit (RTU) and Programmable Logic Controller (PLC) where sensors 
and controllers are connected to. CMS is installed at the OCC, provides control and 
monitoring covering all the stations. Human Machine Interface (HMI) allows human 
operators to monitor the state of a process under control, and to manually override 
automatic control operations in the event of an emergency.
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Table 1. Abbreviations and Definitions

Abbreviation Definition Abbreviation Definition

ATC Automatic Train Controller ICS Industrial Control System

ATS Automatic Train Supervision ISCS Integrated Supervisory Control 
System

CAN Controller Area Network OCC Operation Control Centre

CBI Computer Based Interlocking PEDC Platform Edge Door Controller

CBN Communication Backbone 
Network

PLC Programmable Logic Controller

CMS Central Management System PSD Platform Screen Door

DCU Door Control Unit RTU Remote Terminal Unit

DoS Denial of Service SCADA Supervisory Control and Data 
Acquisition

DPI Deep Packet Inspection SMS Station Management System

FEP Front End Processor TDS Training and Development System

HMI Human Machine Interface TIMS Train Information Management 
System

Communication system

CMS and SMS subsystems have their own Local Area Networks (LAN) respectively, 
which may use dual 10/100 Mbps Fast Ethernet built on switches and employ TCP/IP 
standard protocols. OCC and all stations communicate with each other through CBN, 
which actually is a Wide Area Network (WAN). The communication between trainborne
and trackside devices in signaling system can be done through leaky waveguide wireless 
channel, where microwave signals are transmitted in a trackside hollow rail.

Signaling system

The signaling system is responsible for the train communication and control. It includes a 
central Automatic Train Supervision (ATS) server located at OCC, trackside Automatic 
Train Controller (ATC) and Computer Based Interlocking (CBI) devices located at 
stations. The CBI device at each station also has a connection to the corresponding 
station LAN via a Front End Processor (FEP) and manages control signals on the 
trackside. Trackside ATC communicates with trainborne ATC through wireless channel, 
which operates in certain frequency band carrying control messages between the moving 
train and the station [6]. Trainborne Train Information Management system (TIMS)
provides central management of control and monitoring of a range of devices in the 
moving train and issues instructions for emergency situation handling.

2.2. Modbus Protocol

In the Metro SCADA system, Modbus protocol is used for the communication between 
various field devices, e.g., RTUs and PLCs. Modbus protocol was developed for 
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industrial automation systems, and has become a common industrial standard to transfer 
digital or analog I/O information, diagnostic commands, system logs, and register values
between industrial control and monitoring devices. Modbus protocol based devices 
establish the communication by using a master-slave technique in which only one device 
(the master) can initiate transactions. The other devices (slaves) will respond by taking 
the action requested in the query, or by supplying the requested data to the master. 

Modbus protocol has two variants: Modbus/RTU and Modbus/TCP. Modbus
protocol starndard defines the message structure and communication procedures [7, 8].
Modbus/RTU messages are transmitted between a master and slave devices over serial 
lines using the ASCII or RTU transmission modes. These messages usually have four 
main components: slave ID, function code, application data, and an error checking field. 
Comparing to Modbus/RTU, Modbus/TCP or Modbus over TCP protocol provides 
connectivity within an Ethernet LAN-based network as well as for IP-interconnected 
network, enabling a Modbus master to have multiple outstanding transactions, and a 
Modbus slave to engage in concurrent communications with multiple masters.
Modbus/TCP utilizes TCP to carry the data of the Modbus message structure between 
compatible devices.

From the angle of cyber security, Modbus protocol lacks mechanisms for verifying 
the integrity of messages sent between a master and slaves. Modbus protocol does not 
authenticate the master and slaves. Moreover, the protocol does not incorporate any anti-
repudiation or anti-replay mechanisms. The security limitations of Modbus can be 
exploited by attackers to compromise industrial control systems [5].

3. PSD Operation Mechanism and Security Vulnerability

The PSD serves as a safety barrier to prevent objects or passengers from falling onto, or 
gaining unauthorized access to the track, and in the case of underground track, protect 
passengers from strong tunnel draughts accompanying an approaching train. PSD usually 
has a strong frameless structure that aesthetically blends with the architectural design of 
the stations. 

Figure 2. A typical PSD system

The PSD system is designed to provide an efficient and safe door operation, and vital 
circuits are hardwired and based on safety logic with fail-safe principle. This means that 
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any single fault will not put passengers in danger. The PSD system includes two 
subsystems: signaling and control systems. The PSD signaling system consists of an 
ATC located in the train, an ATC and CBI at the station, and the Platform Edge Door 
Controller (PEDC) at platform, as shown in Fig. 2. The communication between ATCs is 
taken over wireless channel and proprietary protocols, and the channel between CBI and 
PEDC is hardwired serial line. The PSD control system, being a part of the ISCS, consists 
of in HMI, ATS, RTU and also the PEDC, and uses standard communication protocols, 
such as Modbus/RTU and RS485. 

3.1. Platform Screen Door Operation

The train controls the open and close of the platform doors via the PSD system when it 
arrives and leaves the platform, in addition to simultaneously controlling the opening and 
closing of train doors through an internal train control system. 

The vital commands, e.g., open and close the PSD doors, are communicated through 
the CBI in the signaling system. Other commands, such as PSD doors state setting, are 
transmitted in the control system. In CBI, the interlocking is an arrangement of signals 
and signal appliances which are interconnected such that their movements must succeed 
each other in proper sequence, and an action would not be performed without predefined 
conditions satisfied. For example, when a train is arriving at a station, the command of 
opening PSD doors will be issued only after the train has fully stopped and also stopped 
at the pre-defined position. Trainborne ATC issues open/close PSD door commands 
through wireless channel to ground station ATC, and through wired line to CBI for 
interlock checking and then to the trackside PSD controller - PEDC. PEDC executes 
these commands to open or close the doors via hardwired lines to the Door Control Units 
(DCUs). The train’s operation is also affected by doors’ states fed back from DCUs to 
PEDC and to CBI. The doors’ open/close states are detected or monitored by sensors, and 
these can be mechanic touch sensors, and the sensed door state information is processed 
in CBI. Only all doors are closed or opened will the CBI acknowledge the state of the 
accomplished command to the train [9, 10, 11]. 

PSD doors can also be controlled/monitored through PSD control system, i.e., 
through ISCS. The main functions performed by the PSD control system are to collect 
platform door state information, and enable/disable the door operation. ATS in the ISCS 
can issue PSD open/close commands, but the commands have to pass through the 
signaling system via FEP and to CBI. The data collecting and state setting commands are 
transmitted in ISCS among HMI, the RTU and the PEDC. E.g., when being informed that 
certain train doors are inoperative, the ISCS sends state setting commands to PEDC via 
RTU to disable the corresponding PSD doors. PEDC links with DCUs via Controller 
Area Network (CAN) bus to communicate control system commands received by the 
PEDC from the ISCS to the DCUs, and status reports from DCUs to the PEDC and en 
route to the ISCS. 

3.2. PSD System Security Vulnerabilities

The availability and reliability of the PSD system are directly relevant to the train’s 
smooth operation. Any disturbance to the operation of the PSD system will disrupt the 
train’s schedules, e.g., failure to open the PSD doors will block passengers from exiting
or entering the train. Although such disruption may not jeopardize the safety of 
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passengers due to the fail-safe mechanisms enforced in the system, it affects train service 
availability, results in revenue loss, and damages operator’s reputation. 

The normal PSD operation could be disrupted by cyber attacks, such as forged 
message injection, and message replay attacks. The PSD signaling system employs 
closed and proprietary communication protocols and interfaces, which are secretly kept 
and is thus harder for the cyber attacker to penetrate to the system. However, it is 
different for the ISCS system, where openly accessible standard protocols and interfaces 
are employed. With known protocols and message format, and compounded with weak 
security protections, the ISCS is more vulnerable to cyber attacks.  In the following sub-
sessions, the PSD control system’s security vulnerabilities are analyzed.  

Forged Message Attack

In the Modbus data units there is no command sequence number. The master device 
associates the first response received with its command, and responses which are not 
associated with a command will be discarded by the master. There is no digital signature 
or authentication mechanism in the Modbus data units to allow the master to confirm the 
response is from the addressed slave. An attacker could insert a response to a command 
sent to another slave before the addressed slave can respond. This vulnerability allows an 
attacker to eavesdrop on Modbus communications and forge a response to a command 
before the addressed slave responds. For example, a forged response to a state collecting 
command would report false PSD doors state information which causes the operator to 
make wrong assessment and take wrong action. 

Message Replay Attack

Due to the lack of message authentication and integrity checking, the message receiver 
would fail to identify the replaying messages. The control commands or responses 
to/from the PSD system could be captured over the transmission process and later simply 
replayed by an attacker. The replayed control command could set wrong PSD door states, 
and the replayed response messages could lead the operator to make wrong control 
decision. Besides the PSD system, other electrical and mechanical subsystems in the 
Metro system are controlled and monitored by operators via the communication networks 
in ISCS, and they are vulnerable to the message reply attacks due to the weak security 
measures in the ISCS system. 

Human Factors

State-of-the-art technology cannot secure the Metro system alone, minimizing human 
error is even more crucial. Errors from operators —violations of standard procedures, 
wrong configured settings, lack of vigilant and prompt investigation of suspicious 
communications —open the door to successful attacks. For example, using a personal 
USB thumb drive on the ISCS equipment may introduce malware, virus into the system 
that compromises the PSD system, and not strictly following the procedure when 
operating the system or handling any anomaly could let the attacker bypass the security 
wall as well. Human factors play an important role in securing the Metro system, since 
the system is still vulnerable to human error even with strong security measures enforced.
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4. Countermeasures to PSD System Attacks

The PSD system vulnerabilities could be exploited by adversary to disrupt the system
operation. We study the available security approaches to counter the attack, and to secure 
the PSD system. 

4.1. Secure Modbus protocol

To counter the message modification and replay attacks due to the lack of authentication 
controls in the protocol, i.e., to identify and prevent forged messages from an attacker, 
one approach is to develop and apply a secure industrial protocol, e.g., secure Modbus 
protocols [12, 13]. The secure protocol implements an authentication mechanism that 
provides a verifiable and secure way of indentifying the source of all data transmission. 
The authentication feature can be enhanced by employing symmetric cryptography and 
hashed message authentication codes. In the protocol both sender and receiver share a 
common secrete key from which session key is generated. The approach is an ideal one 
as it solves the problems at their origin, but to implement such a secure industrial 
communication protocol faces challenges because of the introduced significant changes 
to the long lifecycle legacy SCADA system and configuration. 

4.2. SCADA Firewall

An approach that effectively addresses the forged message injection attack issues while 
without significant changes to the legacy system is to deploy SCADA firewalls. A 
SCADA firewall can be an independent device that locates between the sender and 
receiver and examines the packets passing through it. It filters the packets based on pre-
defined rules, e.g., on IP address, protocols, port numbers and Modbus function codes. It 
could filter out the packets with irregular formats or unspecified instruction [14, 15]. 
However a pure firewall could not block the replaying packets and forged packets which 
have normal formats and contents, and comply with the pre-defined rules, as it does not 
perform message authentication and message sequence checking.  

4.3. Security Gateway

The PSD system does not demand very stringent reaction time to the door 
opening/closing action. As the default time to execute the opening/closing commands are 
in a few seconds [9], an extra time in the milliseconds for processing security schemes 
would be acceptable. 

The approach of deploying a security gateway could enforce the security measures 
such as message authentication and integrity. The security gateway, located before the 
field devices, e.g., before RTU or PLC as they generally interface with multiple field 
devices, can be an independent device that has the computation power and storage 
capacity to perform key management, authentication and message integrity functions in 
the place of RTU or PLC. A secure channel could be setup between the HMI and the 
gateway. There is no change required to RTU or PLC, but one of drawbacks of this 
approach is the extra processing time introduced in implementing the enhanced security 
features, which may not be feasible for time critical control process. As pointed out above, 
the PSD system can tolerate milliseconds delay, thus the gateway approach can provide a 
secure communication channel from the server and HMI up to the front of RTU or PLC. 
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4.4. Human Factor

Despite all the countermeasures enforced in the technique domain, an error contributed to 
human factors could break up the defense line, resulting in the PSD operation disruption. 
The importance of technology, procedures and people must be emphasized in equal order.
The countermeasures to prevent human errors should involve the awareness education of 
the human vulnerabilities, commitment to operational principles, compliance to operation 
standards, and clear communication of responsibility and accountability.  

5. Experiment Study

Experiments are conducted to demonstrate the cyber attacks to the ISCS system and 
evaluate the feasible countermeasures to prevent such attacks. We present the 
experiments in which an attacker exploits security vulnerabilities of the protocol 
employed in the ISCS system and launches message replay and forged message attacks, 
and these attacks could compromise the PSD system and other systems related to station 
equipment operation. 

The experiments are conducted on a Training and Development System (TDS) -- a
testbed of the ISCS system of a Metro system, which is built to test new software and 
system, and train new staff. The experiments could not be conducted on the real Metro
system, for fear of disturbing its operation. The hardware and software configuration and 
operation of TDS are similar to those of the ISCS system in a train station. The hardware 
and software components include HMI, RTU, Ethernet switch, HMI software and 
Modbus protocol. The TDS is a small scale implementation of the ISCS system, so the 
experiments of cyber attacks and countermeasures on the TDS are equally applicable to 
the real operating Metro system, without facing the risk of interfering with train revenue-
producing operation. There are some cases of SCADA testbed, but not Metro SCADA 
testbed, can be used by us as reference [16]. Our experiments assume that attacker can 
gain physical access to the ISCS network, e.g., access a switch by an insider or a visitor 
in the control or station room. The testbed and experiment setup is shown in Fig. 3. 

Figure 3. Testbed and experiment setup
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The testbed consists of a HMI, a server, and a RTU connected by an Ethernet switch. 
An attacker’s laptop PC is connected to the switch. A firewall device is later inserted in 
the testbed between the switch and RTU to counter the cyber attacks. The HMI is a
software application and an important part of ISCS system that presents the real-time 
information to an operator about the states of multiple processes, and to implement 
various control instructions. For example, as shown in Figure 1, an operator sits in a train 
station can use the HMI to remotely monitor the real-time conditions of field devices. 
The operator can remotely retrieve RTU status information, read register values of certain 
PLC, control station lighting systems, open or close station power systems, disable one or 
multiple platform screen doors, and many more. Typically, the above information is 
displayed in a graphic format or Graphic User Interface (GUI). Meanwhile, the operator 
can also use pre-defined buttons and hyperlinks in the HMI to implement commands to 
control the above systems. 

The RTU provides intelligence in the field, and allows the operator or central 
SCADA server to communicate with the field instruments. Its function is to control 
process equipment at the remote site, and acquire data from the equipment. A RTU may 
be interfaced to multiple servers and field devices with different communication media. 
In the typical Metro implementation, RTU connects PEDC and multiple PLCs with 
RS485 serial interface, and the commands to field devices will go through RTU and be 
relayed to the field devices. If forged messages could be accepted by RTU, then they 
would be accepted as well by the connected field devices, as over the RS485 line and in 
the field devices there is no cyber security mechanism to examine whether a seemingly 
normal message is an authentic one.

Various cyber-attack techniques can be applied to attack a SCADA system, such as 
Distributed Denial of Service (DDoS) attack, Man in-the-middle attack, forged message
attack, virus and Trojans, and social engineering. In the testbed environment, to test the 
attack on a certain subsystem without affecting others, forged message attack or packet 
replay attack technique is selected. The experiments demonstrate that control commands 
to the field devices could be captured, modified or replayed by an attacker, and be 
injected into the ISCS, and be accepted and processed by the RTU. In the following, due 
to the project confidentiality requirements, some descriptions of raw data and specific 
protocols employed in the SCADA system are not disclosed.

5.1. Replay/Forged Message Attack

The objective of replay attack is to control the field devices in SCADA system by 
sending “legal” commands. However, this “legal” only indicates the packet frame, 
because the attacker can generate the command packets by using his/her knowledge of 
the industrial protocol. Both the original command and forged command can be accepted 
and executed by SCADA device, such as RTU and PLC. The difference is that the forged 
command is sent to the RTU at a wrong time. For example, the attacker sends a forged 
command to shut down the station lighting during peak hours.

To successfully send a forged single packet that can be accepted by RTU and the 
field device, the process can be divided into the following stages:

� Packets sniffing
� Packets analyzing
� Packets impersonating
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Packets sniffing

We assume that an attacker can find a way to physically connect his/her attacking tools 
into the SCADA network. This assumption is necessary if the SCADA network is a
closed network without connecting itself to public Internet. One of the sniffing methods
has been described below.

The attacker connects a device, such as a Linux Ubuntu OS laptop, to the switch 
located in the middle of communication channel between the HMI and RTU, and sniffs 
the control commands destined to field devices. We use a Cisco 2960 switch, which is a 
popular module and employed in many real systems. For example, the attacker can 
connect his/her laptop into an empty port of station switch, and configure that port as a 
mirror port. Hence, all the network traffic between HMI and RTU will be copied into the 
attacker’s laptop. This step is easy for insider attack. To capture and view the packets on 
the laptop, the attacker can install Wireshark and make sure that the network card is 
running on promiscuous mode. As the network traffic is not encrypted, all network traffic 
is in plain text and readable by the attacker’s sniffer. The attacker eavesdrops and records 
the network traffic and then further analyses the control command for its corresponding 
functions and contents.

If the switch administrator sets a password to log in the switch configuration mode, 
the attacker may face certain challenges when he/she tries to configure the mirror port. 
The attacker can use other hacking techniques such as Address Resolution Protocol
(ARP) spoofing. Another easy option is to unplug the RTU Ethernet cable from the 
switch, and plug attacker’s laptop in between. In such case, the laptop works in network 
bridge and sniffer mode. In reality, the attacker also needs to pay attention on the security 
mechanisms employed in the SCADA system, such as Intrusion Dedection System, 
which may alert the administrator any irregular operations. However many legacy 
SCADA systems do not employ good protection mechanism as they were built in more 
than 20 years ago. 

Figure 4. Packets sniffing
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Packets analyzing

The next step is to perform a deep analysis of the captured packets. The attacker tries to 
find the packets that carrying important SCADA control instructions. Only after 
gathering sufficient knowledge about the network traffic and the control command 
functions, the attacker can further forge those control instructions according to their 
targeting objectives. As described above, the field devices are connected to RTU through
serial communication. A control command is always transmitted over TCP/IP to the RTU 
first. Modbus/TCP (TCP port 502) is the most common industrial protocol to transmit 
such commands. Then the RTU plays as a protocol converter to re-package the packet 
payload based on serial communication standard, and sends the command to its 
destination. To recognize the control instruction related packets, the attacker can use the 
following characteristics to match:

� Protocol -- Typically, most SCADA commands will be transmitted over 
Ethernet by TCP.

� Port number -- Typically, each control command will be assigned a unique and 
static TCP port number. Some commands will use standard Modbus/TCP, which 
is TCP port 502.

� Packet timing -- Based on traffic volume, more than 90 percent of packets are 
periodic, because they are used to keep the SCADA system alive. The control 
commands may appear non-periodic.  

� Other packet details -- For a TCP/IP packet, a lot of information can be used to 
identify itself, such as MAC/IP addresses, TCP flags, SEQ/ACK numbers, and 
payload length.

Once control instruction related packets are identified, the attacker needs to analyze 
its payload frame. This is also a critical but time-consuming reverse-engineering step. 
The complexity and possibility of payload frame may vary depending on the controlled 
functions and scale of on-site devices.  If the SCADA system utilizes standard industrial 
protocol such as Modbus, most of them will be exactly same or very similar to standard 
Modbus payload frame. Statistics is the most direct and efficient methodology to analyze 
and summarize the payload frame so far. Hence, a successful payload analysis needs 
enough sniffed packets for each operation.

Figure 5. Standard Modbus/TCP packet frame

Packet impersonating

Let assume the attacker has already identify a single packet that carrying the instruction 
to disable the PSD system, then he/she can forge it and re-send it to RTU at any time 
he/she wants. If the packet were sent during peak hour, the passengers could be blocked 
from entering or leaving the train.
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As shown in Fig. 5, the attacker can forge the data part based on original packets.
Some examples are shown below. All of them may disrupt the normal operation of PSD 
or other systems behind RTU.

� Change the function code of Modbus
� Read the register values of RTU
� Write new/invalid values into RTU registers
� Remote restart PSD devices
� Clear device memory, reset counters in memory
There are many available packet generators can be used to simulate legal SCADA 

traffic as well as generate forged packets for attacking purpose, such as
� Colasoft Packet Builder (Windows OS) [17], an example shown in Fig.6.
� PackEth (Linux Ubuntu OS) [18]

The forged packets can be sent out from any laptop that is connected to the switch 
(Fig. 3). The attacker could further modify the packet payload or the packet header such 
as IP address and MAC address of legitimate sender, and fabricate and send a false 
command to RTU. The forged command could be accepted by RTU without 
distinguishing whether it is an authentic original command or a replay command. The 
RTU could execute a forged command that requests state information without realizing 
the ongoing attack and report its state information in a response packet.

Figure 6. Customized packets generator (Colasoft) in Windows OS

5.2. Firewall Countermeasure

To protect the SCADA system against cyber attack, a firewall approach is evaluated.
A firewall is a network security device that monitors and controls network traffic passing 
through it based on predefined security rules, and it incurs less interference to the legacy 
system than other approaches, such as upgrading communication protocols and installing 
security gateways. In the experiment, a specific firewall device is chosen [14], which has 
features such as plug-n-protect installation, no requirement on network configuration and 
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routing table’s change, and no disruption to the existing control system. It can perform 
deep packet inspection (DPI), which inspects deeper into the application content fields of 
a packet, specifically to common industrial protocols, to examine command message 
structure or Modbus function code and determine whether the intended action makes 
sense. The DPI functions of the commercial firewall product do not work for non-
standard proprietary protocols, which unfortunately is the case of the system under study. 
The firewall is placed between the switch and the RTU to filter traffic comes into or from 
the RTU, illustrated in Fig.3. In the experiment, the firewall can successfully block the 
forged packets if the attacker uses an IP address and a port number that are not existed in 
the pre-defined firewall rules. In a SCADA firewall, all existed legal network devices
must be recorded in its rule list. Hence, the threats from unknown devices can be reduced 
but not eliminated. In Fig. 7, Rule 1 and Rule 2 are very basic examples to put legal 
SCADA field devices into whitelist. On the other hand, each SCADA command is 
always assigned a static TCP port number. Those port numbers will be in standby status 
and wait for incoming commands. All other unrelated ports are suggested to be put into 
blacklist of firewall. Hence, the attacker cannot invade through those ports. Most 
SCADA commercial firewall products are able to achieve above functions. But it does 
not mean perfect protection at all.

If the attacker can generate forged packets with IP addresses and port numbers which 
are allowed by the firewall rules, then the firewall may failed to block such packets. As 
described in Section 5.1, Fig. 6 and Fig. 7, a 3-step forged packet method was applied 
during the experiment to send attacking packets and pass the firewall successfully. 
Besides IP addresses and port numbers, the attacker can also calculate the correct 
Seq/Ack number, checksum and flags. This is relatively easy work for experienced 
attacker.

Figure 7. Forged/replay packets can evade firewall detection

The firewall could filter out the forged packets carrying undefined IP address, port 
number, protocols, or with abnormal packet format, but it failed to prevent the 
replay/fabricated message attacks as long as the packets comply with the predefined 
firewall rules. Most SCADA firewall products will work on single packet inspection by 
checking whether their packet frame match all the pre-defined rules.

The experiments show that once an attacker is able to access the ISCS network, he 
could launch a series attacks on the Metro system, besides on the PSD system. It is due to 
the weak security measures of the Metro system, as there are no message authentication 
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and integrity mechanisms enforced in the communication protocols. Applying firewall 
can block the attack packets which are not allowed by the pre-defined policy rules, but
the approach has its limitations. However, a SCADA firewall can be more efficient and 
advanced when it performs the following functions:

� Restrict unknown devices to connect to SCADA network -- If the SCADA 
network uses static IP addresses instead of Dynamic Host Configuration 
Protocol (DHCP), it will be harder for an attacker to connect his/her attacking 
tools to the network.

� Only allow connections on known ports, restrict traffic from new ports -- Ports 
look like the gates of a network. Unnecessary gates should always be kept 
locked. Then the firewall can only inspect the traffic pass the known ports.

� Able to do Deep Packet Inspection (DPI) [19] on non-standard industrial 
protocol -- However, available commercial SCADA firewall products, e.g., [14, 
15] are designed to inspect the payload of standard industrial protocols.

The firewall technology alone could not completely protect the SCADA system from 
cyber attack. A consolidated security approach will be more effective which offers tightly 
integrated multiple detection mechanisms including rule based packet filtering and 
sender’s authenticity verification. 

6. Conclusion

We described a specific PSD system in detail, and analyzed its security vulnerabilities. 
The attacks, in the form of forged message and message replay, could exploit the 
vulnerabilities of weak security communication protocols in the ISCS system and disrupt 
the PSD system and other equipment operation. Countermeasures were studied that 
include employing secure communication protocols but faces challenges as it requires 
significant changes to the legacy system. The secure gateway approach, requiring less 
change to the legacy system, could perform the security functions otherwise to be done in 
RTU or PLC, and apply a wide range of security technologies to protect the system. 
Another approach, easier to be adopted, is to deploy firewall but it has limitations. The 
firewall approach could filter out packets based on pre-defined rules, but fail to block 
packets which comply with the rules. Due to the concern of disrupting the revenue 
generation Metro system operation, the experiments were not performed on the working 
PSD system, instead on a testbed of train station SCADA system. The experiment
successfully demonstrated the forged and replay packet attacks to the system devices and 
the effectiveness of firewall protection in the SCADA system. This work points out that 
we should mind not only the platform gap, but the cyber security gap in the PSD system 
as well.
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Abstract. Messaging systems operating within the public cloud are gaining popu-

larity. To protect message confidentiality from the public cloud including the pub-

lic messaging servers, we propose to encrypt messages in messaging systems us-

ing Attribute-Based Encryption (ABE). ABE is an one-to-many public key encryp-

tion system in which data are encrypted with access policies and only users with

attributes that satisfy the access policies can decrypt the ciphertexts, and hence is

considered as a promising solution for realizing expressive and fine-grained access

control of encrypted data in public servers. Our proposed system, called Attribute-

Based Secure Messaging System with Outsourced Decryption (ABSM-OD), has

three key features: enabling expressive and fine-grained access control of encrypted

messages by users, supporting outsourced decryption to the cloud while without

compromising confidentiality of decrypted messages, and allowing server-aided re-

vocation to provide effective and instant user revocations.

Keywords. Attribute-Based Encryption, Secure Messaging, Outsourced Decryption

1. Introduction

Messaging systems such as WhatsApp, Facebook Messenger, WeChat, Line, Viber, etc

are becoming very popular. Users from different localities have their preferred choices

of messaging services1. Since these messaging systems reside in the public domain and

are subjected to threats on the Internet, security savvy users might be reluctant to trust

the service providers to protect the privacy of their messages and there is a growing

demand to provide end-to-end encryption in public messaging services. Furthermore, in

a threat landscape study, instant messaging platforms are becoming attack vectors which

can result in further damages2.

Messages can be in the form of Electronic Mail (Email), Short Message Service

(SMS), Instant Messaging (IM), etc which allow users to share information and collab-

orate effectively. Previous messaging services focus on functionality over security and

the threats on the Internet poses challenges on these messaging services. In 1991, Phil

Zimmermann introduced the Pretty Good Privacy (PGP)3 to protect the confidentiality

and authenticity of emails. Later in 1995, Secure/Multipurpose Internet Mail Extensions

(S/MIME) (currently version 3.24) was introduced to provide a standard way to protect

1https://www.similarweb.com/blog/worldwide-messaging-apps
2https://www.fortinet.com/content/dam/fortinet/assets/white-papers/Executive-Summary-CTAP.pdf
3PGP https://en.wikipedia.org/wiki/Pretty Good Privacy
4S/MIME version 3.2 Message Specification https://tools.ietf.org/html/rfc5751
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Multipurpose Internet Mail Extensions (MIME) email messages. However, due to the

complexity of the solutions and the need for user involvement, both PGP and S/MIME

are not widely adopted today [14]. In 2014, Google started implementing the OpenPGP5

standard (IETF RFC48806) as a Chrome Extension (End-To-End)7 to enhance the mes-

saging security within the browser. However, PGP and S/MIME are based on the tra-

ditional public key encryption hence have a drawback in scalability. Transport messag-

ing protocols like Secure Sockets Layer (SSL), Transport Layer Security (TLS), and Se-

cure Shell (SSH), etc were introduced and enhanced to protect the delivery of messages.

However, transport protection is inadequate in protecting message security and privacy

as these messaging systems assume that the servers are trusted.

The Signal protocol is used in Signal [7], WhatsApp8, Facebook Messenger9 and

Allo10 to provide end-to-end encryption. These systems rely on trusted servers to ex-

change users’ public keys during communication. With the threats in the public domain,

key management and transport protection are insufficient in protecting the data security

of messaging systems. In addition, these messaging systems assume that the servers re-

siding in the public domain are trusted. Public threats and malicious insiders can reduce

the data security and user privacy of these messaging systems.

ABE is a one-to-many public-key encryption where private keys of users and access

policy of encrypted data are based on user attributes. ABE allows a sender to embed

access policy with encrypted data and only authorized users will be able to gain access

to the original data and is widely considered as a promising technique for providing

expressive and fine-grained access control of end-to-end encrypted data.

Some studies have considered secure messaging from an access control perspective

by integrating ABE with existing messaging systems [4][11][17]. However, these sys-

tems require the users to perform full decryption which can be resource intensive for

mobile users, especially if the ciphertexts have complex access policies. In [4] and [11],

revocation is achieved by issuing decryption keys with expiry date, however a direct

revocation approach might be more desirable.

In this work, we propose an Attribute-Based Secure Messaging System with Out-

sourced Decryption (ABSM-OD) which provides end-to-end message security on the

cloud. ABSM-OD is designed to operate in environments where the messaging servers

reside in a public untrusted domain. Messages are stored on the cloud and only autho-

rized users will be able to obtain the original data. Specifically, ABSM-OD possesses the

following three features.

Fine-grained Access Control of Encrypted Messages The use of ABE allows ex-

pressive and fine-grained access control to be enforced on encrypted messages which

ensures end-to-end message confidentiality.

Outsourced Decryption The computation of ABE decryption is offloaded to the

cloud, hence keeping the resource requirements on the users to the minimal and without

exposing users’ messages to the cloud.

5MIME Security with OpenPGP https://tools.ietf.org/html/rfc3156
6OpenPGP Message Format https://tools.ietf.org/html/rfc4880
7End-To-End https://github.com/google/end-to-end
8https://whispersystems.org/blog/whatsapp-complete/
9https://whispersystems.org/blog/facebook-messenger/
10https://whispersystems.org/blog/allo/
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Effective User Revocation Compromised users can be directly revoked from the

system with the use of server-aided revocation technique. Users and attributes can be

managed effectively within the system.

With the features of ABSM-OD, enterprises operating their messaging systems in

the cloud will be able to preserve message security. Since only ciphertexts are available

on the cloud, cloud service providers will have no access to the underlying messages.

If the messaging systems are compromised, adversaries will only obtain the ciphertexts

and not the original messages. Furthermore, enterprises will be able to manage the access

control of messages effectively within a cloud environment.

2. Preliminaries

This section describes the notions that are to be used in the construction of ABSM-OD.

Symmetric Key Encryption: The scheme consists of the following:

• Key Generation k ← GenSE : It outputs a random key k.

• Encryption CTM ← EncSE(k,M) : Takes a key k and message M. It encrypts

message M with key k and outputs ciphertext CTM.

• Decryption M/⊥← DecSE(k,CTM) : Takes a key k and ciphertext CTM. It de-

crypts ciphertext CTM with key k and outputs message M or ⊥ indicates error.

Digital Signature: The scheme consists of the following:

• Key Generation (pk,sk)← GenDS: It outputs a signing key sk and verifying key

pk.

• Message Signing σM ← SignDS(sk,M) : Takes a signing key sk and message M.

It signs message M with signing key sk and outputs message signature σM.

• Message Verification 1/0 ← VerifyDS(pk,M,σM) : Takes a verifying key pk,

message M and message signature σM. It verifies message M with verifying key

pk. It outputs 1 when the message is valid, 0 if otherwise.

Ciphertext-Policy ABE with outsourced decryption: An ABE with outsourcing

decryption scheme proposed by Green et al. [9] that we denote as ABE-OD consists of

the following:

• (MSK,MPK) ← SetupABE(κ,U): Takes a security parameter κ and generates

master secret key MSK and master public key MPK.

• CTAM
← EncryptABE(MPK,M,AM): Encrypts M using MPK and access struc-

ture AM and outputs an ABE ciphertext CTAM
.

• (DKAu ,TKAu) ← KeyGenABE(MSK,Au): Generates transformation and decryp-

tion keys using input master secret key MSK and user attributes Au. It outputs a

decryption key DKAu and a transformation key TKAu .

• CTout ← TransformABE(TKAu , CTAM
): Partially decrypts ciphertext CTAM

us-

ing transformation key TKAu and outputs a partially decrypted ciphertext CTout .

• M/⊥ ← DecryptABE(DKAu ,CTout): Decrypts partially decrypted ciphertext

CTout with decryption key DKAu and outputs a message M or ⊥ where ⊥ indicates

error.
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3. Proposed System Overview

Figure 1. Attribute-Based Secure Messaging System with Outsourced Decryption

Figure 1 illustrates the overall proposed system architecture of ABSM-OD. The sys-

tem comprises of four parties namely Key Generation Centre (KGC), Message Transfor-

mation Server (MTS), Messaging System (MS) and users. The KGC manages user at-

tributes, issues decryption keys to users based on their attributes and generates transfor-

mation keys to the MTS. The MTS determines recipients using the access policies of the

ciphertexts and transforms the ciphertexts for each recipient. The MS stores two types of

ciphertexts, ciphertexts received from the users and ciphertexts transformed by the MTS.

Users interact with the MS to send/retrieve ciphertexts.

The KGC generates the public parameter and the master private key, and issues MTS

with a signing and verifying key pair. Before a user can send/retrieve ciphertexts, a user

needs to be registered in the system. The user generates a signing and verifying key pair

and provides the verifying key to the KGC. The KGC registers the user with the verifying

key, a set of user attributes and an user identifier, and generates ABE attribute keys (i.e.

transformation and decryption keys) for the user. The KGC issues the decryption key to

the user and distributes the user identifier, user verifying key, user attributes and trans-

formation key to the MTS. Thereafter, the user will be able to send/retrieve ciphertexts.

When the user wants to send a message, the user encrypts the message with an ac-

cess policy and signs the ciphertext with a timestamp and the user identifier. The user

then sends the ciphertext, timestamp, user identifier and signature to the MS. When the

MS receives the ciphertext, the MS requests the user verifying key from the MTS us-

ing the user identifier. If the user is unauthorized or revoked, no user verifying key is

returned and the MS will discard the ciphertext. If the user is valid, the MTS will return

the user verifying key to the MS for ciphertext verification. If MS fails to verify the ci-

phertext, the ciphertext will be discarded. Once the ciphertext is verified, the MS will

forward the verified ciphertext to the MTS. As the MS is subjected to attacks in the pub-

lic domain, the MTS will verify the ciphertext again. If the verification fails, MTS will

discard the ciphertext. Once the ciphertext is verified, MTS resolves the recipients based

on the access policy of the ciphertext, transforms the ciphertext for each recipient and

signs on the transformed ciphertexts. Thereafter, the MTS requests for MS to store the

transformed ciphertexts. When the users request for the ciphertexts, the MS will send the
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transformed ciphertexts to the users. Users will verify the transformed ciphertexts using

the MTS verifying key. If verification fails, the transformed ciphertexts are discarded. If

the ciphertexts are valid, users will use their decryption keys to decrypt the ciphertexts

to obtain the original messages.

When a user is compromised, KGC will remove the user verifying key, user at-

tributes and transformation key from the MTS. Subsequently, the compromised user will

not be able to retrieve existing and new ciphertexts and any new ciphertexts generated by

the compromised user will be rejected by the MS or MTS.

3.1. Threat Model

We assume that the KGC is trusted. MTS is honest-but-curious such that it will honestly

follow the protocol as required but will attempt to obtain sensitive information such as the

message encrypted in a ciphertext. MTS operates within a private cloud and is assumed

not to collude with users. MS is untrusted and resides in the public cloud.

Any adversary will be able to compromise and gain access to the MS within the pub-

lic domain. If the adversary gain access to the MS, the ciphertexts and the transformed

ciphertexts should not reveal sensitive information.

3.2. Design Objectives

• Confidentiality
The main objective is to design a secure messaging system that can provide end-

to-end message confidentiality. The sender determines the access policies of the

encrypted messages and only privileged users can access the underlying mes-

sages.

• Efficient Decryption
As mobile users may have limited resources, it is desirable to reduce the com-

putational cost of users in decryption. Towards this end, we adopt an ABE with

outsourced decryption [9] to offload decryption operations to the cloud.

• Message Authenticity
With the prevalent of spam and malicious messages, it can be challenging for

users to recognize if received messages are valid, hence it will be desirable that

received messages are indeed authentic. As the sender will sign on the message

ciphertexts and MTS will sign on the transformed ciphertexts, the signing of ci-

phertexts will provide the authenticity of the messages.

• Traceability
The source and changes of ciphertexts can be crucial for audit purposes, hence

it is desirable for the system to maintain the traceability of the ciphertexts. To

achieve traceability, user identifiers are included into the ciphertexts and digital

signatures are used by the sender and MTS to sign the ciphertexts.

• Revocation
Another consideration is to provide an effective user and attribute revocation, any
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revoked users should no longer be able to access the system to send/retrieve mes-

sages. The use of direct revocation of users with server-aided technique achieves

this objective.

4. ABSM-OD Construction

In this section, we describe a concrete construction of ABSM-OD based on ABE-OD

[9], symmetric encryption and digital signature.

Assuming that the KGC keeps a list KGCSTORE, storing the user identifier oidu,

user verifying key pku, user attributes Au. A tuple in KGCSTORE is represented as

〈oidu, pku,Au〉.
The MTS keeps a list MT SSTORE, storing the user identifier oidu, user verifying

key pku, user attributes Au, transformation key TKu. A tuple in MT SSTORE is repre-

sented as 〈oidu, pku,Au,TKu〉.
The MS keeps two types of ciphertexts (message ciphertexts and transformed cipher-

texts) in the list MSGSTORE. A message ciphertext includes a message identifier midM,

user identifier oidu, access structure AM, message timestamp tsM, message ciphertext

CTABE
M and ciphertext signature σCTABE

. A tuple of message ciphertext in MSGSTORE

is represented as 〈midM,oidu,AM, tsM,CTABE
M ,σCTABE

〉. A transformed ciphertext in-

cludes a new message identifier midTMi
, sender user identifier oids, recipient user iden-

tifier oidri , a creation timestamp tsTMi
, transformed ciphertext CTABE

TMi
and transformed

ciphertext signature σTi . A tuple of transformed ciphertext in MSGSTORE is represented

as 〈midTMi
,oids,oidri , tsTMi

,CTABE
TMi

,σTi〉.

System Initialization (MPK,MSK, pkmts,skmts)← Setup(κ ,U) : During the initial-

ization, KGC runs the ABE setup to create the master secret key MSK and public pa-

rameters MPK (i.e (MPK,MSK)← SetupABE(κ,U)). In addition, KGC issues a pair of

signing key and verifying key to the MTS (i.e. (pkmts,skmts)← GenDS for MTS).

User Registration (DKu,TKu)←RegisterUser(MSK,oidu, pku,Au): To allow a user

u to use the system, KGC needs to register the user u in the system. First, the user u
generates a signing and verifying key pair (pku,sku)← GenDS and provides the verify-

ing key pku to the KGC. KGC registers the user u in the system with the user identi-

fier oidu, user verifying key pku, user attributes Au and provides the user identifier oidu,

user verifying key pku to the MTS. KGC performs the Attribute Key Generation (i.e

(DKu,TKu)← KeyGen(oidu,MSK,Au)) to update transformation key TKu and user at-

tributes Au of user u to the MTS and issues the decryption key DKu to user u.

Attribute Key Generation (DKu,TKu) ← KeyGen(oidu,MSK,Au): When a user

u requires a set of attribute keys, KGC performs the ABE Key Generation (i.e

(DKu,TKu) ← KeyGenABE(MSK,Au)) to obtain the decryption key DKu and transfor-

mation key TKu of user u.

Attribute Key Update (DK
′
u,TK

′
u)←KeyUpdate(oidu,MSK,A

′
u): When the user at-

tributes of user u changes from Au to A
′
u, KGC updates the user attributes from Au to A

′
u.
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KGC revokes the transformation key TKu of user u on the MTS. Also, KGC performs

Attribute Key Generation (i.e (DK
′
u,TK

′
u)←KeyGen(oidu,MSK,A

′
u)) and updates MTS

with the new transformation key TK
′
u and new user attributes A

′
u. KGC issues the new

decryption key DK
′
u to user u.

User Revocation 1/0 ←RevokeUser(oidu): When a user u is compromised, the user

u will need to be revoked in the system. KGC and MTS will need to revoke the user

verifying key pku, user attributes Au and transformation key TKu of user u. The tuples

in KGCSTORE and MT SSTORE will be updated as 〈oidu,−,−〉 and 〈oidu,−,−,−〉 re-

spectively. Once revoked, any verification of ciphertexts signed by user u with identifier

oidu at the MS and MTS will fail and the MTS will not transform any new ciphertexts

for user u.

Message Encryption CTABE ← EncryptMessage(MPK,M,AM,oidu,sku): When

a user u wants to send a message M, the user u will specify the access structure

AM to encrypt the message. The user u generates a random key kM ← GenSE to en-

crypt the message M (i.e CTM = EncSE(kM,M)). The user u performs the ABE en-

cryption on the random key kM with access structure AM to get the key ciphertext

CTABE
kM

= EncryptABE(MPK,kM,AM). The ciphertext CTABE
M = (CTM,CTABE

kM
) forms

the ciphertext for the message M. The ciphertext CTABE
M , a message identifier midM,

user identifier oidu and ciphertext timestamp tsM forms the ciphertext CTABEM
=

(midM,oidu,AM, tsM,CTABE
M ) for the MS. Before sending the ciphertext CTABEM

,

the user u signs the ciphertext CTABEM
with the user signing key sku (i.e σCTABE

←
SignDS(sku,CTABEM

)) and sends the ciphertext CTABE = (CTABEM
,σCTABE

) to MS.

MS and MTS will verify the ciphertext CTABE = (CTABEM
,σCTABE

) using the user

verifying key pku (i.e VerifyDS(pku,CTABEM
,σCTABE

)). Once the ciphertext is verified,

the MTS determines recipients with attributes that satisfies the access structure AM of

the ciphertext CTABE . With the list of recipients RAM
, the MTS uses the transformation

key TKri of each recipient ri ∈ RAM
to transform the ciphertext CTABE .

Message Transformation CTTMi
←TransformMessage(CTABE ,oidri ,TKri ,skmts):

The MTS parses the ciphertext CTABE = (CTABEM
,σCTABE

), then parses ciphertext

CTABEM
= (midM,oidu,AM, tsM,CTABE

M ) and transforms the ciphertext CTABE
M for a

user u. The MTS transforms the key ciphertext CTABE
kM

(CTABE
M = (CTM,CTABE

kM
)) to get

the transformed key ciphertext CTABE
outi =TransformABE(TKri ,CT

ABE
kM

) for a user u. Once

the key ciphertext CTABE
kM

is transformed, MTS needs the MS to store the transformed

ciphertext CTABE
outi . The ciphertext CTABE

TMi
= (CTM,CTABE

outi ) forms the transformed ci-

phertext for user u. A transformed message identifier midTMi
, sender user identifier

oidu, recipient user identifier oidri and timestamp tsTMi
form the transformed cipher-

text CTTi = (midTMi
,oidu,oidri , tsTMi

,CTABE
TMi

) for user u that will be stored by MS.

MTS signs the transformed ciphertext CTTi with the MTS signing key skmts to get the
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signature σTi (i.e σTi ← SignDS(skmts,CTTi )). The MTS will then send the ciphertext

CTTMi
= (CTTi ,σTi) to the MS. It outputs the transformed ciphertext CTTMi

.

Message Decryption M/⊥←DecryptMessage(CTTMi
, pkmts,DKri) : When a user

u receives the transformed ciphertext CTTMi
= (CTTi ,σTi), the user u verifies the trans-

formed ciphertext CTTMi
with MTS verifying key pkmts (i.e VerifyDS(pkmts,CTTi ,σTi)).

Once the transformed ciphertext is verified, the user will decrypt the transformed key

ciphertext CTABE
outi using the decryption key DKri to retrieve the random key kM/⊥ =

DecryptABE(DKri ,CT
ABE
outi ) or ⊥ indicates error.

If the user u is able to retrieve the random key kM. The user u performs the decryp-

tion to retrieve the message M/⊥ = DecSE(kM,CTM). If the decryption fails, an error

⊥ will be returned to the user indicating an error.

4.1. Security Analysis

This section analyses the security of the system.

• Confidentiality
Since all the ciphertexts are stored in the encrypted forms, malicious users whose

attributes do not satisfy the access policy of the ciphertext cannot obtain the con-

tent of the underlying message. Therefore, our ABSM-OD system preserves the

confidentiality of the data users.

• Efficient Decryption
With the use of ABE-OD scheme, the MTS will help the privileged users with

decryption and each user will only be required to perform the final decryption

to retrieve the original message, hence reducing the computational cost require-

ments on the users.

• Message Authenticity
Any modification of ciphertexts will be detected by the signature verification.

• Traceability
When some ciphertexts or transformed ciphertexts are found with issues, the ci-

phertexts can be traced back to the source according to the ciphertext signature.

• Revocation
Once a user is revoked from the system, KGC updates the list in the MTS. The

ciphertext with a signature signed by a user that is not in the user list in the MTS

will not be accepted by MTS. Also, no ciphertext will be transformed for revoked

users as there is no transformation key in the MTS for revoked user. Users are

effectively revoked from the system.

5. Implementation

We implemented the ABSM-OD as a Simple Chat System in Java. Tests were conducted

for the main functions of the system. In the tests, we measure the recipients resolution
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time, encryption time, transformation time and decryption time with different number of

attributes and data size. The recipients resolution time is the time taken to determine the

number of recipients based on the access policy of a ciphertext. Other performance over-

heads like database, disk and network latency which are dependent on the deployment

are not the focus of our tests.

We tested the performance of recipients resolution on a system with Intel i7 2.6GHz

processor with 768 MB of RAM. Assuming that the system is supporting 10K users,

we generated random messages that are encrypted with access policies of 10 attributes

and operators (”AND”/”OR”). The results indicate that the system is able to resolve on

average 1404 recipients in around 514ms.

We also tested the performance of cryptographic operations on a system with Intel i7

2.6GHz processor with 8 GB of RAM. We generated random messages of different sizes

(1-64 MB) with access policies of 10 attributes and ”AND” operators. The messages

were encrypted with an average time of around 556ms, transformed around 144ms and

decrypted around 7ms. To test for possible worst case situation, we generated messages

of different sizes (1-64 MB) with access policies of 50 attributes and ”AND” operators.

The messages were encrypted with an average time of around 2.8s, transformed around

728ms and decrypted around 7ms. Table 1 summarized the preliminary results.

Table 1. Performance of Cryptographic Operations

No of Attributes Message Size Operators
Average Time

Encryption Transformation Decryption

10 1-64 MB AND 556ms 144ms 7ms

50 1-64 MB AND 2.8s 728ms 7ms

6. Related Work

Attribute-Based Encryption - ABE schemes can be broadly categorized into two cate-

gories namely, Key Policy ABE (KP-ABE) and Ciphertext- Policy ABE (CP-ABE). In

KP-ABE schemes, ciphertexts are associated with attributes while decryption keys are

associated with access structures. However, in CP-ABE schemes, the association is re-

versed where ciphertexts are associated with access structures while decryption keys are

associated with attributes.

The concept of ABE was first proposed by Sahai and Waters [13] as a type of Fuzzy

Identity Based Encryption (Fuzzy-IBE) scheme. Subsequently, Goyal et al. [8] intro-

duced the notion of KP-ABE and CP-ABE and provided the construction for KP-ABE

scheme. Soon after, Bethencourt et al. [3] provided the construction for CP-ABE. Initial

work on ABE schemes focus on monotonic access structures, but soon, Ostrovsky et al.

[10] proposed an ABE scheme with non-monotonic policies to represent negative con-

straints. To meet the need for complex access policy, several efforts focus on providing

more fine-grained access control. For instance, Bobba et al. [5] extended CP-ABE by rep-

resenting attributes as a recursive set structure and named the scheme Ciphertext-policy

Attribute-Set-Based Encryption (CP-ASBE or ASBE) while Wang et al. [16] introduced

Hierarchical Attribute-Based Encryption (HABE) by combining Hierarchical Identity-

based Encryption (HIBE) with CP-ABE. Thereafter, Wan et al. [15] introduced Hierar-
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chical Attribute-Set-Based Encryption (HASBE) by extending ASBE with users orga-

nized into a hierarchical structure to provide a more scalable, flexible and fine-grained

control of ABE.

Revocable ABE - Attrapadung and Imai [1] proposed two types of revocation tech-

niques, namely direct revocation and indirect revocation. Direct revocation is performed

by sender specifying the revocation list while indirect revocation is enforced by the key

authority providing key updates to non-revoked users. Attrapadung and Imai [2] also

presented a hybrid revocable attribute encryption (HR-ABE) by combining the two tech-

niques and data owner may select either technique. Boldyreva et al. [6] proposed an ef-

ficient revocable KP-ABE scheme by improving the key updates. Sahai et al. [12] pro-

posed a revocable scheme by revoking stored data together with key updates. Yang et

al. [18] proposed a revocable ABE scheme by denying user decryption capability via a

cloud server.

Secure Messaging - Messaging protocols and solutions secure messages with a

wide range of techniques [14]. In particular, ABE is an upcoming and promising tech-

nique that can achieve secure messaging. Bobba et al. [4] proposed Attribute-Based Mes-

saging (ABM) by integrating ABE with Mail Transfer Agent (MTA). Weber et al. [17]

proposed MundoMessage which integrated ABE and Location-Based Encryption (LBE)

into emergency communication. In healthcare, Picazo-Sanchez et al. [11] incorporated

ABE into messaging protocol for monitoring and managing the medical wireless body

area networks (WBANs). Unger et al. [14] evaluated existing messaging systems and

established that messaging systems face three key challenges: trust establishment, con-

versation privacy and transport privacy. They also proposed a framework to evaluate the

properties of messaging systems.

7. Conclusion

In this paper, we proposed a system architecture for an Attribute-Based Secure Messag-

ing System with Outsourced Decryption (ABSM-OD) that provides end-to-end message

security in the cloud. ABSM-OD is built upon ABE-OD scheme [9] and achieves three

key features namely fine-grained access control, outsourced decryption and effective user

revocation. Our prototype implementation demonstrates the feasibility of the architec-

ture with reasonable performance. From our preliminary results, the system is able to

determine recipients from the access polices of ciphertexts within an acceptable amount

of time. Also, the decryption of transformed ciphertexts are more manageable for mobile

users. Hence, ABSM-OD can provide scalable and secure messaging within the public

cloud.
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Faster ECC over F2571

(feat. PMULL)

Hwajung Seo
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Abstract. In this paper, we show efficient elliptic curve cryptography implementa-

tions over advanced ARMv8 processor. We improve the previous binary field mul-

tiplication over the processor with finely aligned multiplication and incomplete re-

duction techniques by taking advantages of advanced 64-bit polynomial multiplica-

tion (PMULL). This approach shows performance enhancements by a factor of 1.34

times than previous implementation of binary field multiplication. For the point

addition and doubling, the special types of multiplication, squaring and addition

operations are combined together and optimized, where one reduction operation

is optimized in each case. The scalar multiplication is implemented in constant-

time window method, which is secure against timing attacks. Finally the proposed

implementations achieved 759,630/331,944 clock cycles for random/fixed scalar

multiplications for B-571 curve over ARMv8, respectively.

Keywords. ARMv8, Elliptic Curve Cryptography, Binary Field Multiplication

1. Introduction

Elliptic Curve Cryptography (ECC) is the most popular Public Key Cryptography (PKC)

in pre-quantum cryptography. However due to its high complexities of computations, the

execution timing is serious problem for the practical applications. Particularly, the bi-

nary field multiplication is regarded as the most expensive operation in the elliptic curve

cryptography. Many researchers have studied the high-speed implementation of binary

field multiplication in order to improve the performance. The classical binary field mul-

tiplication performs the bitwise exclusive-or operation with the operands and the inter-

mediate results when the target bit of operand is set to one [13,10,11]. The alternative

approach takes advantages of the pre-computed Look-Up Table (LUT). The method con-

structs the part of results in advance and then the logical operations are replaced into

the simple memory access operations [6,9]. Recently, the modern embedded processors

support the advanced built-in polynomial multiplication. ARMv7 architecture supports

VMULL.P8 operation which computes eight 8-bit wise polynomial multiplications with

single instruction and then outputs eight 16-bit results to the 128-bit NEON register.

In [2], Câmara et al. shows that the efficient 64-bit polynomial multiplication with the

VMULL.P8 instruction. Since the VMULL.P8 instruction only provides the outputs in vec-

torized formats, the author presents noble approaches to align the vectorized formats into

sequential results. After then multiple levels of Karatsuba multiplications are applied

to various binary field multiplications ranging from F2251 , F2283 to F2571 . The advanced
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ARMv8 architecture supports PMULL instruction which computes the 64-bit wise poly-

nomial multiplication. This nice property improves the polynomial multiplication sig-

nificantly over ARMv8. In CT-RSA’15, Gouvêa and López presented compact imple-

mentations of GCM based Authenticated Encryption (AE) with the built-in AES encryp-

tion and PMULL instruction [3]. Since the 128-bit polynomial multiplication only needs 4

times of PMULL instructions (64-bit polynomial multiplication), the basic multiplication

approach shows better performance than asymptotically faster Karatsuba multiplication.

After then the authors evaluate the built-in AES encryption, which improves the perfor-

mance of AES–GCM by about 11 times than that of ARMv7, which does not support

AES and polynomial multiplication with hardware accelerators. In [12], authors evalu-

ated the PMULL based binary field multiplication techniques ranging from 192-bit to 576-

bit for ECC. From 256-bit polynomial multiplication, Karatsuba multiplications show

higher performance than traditional approaches. However, the paper does not explore the

full implementations of ECC with proposed binary field multiplication and we found a

room to improve the performance further from the work.

In this paper, we present efficient implementation techniques for B-571 on ARMv8.

We improve the previous binary field multiplication by introducing finely aligned multi-

plication and incomplete reduction technique. The proposed technique improves the per-

formance by a factor of 1.34 times than previous Seo et al.’s implementations [12]. For

the point addition and doubling, we perform the combined reduction on special types of

binary field multiplication, squaring and addition operations. The scalar multiplication is

implemented in window method, which ensures constant timing and security against tim-

ing attacks. Finally, we set the speed record for B-571 on ARMv8, which performs the

unknown/fixed scalar multiplications within 759,630/331,944 clock cycles, respectively.

The remainder of this paper is organized as follows. In Section 2, we recap the B-

571 curve, target ARM processor and previous polynomial multiplication on ARMv8. In

Section 3, we propose the efficient ECC implementations on ARMv8. In Section 4, we

evaluate the performance of proposed methods. Finally, Section 5 concludes the paper.

2. Related Works

2.1. Elliptic curve over F2571

The 571-bit elliptic curve standardized in [1] and the finite field F2m is defined by:

f (x) = x571 + x10 + x5 + x2 +1

The curve E : y2 + xy = x3 +ax2 +b over F2m is defined by:

a = 00000000 00000000 00000000 00000000 00000000 00000000 00000000

00000000 00000000 00000000 00000000 00000000 00000000 00000000

00000000 00000000 00000000 00000001
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b = 02F40E7E 2221F295 DE297117 B7F3D62F 5C6A97FF CB8CEFF1 CD6BA8CE

4A9A18AD 84FFABBD 8EFA5933 2BE7AD67 56A66E29 4AFD185A 78FF12AA

520E4DE7 39BACA0C 7FFEFF7F 2955727A

and group order is defined by:

n = 03FFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF

FFFFFFFF FFFFFFFF E661CE18 FF559873 08059B18 6823851E C7DD9CA1

161DE93D 5174D66E 8382E9BB 2FE84E47

2.2. ARM Processor

Advanced RISC Machine (ARM) is an Instruction Set Architecture (ISA) for high-

performance embedded applications. ARM architecture has nice properties including

low-power consumption and high code density. The most advanced ARMv8 processor

supports both 32-bit (AArch32) and 64-bit (AArch64) architectures. Particularly the pro-

cessor supports a single-instruction multiple-data (SIMD) instruction sets namely NEON

engine. The processor has 32 64-bit registers (X0-X31) and 32 128-bit NEON registers

(V0-V31). Particularly, 64-bit wise polynomial multiplication instructions (PMULL and

PMULL2) are available. The PMULL instruction uses the lower 64-bit part in 128-bit reg-

ister for the input, while the PMULL2 instruction uses the higher 64-bit part in 128-bit

register for the input [3].

2.3. Polynomial Multiplication on ARMv8

In [12], authors evaluated the PMULL instructions for the various polynomial multiplica-

tions ranging from 192-bit to 576-bit. Particularly, the authors perform the three terms

of Karatsuba multiplication for 576-bit case, which reduces the number of 192-bit wise

multiplication from 9 to 6 [7,14,5]. The author claims that basic approach for 192-bit

case is more efficient than Karatsuba multiplication on the ARMv8 architecture, since

additional number of addition operations are larger than optimized multiplication opera-

tions. The detailed program codes are drawn in Algorithm 1. The approach requires the

9 64-bit wise polynomial multiplications. The partial products (A[0]×B[1], A[1]×B[0],
A[1]× B[2], A[2]× B[1]) are computed and shifted by 64-bit. The shifted results are

accumulated to the intermediate results for partial products (A[0]× B[0], A[0]× B[2],
A[1]×B[1], A[2]×B[0], A[2]×B[2]).

3. Proposed Method

3.1. Optimization for Finite Field Operation

The polynomial addition/subtraction can be performed with bit-wise exclusive-or in-

structions on both operands. For the 576-bit case, each operand is loaded to the 5 128-bit
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Algorithm 1 192-bit Polynomial Multiplication in Program Codes [12]

Require: 192-bit operands A[2 ∼ 0] (v0, v1) and B[2 ∼ 0] (v5, v6).

Ensure: 384-bit result C[5 ∼ 0]← A[2 ∼ 0]×B[2 ∼ 0] (v10, v11, v12).

1: pmull v10.1q, v0.1d, v5.1d {A[0]×B[0]}
2: pmull v11.1q, v0.1d, v6.1d {A[0]×B[2]}
3: pmull2 v28.1q, v0.2d, v5.2d {A[1]×B[1]}
4: eor.16b v11, v11, v28

5: pmull v28.1q, v1.1d, v5.1d {A[2]×B[0]}
6: eor.16b v11, v11, v28

7: pmull v12.1q, v1.1d, v6.1d {A[2]×B[2]}
8: ext.16b v30, v0, v0, #8

9: pmull2 v29.1q, v30.2d, v5.2d {A[0]×B[1]}
10: pmull v28.1q, v30.1d, v5.1d {A[1]×B[0]}
11: eor.16b v29, v29, v28

12: pmull v30.1q, v30.1d, v6.1d {A[1]×B[2]}
13: ext.16b v28, v1, v1, #8

14: pmull2 v28.1q, v28.2d, v5.2d {A[2]×B[1]}
15: eor.16b v30, v30, v28

16: ext.16b v28, v31, v29, #8

17: ext.16b v29, v29, v30, #8

18: ext.16b v30, v30, v31, #8

19: eor.16b v10, v10, v28

20: eor.16b v11, v11, v29

21: eor.16b v12, v12, v30

NEON registers (5 = �4.5�= � 576
128�) and 5 times of bit-wise exclusive-or operations are

performed.

The binary field multiplication is the most expensive operation in the finite field op-

erations. For 576-bit case, Seo et al. proposed the three-term of Karatsuba multiplication

[12]. Each term performs the classical 192-bit wise polynomial multiplication (See Al-

gorithm 1). The 192-bit multiplication always outputs the 384-bit results in 3 consecutive

128-bit registers. However, this alignment style requires additional 64-bit wise shift op-

erations to get aligned intermediate results in three steps for 576-bit multiplication (See

Step 4, 8, 10 in Algorithm 2). In order to hide these latencies, we used both previous

and shifted 192-bit polynomial multiplication. In Algorithm 3, shifted version of mul-

tiplication is described. Unlike previous approach described in Algorithm 1, the partial

products (A[0]×B[0], A[0]×B[2], A[1]×B[1], A[2]×B[0], A[2]×B[2]) are shifted by

64-bit. The shifted results are accumulated to the intermediate results for partial products

(A[0]×B[1], A[1]×B[0], A[1]×B[2], A[2]×B[1]). The 64-bit shifted results are stored

into 4 consecutive NEON registers (v16, v17, v18, v19) where the least significant

64-bit of v16 and most significant 64-bit of v19 are set to zero. The detailed 576-bit mul-

tiplication is described in Algorithm 2. The 576-bit polynomial multiplication requires 6

192-bit polynomial multiplications in Step 3, 4, 5, 8, 9 and 10. The results are required to

be shifted by 192, 384 or 576-bit to the left before intermediate result are accumulated.

The 384-bit shift case does not require additional shift operations on the 128-bit register.

However, two cases (192 and 576-bit) requires 64-bit wise shift to the left to align the

results (Step 4, 8, 10). In this case, we used the shifted 192-bit polynomial multiplication
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Algorithm 2 Aligned Polynomial Multiplication for 576-bit

Require: 576-bit operands A[8 ∼ 0] and B[8 ∼ 0].
Ensure: 1152-bit result C[17 ∼ 0]← A[8 ∼ 0]×B[8 ∼ 0].

1: A ←{AH ,AM,AL}← {(A[8],A[7],A[6]),(A[5],A[4],A[3]),(A[2],A[1],A[0])}
2: B ←{BH ,BM,BL}← {(B[8],B[7],B[6]),(B[5],B[4],B[3]),(B[2],B[1],B[0])}
3: CH ← (AH ×192 BH)� 384 {Algorithm 1}
4: CM ← (AM ×192 BM)� 192 {Algorithm 3}
5: CL ← AL ×192 BL {Algorithm 1}
6: T ←CH ⊕CM ⊕CL
7: C ← T ⊕ (T � 192)⊕ (T � 384)
8: CH ← ((AH ⊕AM)×192 (BH ⊕BM))� 576 {Algorithm 3}
9: CM ← ((AH ⊕AL)×192 (BH ⊕BL))� 384 {Algorithm 1}

10: CL ← ((AM ⊕AL)×192 (BM ⊕BL))� 192 {Algorithm 3}
11: C ←CH ⊕CM ⊕CL ⊕C

Algorithm 3 (Shifted) 192-bit Polynomial Multiplication in Program Codes

Require: 192-bit operands A[2 ∼ 0] (v1, v2) and B[2 ∼ 0] (v6, v7).

Ensure: 384-bit result C[5 ∼ 0]← A[2 ∼ 0]×B[2 ∼ 0] (v16, v17, v18, v19).

1: pmull v17.1q, v1.1d, v6.1d {A[0]×B[0]}
2: pmull v18.1q, v1.1d, v7.1d {A[0]×B[2]}
3: pmull2 v28.1q, v1.2d, v6.2d {A[1]×B[1]}
4: eor.16b v18, v18, v28

5: pmull v28.1q, v2.1d, v6.1d {A[2]×B[0]}
6: eor.16b v18, v18, v28

7: pmull v19.1q, v2.1d, v7.1d {A[2]×B[2]}
8: ext.16b v16, v31, v17, #8

9: ext.16b v17, v17, v18, #8

10: ext.16b v18, v18, v19, #8

11: ext.16b v19, v19, v31, #8

12: ext.16b v30, v1, v1, #8

13: pmull2 v29.1q, v30.2d, v6.2d {A[0]×B[1]}
14: pmull v28.1q, v30.1d, v6.1d {A[1]×B[0]}
15: eor.16b v29, v29, v28

16: pmull v30.1q, v30.1d, v7.1d {A[1]×B[2]}
17: ext.16b v28, v2, v2, #8

18: pmull2 v28.1q, v28.2d, v6.2d {A[2]×B[1]}
19: eor.16b v30, v30, v28

20: eor.16b v17, v17, v29

21: eor.16b v18, v18, v30

described in Algorithm 3. For the other three cases (Step 3, 5, 9), we used the previous

approach described in Algorithm 1. By using shifted approach, we can avoid three times

of 64-bit wise shift operations in each multiplication. In instruction set level, 12 times of

extraction instructions are optimized.

The polynomial squaring is a linear operation, since the result is obtained by insert-

ing a 0 bit between consecutive bits of operand. By using the 64-bit polynomial multi-
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Algorithm 4 576-bit Polynomial Squaring

Require: 576-bit Operand A[8 ∼ 0].
Ensure: 1152-bit Result C[17 ∼ 0]← A[8 ∼ 0]×A[8 ∼ 0].

1: for i = 0 to 8 by 1 do
2: {C[2× i+1]||C[2× i]} ← A[i]×A[i]
3: end for

Algorithm 5 Fast Reduction over F2571

Require: 576-bit (complete) or 1152-

bit (incomplete) operands A, com-

plete reduction.

Ensure: 571-bit (complete) or 576-bit

(incomplete) result C.

1: if complete reduction then
2: r ←0x425

3: AL ← A mod 2571

4: AH ← A div 2571

5: T ← AH × r
6: C ← AL ⊕T

7: else
8: r ←0x84A0

9: AL ← A mod 2576

10: AH ← A div 2576

11: T ← AH × r
12: T ← AL ⊕T
13: TL ← T mod 2576

14: TH ← T div 2576

15: T ← TH × r
16: C ← TL ⊕T
17: end if

plication (PMULL) instruction, we can compute the 64-bit wise squaring with PMULL and

PMULL2 instructions, since each instruction outputs only half results at a time. In Algo-

rithm 4, the 576-bit wise squaring operation is drawn. The 576-bit operand requires 18

(� 571
64 �×2) times of PMULL instructions.

The m-bit polynomial multiplication/squaring operations produce the values of de-

gree at most 2m-bit, which must be reduced by modulo. When the modulo is smaller

than operand size (64-bit) of PMULL instruction, we can perform the multiplication on

higher parts (> m) by modulo. The modulo of binary field F2571 is defined by f (x) =
x571+x10+x5+x2+1, which is only 11-bit modulo so we can use 64-bit wise PMULL in-

struction for polynomial multiplication. However, 571-bit modulo is not efficient over the

64-bit machine since this requires 5-bit wise shift operations to align the results. Alterna-

tively, we choose the 64-bit machine friendly modulo ( f (x) = x576 +x15 +x10 +x7 +x5)

and incomplete reduction. This approach avoids the number of 5-bit wise shift opera-

tions and complete results are also obtained by performing the complete reduction before

outputting the results. The detailed reduction process is available in Algorithm 5. If the

complete reduction is selected, the modulo (r) is set to 0x425 representing the values

(x10 + x5 + x2 + 1). In Step 3, the part of A which is lower than 571-bit is extracted to

AL. In Step 4, the part of A which is higher than 571-bit is extracted to AH . In Step 5, the

higher part (AH ) is multiplied by modulus (r). In Step 6, the results are added to the lower

part (AL). In case of incomplete reduction, the modulus (r) is set to 0x84A0 representing

the values (x15 + x10 + x7 + x5). In Step 9, the part of A which is lower than 576-bit is

extracted to AL. In Step 10, the part of A which is higher than 576-bit is extracted to AH .

In Step 11, the higher part (AH ) is multiplied by modulus (r). In Step 12, the lower part

(AL) are added to the intermediate results T . In Step 13, the part of T which is lower
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than 576-bit is extracted to TL. In Step 14, the part of T which is higher than 576-bit is

extracted to TH . In Step 15, the higher part (TH ) is multiplied by modulus (r). In Step 16,

the lower part (TL) are added to the intermediate results T .

For fast and secure inversion operation, we used the Itoh-Tsujii algorithm [4], which

is an optimization of inversion through Fermat’s little theorem ( f (x)−1 = f (x)2m−2),

ensuring the constant time computations. The algorithm uses a repeated field squaring

and multiplication operations for f (x)2k
, which follows a chains of multiplication and

squaring sequences ( f1 → f2 → f4 → f8 → f16 → f17 → f34 → f35 → f70 → f71 →
f142 → f284 → f285 → f570). The inversion algorithm requires 13 multiplication and 570

squaring operations.

3.2. Optimization for Scalar Multiplication

In order to perform the scalar multiplication, the point addition and doubling operations

are required, which consist of a number of finite field operations. Depending on specific

coordinates, the number of finite field operations are varied each other. The point addi-

tion in López-Dahab/affine coordinates requires 8 multiplication (M), 5 squaring (S) and

1 a-multiplication (a-M). Alternative point addition in López-Dahab coordinates requires

13M and 5S. For the point doubling in López-Dahab coordinates requires 3M, 5S, 1a-M

and 1 b-multiplication (b-M). Particularly, the variable (a) is set to 1 in the B-571 curve so

the a-M operation is free. The binary field multiplication and squaring operations are per-

formed by following the implementation techniques described in Section 3.1. A sequence

of multiplication, squaring and addition operations are optimized again by combining the

reduction operations . This sequence of field operations involve a type (A×B+C×D).

The straight-forward implementation of type requires 2 multiplication, 2 reduction and

1 addition operations. One reduction operation can be optimized by performing the mul-

tiplication and addition operations in advance [8]. Similar a type (A2 +C ×D) is also

optimized from 1 squaring, 1 multiplication, 2 reduction and 1 addition operations to

1 squaring, 1 multiplication, 1 reduction and 1 addition operations. We employed the

Negre and Robert techniques for the point addition in López-Dahab/affine coordinates

and doubling in López-Dahab coordinates. For point addition in López-Dahab/affine co-

ordinates described in Algorithm 6, Step 13 and 19 can be optimized through optimal

(A2 +C×D) and (A×B+C×D) types. For point doubling in López-Dahab coordinates

described in Algorithm 7, Step 12 can be optimized through optimal (A×B+C ×D)

type. We extended this technique to point addition in López-Dahab coordinates in Al-

gorithm 8. The Step 17, 18 and 20 include the (A×B+C×D) type and this approach

optimizes the 3 reduction operations in each point addition operation.

The scalar multiplication is implemented in window method. This algorithm always

performs the point addition and doubling operations in each bit and our implementations

of finite field arithmetic are also regular fashion, which ensure constant-time computation

and security against Simple Power Analysis (SPA). For unknown point, we used point

addition/doubling in López-Dahab coordinates with window methods and for fixed point

we used point addition in López-Dahab/affine coordinates and doubling in López-Dahab

coordinates with window methods.
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Algorithm 6 Optimization for Point Addition in López-Dahab/affine coordinates [8]

Require: Point P1 (X1,Y 1,Z1) in

López-Dahab coordinates and P2

(X2,Y 2,1) in affine coordinates

Ensure: Point P3 (X3,Y 3,Z3) in

López-Dahab coordinates

1: t0 ← Z12

2: t1 ← Y 2× t0
3: k0 ← Y 1+ t1
4: t2 ← X2×Z1

5: k1 ← X1+ t2
6: k2 ← k1×Z1

7: Z3 ← k22

8: k4 ← X2×Z3

9: t3 ← k12

10: t4 ← a× k2

11: t5 ← k0+ t3
12: t6 ← t5+ t4
13: X3 ← k02 + k2× t6 {A2 +C×D}
14: t7 ← k0× k2

15: t8 ← k4+X3

16: t9 ← t7+Z3

17: t10 ← Y 2+X2

18: t11 ← Z32

19: Y 3 ← t10× t11+ t8× t9 {A×B+

C×D}

Algorithm 7 Optimization for Point Doubling in López-Dahab coordinates [8]

Require: Point P1 (X1, Y1, Z1) in

López-Dahab coordinates

Ensure: Point P3 (X3, Y3, Z3) in

López-Dahab coordinates

1: k0 ← Z12

2: t0 ← k02

3: k1 ← b× t0
4: k2 ← X12

5: Z3 ← A× k2

6: t1 ← k22

7: X3 ← t1+ k1

8: t2 ← Y 12

9: t3 ← a×Z3

10: t4 ← t2+ t3
11: t5 ← t4+ k1

12: Y 3 ← t5×X3+Z3× k1 {A×B+

C×D}

Algorithm 8 Optimization for Point Addition in López-Dahab coordinates [8]

Require: Point P1 (X1,Y 1,Z1) and P2

(X2,Y 2,Z2) in López-Dahab coor-

dinates

Ensure: Point P3 (X3,Y 3,Z3) in

López-Dahab coordinates

1: k0 ← X1×Z2

2: k1 ← X2×Z1

3: k2 ← k02

4: k3 ← k12

5: k4 ← k0+ k1

6: k5 ← k2+ k3

7: t0 ← Z22

8: k6 ← Y 1× t0
9: t1 ← Z12

10: k7 ← Y 2× t1
11: k8 ← k6+ k7

12: k9 ← k8× k4

13: t2 ← Z1×Z2

14: Z3 ← k5× t2
15: t3 ← k7× k3

16: t4 ← k2× k6

17: X3 ← k1× t4+ k0× t3 {A×B+
C×D}

18: t5 ← k5× k6+ k0× k9 {A×B+
C×D}

19: t6 ← k9+Z3

20: Y 3 ← t6×X3+ t5× k5 {A×B+
C×D}
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Table 1. Comparison results of binary field multiplication for B-571 curve

Algorithm Clock cycle

Seo et al. [12] 132

Proposed Method 99

Table 2. Performance evaluations of B-571 curve, where w is window size

Operation Clock cycle

Binary Field Operation
Multiplication 99

Squaring 24

Inversion 31,232

Group Operation
Point addition (LD/affine) 1,107

Point addition (LD) 1,537

Point doubling (LD) 609

Scalar Multiplication
Unknown point (w = 4) 759,630

Fixed point (w = 4) 331,944

4. Evaluation

We used Xcode (ver 6.3.2) as a development IDE and programmed over iPad Mini2

(iOS 8.4). The iPad Mini2 equipped Apple A7 with 64-bit architecture operated in the

frequency of 1.3GHz. The program is written in C and assembly codes and complied

with -Ofast optimization level. The timing are acquired through the clock cycles of real

device.

In Table 1, the comparison results of binary field multiplication over B-571 curve

are drawn. We only compared results with Seo et al. [12] since SUPERCOP benchmark

tool does not support the iOS operating system which is required for our experiments

and the work by Gouvêa and J. López is only provide the GCM operations [3]. The

Seo et al. achieved the high performance with three-term of Karatsuba multiplication

for 576-bit polynomial multiplication and fast reduction techniques. In our implementa-

tion, we further improved performance by a factor of 1.34 times with the finely aligned

multiplications and incomplete reduction techniques.

In Table 2, we listed the whole results of B-571 implementations. Unfortunately,

there is no paper about ECC implementations on ARMv8. We only provide our results.

The squaring operation is linear computations, which requires small number of clock cy-

cles. The inversion operation is implemented in Fermat’s little theorem, which requires

570 squaring and 13 multiplication operations. For group operations, three different point

operations are evaluated. The doubling in López-Dahab coordinates shows the lowest

clock cycles. The point addition in López-Dahab coordinates shows the highest clock cy-

cles. Finally, the scalar multiplication is efficiently implemented with window methods.

In the fixed point, points can be pre-computed and the number of doubling operations

are optimized. In this paper, we explore the medium window size (w = 4) but this can be

easily extended to the long window size (w > 4) by sacrificing the RAM storages.
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5. Conclusion

In this paper, we show efficient finite field and group operations for B-571 implemen-

tations over ARMv8. We optimized the binary field arithmetics by introducing the sev-

eral optimization techniques. The group operations are also improved by reducing the

number of reduction operations in point addition and doubling operations. Finally, we

achieved the high speed implementation of B-571 implementation over ARMv8.
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Abstract. Researchers from academic institutions and the corporate sector rely 

heavily on scholarly digital libraries for accessing journal articles and conference 

proceedings. Primarily downloaded in the form of PDF files, there is a risk that these 

documents may be compromised by attackers. PDF files have many capabilities that 

have been widely used for malicious operations. Attackers increasingly take 

advantage of innocent users who open PDF files with little or no concern, mistakenly 

considering these files safe and relatively non-threatening. Researchers also 

consider scholarly digital libraries reliable and home to a trusted corpus of papers 

and untainted by malicious files. For these reasons, scholarly digital libraries are an 

attractive target for cyber-attacks launched via PDF files. In this study, we present 

several vulnerabilities and practical distribution attack approaches tailored for 

scholarly digital libraries. To support our claim regarding the attractiveness of 

scholarly digital libraries as an attack platform, we evaluated more than two million 

scholarly papers in the CiteSeerX library that were collected over 8 years and found 

it to be contaminated with a surprisingly large number (0.3%-2%) of malicious 

scholarly PDF documents, the origin of which is 46 different countries spread 

worldwide. More than 55% of the malicious papers in CiteSeerX were crawled from 

IP’s belonging to USA universities, followed by those belonging to Europe (33.6%). 

We show how existing scholarly digital libraries can be easily leveraged as a 

distribution platform both for a targeted attack and in a worldwide manner. On 

average, a certain malicious paper caused high impact damage as it was downloaded 

167 times in 5 years by researchers from different countries worldwide. In general, 

the USA and Asia downloaded the most malicious scholarly papers, 40.15% and 

27.9%, respectively. The top malicious scholarly document downloaded is a 

malicious version of a popular paper in the computer forensics domain, with 2213 

downloads in a worldwide coverage of 108 different countries. Finally, we suggest 

several concrete solutions for mitigating such attacks, including simple 

deterministic solutions and also advanced machine learning-based frameworks. 

Keywords Scholarly, Digital, Library, Paper, PDF, Malware, Malicious, Attack, 

Distribution. 

1. Introduction 

The number of scholarly documents (English-language) accessible on the Web is 

enormous, estimated at 114 million PDF documents in 2014 [9], of which over 27 million 

(~24%) can be freely accessed without payment or subscription [9]. These documents 

are freely accessible in part because researchers publish draft versions of their papers on 
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their professional homepages (often within the domains of universities), before the final 

versions are published by the publishers. Researchers also publish their research on their 

homepages to increase exposure, reach researchers around the world, and gain citations 

and recognition for their work [10], [11]. In order to assist researchers, many scholarly 

digital libraries and search engines collect and index the author's version. Thus, the 

papers can be freely downloaded worldwide. This free collection of scholarly documents 

is a valuable resource for most researchers and academics who may not have a 

comprehensive subscription to all publishers' content.  

Figure 1 presents a snapshot of search results for a searched paper using Google 

Scholar. At the bottom of the page, one can access all 15 versions of the paper, already 

indexed by Google Scholar, simply by clicking on the blue "All 15 versions" link; 

thereby, free and convenient versions, are literally at the user’s fingertips, as seen in 

Figure 2. 

 

�

Figure 1. Google Scholar’s search results for a given academic paper, including 14 additional versions of the 

paper. 

�

�

Figure 2. Some of the additional versions of the searched paper, including those available for free. 

�

Researchers heavily use scholarly digital libraries to access and download scholarly 

documents. For example, according to a survey by EBLIDA
1

, the total number of 

academic libraries in Europe is 5,974; however, this number is far from complete given 

that it is based on information provided by only 25 countries participating in the survey. 

Nevertheless, the number of registered users of these libraries is 39,328,294. As Europe 

represents only part of the world's research activity, the global use of scholarly digital 

libraries is much higher.  

Universities are considered to be highly reputable institutions that primarily focus 

on research and the goal of which is to contribute new and valuable knowledge to the 

world. Therefore, they are considered a trusted content source without malicious intent. 

Correspondingly, the Websites of their academics and researchers (which reside on the 

institution’s network domain) are also considered to contain only trusted content, free of 
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N. Nissim et al. / Scholarly Digital Libraries as a Platform for Malware Distribution108



malicious PDF files. In a circular fashion, academic digital libraries tend to harvest these 

allegedly trusted sites without hesitation or fear and therefore do not even scan them to 

detect malicious content
2

. In addition, this reputation as sources of trusted scholarly 

documents makes digital libraries an attractive platform from which to take advantage 

of and distribute malicious PDF files; researchers' Webpages have become a target that 

can be used to launch attacks
3

. In addition, researchers, professors, and research students 

are naturally attractive candidates for attack, because, due to the nature of their work, 

they have access to confidential and sensitive information, such as nuclear knowledge, 

medical records [32][33], aviation, and educational records and materials (student data, 

exams). Moreover, researchers collaborate with governmental agencies and industry, 

which allows them access to national and confidential information from governments 

(such as computational criminology), national institutions, and companies (such as 

strategic information).   

Recent studies have presented many methods of improving the detection of 

malicious PDF files [1], [2]. These studies focused on detection techniques based on 

analyzing the malicious PDF files when they have already been downloaded to the host 

machine. To the best of our knowledge, no study addressed the issue at the stage one step 

before downloading, a step at which it might be possible to prevent malicious PDF files 

from being mass-distributed through legitimate channels and exiting platforms, and thus, 

markedly improve the detection of malicious PDF files, including those found on popular, 

well-known, and extensively used sources of PDF files, such as scholarly digital libraries. 

These libraries can be intentionally used as a free and very successful platform for 

distributing PDF malware quickly and easily to a desired group of victims with access to 

valuable information. An academic paper arouses little suspicion, particularly if an 

attacker wants to distribute a new 0-day attack quickly in the shape of a benign PDF file. 

0-day attack
4

 utilizes new attack techniques or new vulnerabilities
5

 that are difficult to 

detect, particularly by the antivirus tools commonly used by organizations such as 

universities and academic digital libraries for scanning PDF files. Thus, these libraries 

can easily be used as a new and convenient platform for distributing 0-day attacks. The 

contributions of our paper include:   

1. �������	
��
������
���vulnerability of digital libraries and also an estimation of the 

extent of malicious use of scholarly digital libraries. Specifically, we perform a 

retro-perspective analysis of the papers that were collected by CiteseerX over a 

period of eight years. Using current antiviruses, we can assess which paper 

contained malware when it was indexed.   

2. An evaluation of the impact damage of malicious documents published in a 

scholarly digital library.  

3. Additional distribution attack approaches that can be used by attackers to leverage 

these digital libraries. 

In addition to the above contributions we suggest methods for mitigating the 

problem we identified: 
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• Compatibility check of PDF files so they can be correctly opened by users before 

their publication. (96.5% of malicious PDF files are incompatible).  

• Re-check of re-uploaded PDF Files 

• Periodic review of a library’s files in the library when a new PDF 

malware/vulnerability-exploitation is identified.  

• Machine learning-based methods for enhancing the detection of malicious PDF files. 

2. Background 

As indicated previously, the Web contains more than 114 million scholarly documents 

[9], and this number represents a significant attack power for adversaries who want to 

utilize the fact that scholarly digital libraries are considered trusted and that their content 

(PDF files) is used and downloaded by many users worldwide. In order to grasp the 

potential harm that can be done by malicious PDF files existing in a scholarly digital 

library, we briefly present targeted attacks through scholarly digital libraries using 

malicious PDF files. Then, we present the possible attacks that can be launched by a 

malicious PDF file mistakenly considered a benign scholarly document, and the 

techniques used to achieve this. Thereby, we aim to raise the awareness of scholarly 

digital libraries, as well as of innocent researchers and readers, of the power of a 

malicious PDF file, so that they will improve their security level. 

2.1. Targeted Attacks via Scholarly Digital Libraries using Malicious PDF Files 

Sophisticated attackers interested in sensitive and novel knowledge about a specific 

domain, such as nuclear energy, can launch a targeted attack by inserting an attractive, 

yet malicious, paper that addresses nuclear energy into digital libraries, engaging and 

tempting researchers to download the paper. It is noteworthy that the attacker does not 

need to be a co-author of the paper. Our investigation showed that most scholarly digital 

libraries (such as Google Scholar) crawl academic Websites and index the papers they 

find, disregarding any mismatches between the author’s affiliation and the Website that 

stores the paper. Thus, an attacker can take a popular paper written by someone else, 

inject malicious code into it, and upload it to a Website. When the victim opens the 

malicious PDF file, a malicious code will be executed in the computer. This malicious 

code will allow the attacker to extract data from the victim's machine and send it to a 

remote server controlled by the attacker.   

This attack is within the realm of reality, for the previously mentioned reasons, as 

well as because users consider non-executable files safer than executables, and thus are 

less suspicious of PDF files, especially when downloaded from popular and trusted 

scholarly sources. Unfortunately, non-executable files such as PDF files are as dangerous 

as executable files, since their readers can contain vulnerabilities that, when exploited, 

can allow an attacker to execute malicious actions on the victim's computer. F-Secure’s 

2008-2009 report
6

 indicates that the most popular file types for targeted attacks in 2008-

2009 were PDF and Microsoft Office files. Note that since that time, the number of 

targeted attacks on Adobe Reader has almost doubled. In the following section, we 

elaborate on several of the most common techniques and attacks involving the use of 

malicious PDF files.  
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To demonstrate the damage that can be caused by malicious PDF files, we refer to a 

famous incident involving the Israeli Ministry of Defense (IMOD) that took place on 

January 15, 2014, which provides an example of a new type of targeted cyber-attack. 

According to various media reports
7

 published on January 26, 2014, the Seculert
8

 

Company reported that it had identified an attack in which attackers sent email messages, 

allegedly from the IMOD, with a malicious PDF file attachment posing as an IMOD 

document. When opened, the PDF file installed a Trojan horse that enabled the attacker 

to take control of the computer. 

2.2. Possible Attack Techniques using PDF Files 

Before explaining how scholarly digital libraries can be easily used as a platform to 

leverage and distribute attacks worldwide, we now present some of the many ways PDF 

files can be used maliciously when created or manipulated by an attacker. 

JavaScript code 

PDF files may contain embedded JavaScript code or code retrieved from URIs [5], 

including 3D content, form validation, and calculations. Typically, a malicious 

JavaScript code in a PDF file attempts to exploit a vulnerability in the PDF viewer in 

order to divert the normal execution flow to the embedded malicious code. This is 

achieved by a heap spraying
9

 attack. JavaScript also allows the download of an 

executable file that may contain malicious content. Alternatively, JavaScript code can 

access Websites, whether malicious or benign. 

Code obfuscation and filters 

Code obfuscation is used legitimately to prevent reverse engineering of proprietary 

applications. However, it can be also used by attackers to hide malicious content. Filters 

are used in PDFs to compress data for encoding and reduce file size and are frequently 

used by attackers to conceal malicious content. Available filters and their primary 

purposes are discussed by Baccas and Kittilsen [6], [7]. 

Embedded Files 

A PDF file can contain other file types, such as HTML, JavaScript, SWF, XLSX, EXE, 

or even another PDF file, which can be used to embed malicious files that are frequently 

obfuscated. When special techniques are applied, the embedded file can be opened 

without alerting the user. Recently, Maiorca et al. [3] presented a novel evasion technique 

called "reverse mimicry," which was designed to evade state-of-the-art malicious PDF 

detectors based on their logical structure
10

 [4]. Mimicry attacks inject malicious content 

into a benign PDF while maintaining its benign structure. This method can be automated 
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easily and does not require knowledge of the structural features used in the maliciousness 

detector. 

Form submission and URI attacks 

Hamon [8] presented practical techniques that can be used by attackers to execute 

malicious code from a PDF file. The author showed that security mechanisms, such as 

the Protected Mode of Adobe Reader X or the URL Security Zone Manager of Internet 

Explorer, can be easily disabled by changing the corresponding registry key. Moreover, 

a URI
11

 address can be used (instead of a URL), directing the user to any type of file 

located remotely, including executables. It should be noted that Adobe Reader version 

X, released in 2011, included a new sandbox isolated environment, Protected Mode 

Adobe Reader (PMAR), that ensures that malicious code operations cannot affect the 

operating system. Nevertheless, most organizations (including universities) do not 

always keep up with the newest versions of PDF readers, and thus, are exposed to many 

of the well-known attacks.  

3. Analyzing Vulnerabilities of Popular Scholarly Digital Libraries 

Now, we briefly present the most popular libraries, their market share, and their 

uniqueness, and then explain what vulnerabilities exist within them. In addition, we 

present new vulnerabilities that we utilized. We first present three libraries in which we 

found a vulnerability, and then, we briefly present additional scholarly digital libraries 

that should be further checked for vulnerabilities, and finally, for the reader's 

convenience, we provide a summary table of the different scholarly digital libraries and 

the manner in which they work. 

3.1. Google Scholar 

Google Scholar
12

 is a free public Web search engine for scholarly literature. It consists 

of nearly 100 million scholarly documents and is considered the largest scholarly digital 

library, encompassing 87% of these documents [9]. It indexes scholarly literature across 

publishing sources. Current articles are indexed and can be found when searched. A user 

clicking on an article that appears on the results page of Google Scholar is usually 

directed to the article’s Web page on the publisher’s official Website. In addition to 

articles on the publisher’s Website, other versions of the papers, from other places on the 

Web are also indexed (e.g., papers from a researcher’s Web page on an academic 

institution’s Website). 

In order to demonstrate contamination of a digital library such as Google Scholar, 

we used the Web page of a researcher at a known university (we do not give details for 

privacy reasons). The articles on the researcher’s Web page were indexed by Google 

Scholar previously and can be accessed by clicking the “All X versions” link under the 

relevant article in Google Scholar, as shown in Figure 1. With no connection to the 

researchers’ names appearing in Figure 1, after we had obtained another researcher’s 
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permission, we downloaded the most popular paper (a PDF file) from his Web page and 

injected a malicious JavaScript into it using a PDF editing program called PDFFill
13

 

(such that the malicious JavaScript code is launched when the new article’s file is 

opened). Then, we replaced the benign paper with this new malicious version of the paper 

on the researcher’s website. Now, the malicious paper is available for downloading 

through Google Scholar using the original indexing information that was neither changed 

nor updated toward the replacement of the paper behind the published URL. The 

vulnerability in Google Scholar lies in the indexing mechanism, which checks only the 

title and author’s name and pays no attention to whether a new file was uploaded with 

the same title and author’s name. 

As far as we could determine, Google Scholar does not verify that the uploaded 

paper is related to the researcher's homepage. Thus, a malicious PDF file that carries the 

same title and authors of a popular paper can easily be created and placed on other Web 

pages unconnected to a researcher’s home page within a university. These malicious 

papers can be easily promoted with an acceptable payment to Google for a promoted link. 

Thereby, the attacker uses several elements to launch his attack. First, he takes advantage 

of the popularity of a particular paper, second he uses the fact that Google Scholar is a 

trusted source of information, and third he exploits a vulnerability in the Google Scholar 

indexing mechanism. Consequently, the attacker achieves his attack goals by redirecting 

the download traffic to his malicious version. 

3.2. CiteseerX 

CiteSeerX
14

 is a growing scientific literature digital library and search engine that 

focuses primarily on literature in the areas of computer and information science. It is 

unique in that it collects papers solely from researchers’ homepages from the domains of 

universities and physically stores the papers themselves, in addition to linking to them. 

The result is that the library contains over four million academic papers in PDF format, 

and its total size is estimated at about 3.8 terabyte. 

According to the way in which CiteseerX collects academic documents, we 

identified several methods by which a malicious PDF paper could be indexed by a 

popular digital library. A malicious paper could be uploaded to a researcher’s Website 

directly. This can happen unintentionally if the paper was infected by a malware resident 

on the computer before it was placed on the Website. Alternatively, the paper could be 

contaminated using a free, malicious PDF creator that injects malicious code into the 

edited papers. Another likely scenario is that the researcher’s page could be hacked, with 

the attacker replacing a benign paper with a malicious one. In each of these examples, a 

malicious paper finds its way to the researcher's homepage within an academic 

institution’s trusted domain, making it available for uploading by CiteseerX as well as to 

the general public worldwide.  

3.3.  Social Network Based Scholarly Digital Libraries 

Research-Gate
15

 (founded in 2008) is a social networking site for scientists and 

researchers, enabling them to share papers, communicate, and find collaborators. Today, 
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it has more than six million members. Research-Gate is also considered an academic 

digital library as its members can upload and share papers with other members. 

Academia.edu (launched in September 2008) is a platform for academics for sharing 

research papers, monitoring their impact, and following researchers in a particular field. 

A total of 17,896,413 academics have signed up to Academia.edu, adding 5,089,710 

papers and 1,450,657 research interests. Academia.edu attracts over 15.7 million unique 

visitors a month
16

. Research-Gate and Academia.edu are examples of scholarly academic 

digital libraries affiliated with social networks for researchers whose purpose it is to share 

data, papers, and knowledge with other researchers. 

We created a fictitious profile of a famous researcher through Academia.edu, a 

process during which we were asked many questions about the researcher and were even 

asked to upload some of his papers. We uploaded several of his well-known and 

published papers in order to boost the profile’s credibility and gain the trust of colleagues. 

After several weeks, when the profile was active and papers had been downloaded from 

the profile, we were able to easily upload a malicious version of the same papers in order 

to perform an attack. The uploading of an existing malicious PDF file (a non 0-day 

malicious PDF file) that should have been recognized by an antivirus tool was not 

stopped by any security mechanisms of the library. Thus, we also show here that social 

relationships and trust can be sufficient for leveraging a social network-based library for 

the distribution of a malicious PDF based attack.  

3.4. Additional Existing Scholarly Digital Libraries 

The following libraries are additional existing scholarly digital libraries that we have not 

yet checked for vulnerabilities; however, we assume that vulnerabilities exist and should 

have been further investigated. 

Microsoft Academic Search
17

 is a free public Web search engine for academic 

papers and literature, developed by Microsoft Research for the purpose of algorithm 

research on object-level vertical search, data mining, entity linking, and data 

visualization. Microsoft Academic Search consists of almost 50 million scholarly 

documents and is considered one of the top alternatives to Google-Scholar [9].  

Web of Science
18

 is an online subscription-based scientific citation indexing service 

maintained by Thomson Reuters that provides comprehensive citation search. It consists 

of nearly 50 million scholarly documents and is considered, together with MAS, one of 

the largest academic digital libraries after Google-Scholar [9]. One should note that Web 

of Science does not index the PDF files, as Google-Scholar does.  

PubMed
19

 is a free search engine that primarily accesses the MEDLINE database of 

references and abstracts on life sciences and biomedical topics. The United States 

National Library of Medicine at the National Institutes of Health maintains the database 

as part of the Entrez system of information retrieval. PubMed comprises over 24 million 

citations of biomedical literature from MEDLINE, life science journals, and online books. 

Citations may include links to full-text content from PubMed Central and publishers’ 

Websites.  

arXiv is an automated electronic repository and distribution server for research 

articles, consisting of electronic preprints of scientific papers in the fields of mathematics, 
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physics, astronomy, computer science, quantitative biology, statistics, and finance, 

which can be accessed online. Almost all scientific papers within arXiv are self-archived, 

meaning that they were uploaded by the users themselves.  

Table 1 summarizes the details of the interesting aspects mentioned in this section. 

The largest libraries, Google-Scholar, MAS, and Web of Science, do not rely on papers 

uploaded by users as they crawl papers from the publishers as well and do not store them. 

Note that there are several closed group\ libraries within the Darknet, such as Libgen, 

Sci-hub and Booksc, and we assume that specifically in these not wide-open libraries the 

probability and percentage of malicious papers is higher than in the known and wide-

open libraries. This assumption should be scrutinized in future research. 

 

 

Table 1. Summary of Scholarly digital libraries’ details regarding to their crawling, indexing and redirecting 

approaches to the scholarly documents. 

4. Methods 

On this section we present the Dataset scanning tools and technical details that allowed 

us to provide the results and insights of this study. 

4.1. Dataset 

As part of this collaborative study with the CiteseerX team, we scanned and analyzed the 

CiteseerX digital library as our dataset. Our goal was to determine whether this platform 

had already been used, either intentionally by an attacker or unintentionally by an 

innocent researcher, to distribute malicious PDF files, and in so doing, to measure the 

extent of harm that can be caused by such a scenario. When we began scanning, the 

CiteseerX library contained 4,044,118 academic papers in PDF format that were 

collected up to the end of 2014, from more than 188 different countries over most of the 

continents, written by 1.3 million disambiguated authors from 4963 different universities. 
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4.2. Scanning Tool for Malicious files 

We used the VirusTotal
20

 service to scan the entire CiteseerX library for malicious PDF 

files. VirusTotal, a subsidiary of Google, is a free online service that provides 

comprehensive analysis of files and Websites (URLs) by a set of ~57 antivirus engines 

and Website scanners. VirusTotal allows a user to submit suspicious files for analysis. 

After the analysis, VirusTotal provides a report that specifies the identification of 

suspicious files for each of the antivirus engines. When a file is about to be scanned, 

VirusTotal calculates its hash to determine whether if it was previously scanned. If so, 

the stored report is provided to the user; otherwise, the file is then uploaded and scanned, 

and a report is generated when the process is complete. VirusTotal also provides a rich 

and public API
21

 for the submission of files and URL addresses and retrieval of the 

analysis reports. The public API can be used through several programming languages 

that assist with automating the submission and report retrieval procedures. Note that we 

considered a PDF file as a malicious, only if at least 5 different anti-viruses detect it as a 

malicious file. In addition we emphasize that rather than presenting a novel technique of 

malicious PDF files detection, the goal of this study is revealing a simple yet very 

dangerous way by which the scholarly digital libraries can be utilized as a platform for 

malware distribution.   

4.3. Scanning Technical Details 

Since only a small percentage of CiteseerX's papers had been previously scanned, we 

uploaded all of its content, file by file, to VirusTotal, in order to scan the whole library. 

Three interrelated problems with this approach were encountered: 1) the enormous size 

of the library; 2) the length of time it would take to upload the entire library to VirusTotal; 

and 3) VirusTotal’s submission limit for regular users of four per minute. A quick 

calculation showed that the scanning process would take approximately 700 days. To 

cope with the issue of data size, we took a different approach and used VirusTotal’s 

option to analyze URL addresses of files (URI
22

). When a URI address is submitted to 

VirusTotal for analysis, it downloads the file that stands behind the address and analyzes 

it too. However, there is no guarantee that this operation is actually done. The submission 

of the URI addresses of CiteseerX’s articles to VirusTotal for analysis (versus submitting 

the actual PDF files) facilitated the process and shortened the time it took to upload the 

entire library (~3.8 TB). To circumvent the limitation of four files per minute, we 

requested special privileges (a private API key) from VirusTotal that allowed us to 

perform many more submissions per minute. We used VirusTotal’s private API to scan 

the entire CiteseerX library consisting of 4,044,118 academic papers in PDF format. 

Initially, we submitted the URI addresses of the PDF files iteratively for analysis. Then, 

we submitted a request for the analysis reports. The scan of the CiteseerX scholarly 

digital library was completed in five months. 
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5. Scanning results 

On this section we present the results and their analysis regarding to the scanning process 

of the PDF files within CiteseerX library. We provide analysis both in the aspects of 

crawling and downloading the malicious papers, on the basis of worldwide breakdown. 

5.1. Crawled Malicious Papers  

Of the 4,044,118 URI addresses of PDF files that were submitted for analysis from the 

CiteseerX library, only 2,586,820 were actually scanned (the process that was previously 

described). Of these files, 753 (~0.3%) were found and classified as malicious by 

VirusTotal’s antivirus engines. Figure 3 present the breakdown of the threats identified. 

 

�

Figure 3. Breakdown of the threats identified among the 753 malicious PDF files found by VirusTotal on the 

CiteseerX library. 

 

The threats’ categories were provided by the identifying antivirus engine. As can be 

seen in Figure 3, 72% of the malicious files were identified based on vulnerability 

exploitation
23

. Usually, vulnerability in the PDF file format is exploited utilizing an 

embedded JavaScript code
24

. 9.5% were classified as a Trojan, a malicious program that 

when executed performs covert actions that have not been permitted by the user. 7.5% 

of the malicious files contained JavaScript code that was recognized as malicious. 
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JavaScript code can be identified as malicious although it does not exploit any 

vulnerability and is considered malicious when the code signature is known to represent 

a malicious code. 3.9% of the malicious files were classified as malware, which means 

that malicious software (e.g., Exe, PDF, etc.) was found embedded in them. 3.4% of the 

malicious files contained a threat (Adware
25

, Trojan, or Riskware
26

) targeting the 

Android operating system widely used on mobile devices. 1.9% of the malicious files 

contained a computer worm
27

, which is a malicious program that can propagate by 

autonomously copying itself from one machine to another. A small percentage of files 

(1.1%) were classified as Spyware
28

, which is a malicious computer program aimed at 

collecting personal information from the victim’s computer. Although it does not damage 

the victim’s computer, it can cause damage to the victim by stealing sensitive information. 

An Adware is a program that aims to support advertising and operates without the user’s 

permission. An additional 5,775 files were identified as malicious by the Fortinet 

antivirus, because they contained a suspicious threat called “HTML/Redirector.BK!tr”. 

These files might be malicious since they may direct the user to malicious destinations 

such as Websites, IP-addresses, and servers. A deeper analysis is required to reach a final 

decision; however, when the percentage of malicious PDF files in the CiteseerX library 

rises from 0.3% to 2%, this strengthens even more the phenomenon we are presenting in 

this paper.  

Figure 4 presents the distribution of the malicious scholarly documents according to 

the geographical location from which they were crawled by CiteseerX scholarly digital 

libraries. More than 55% of the malicious papers in CiteSeerX were crawled from IP’s 

belonging to USA universities, whereas about 33% were crawled from IP’s belonging to 

European universities. 

 

 

Figure 4. Distribution of the malicious scholarly documents according to the geographical location from which 

they were crawled by CiteseerX scholarly digital library. 

 

In Table 2, we can see the top 11 European countries in terms of the percentage of 

malicious scholarly documents crawled from their IP’s. Germany was the origin of 

10.7% of the malicious papers in CiteSeerX out of the total world’s malicious papers, 
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and is the origin of more than 31% of the malicious papers in CiteSeerX out of Europe’s 

malicious papers share. It was followed by United Kingdom (6.04%), Holland (2.74%), 

and France (2.61%). Each of the other European countries not presented here were the 

origin of less than 0.41% of malicious scholarly documents out of the total world’s 

malicious papers in CiteSeerX. 
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Table 2. Breakdown of the distribution of the malicious scholarly documents according to universities in 

countries within Europe from which they were crawled by CiteseerX out of total world’s malicious papers. 

 

Asia includes several countries, e.g., China, Russia and Korea, which on the one 

hand are known to have a large population of researchers and on the other were found to 

be the origin of many malwares. We were surprised to find that only 5.9% of the 

malicious papers were crawled from IP’s belonging to an Asian institution. 

In Table 3, we can see some interesting statics regarding Asian countries. Israel is 

quite a small country with a population constituting 0.1% of the world’s population and 

naturally thus has also a small research community as compared to other countries in the 

world. Nevertheless, Israel is the origin of 1.51% of the malicious papers in CiteSeerX 

out the total world’s malicious papers, whereas China, that has 20% of the worlds’ 

population is the origin of only 0.55% of the malicious papers in CiteSeerX out the total 

world’s malicious papers. Note that we did not find any malicious paper crawled from 

Russia or Korea which are the origin of many malicious Android applications found in 

applications’ markets [31]. 
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Table 3. Breakdown distribution of the malicious scholarly documents according to universities in countries 

within Asia from which they were crawled by CiteseerX scholarly digital libraries out of the total world’s 

malicious papers. 
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5.2. Downloaded Malicious Papers  

We now present the impact and power attack of malicious papers published in a scholarly 

digital library. Using CiteeSeerX’s database and its Website historic log files, we 

extracted and aggregated the information regarding the download data of the malicious 

papers we found. We faced a big-data scale problem due to the enormous amount of data 

we needed to extract and process, and therefore, we extracted the downloading 

information for only the top 31 malicious papers identified by a larger number of 

antivirus engines out of the total 723 that were found. We also focused on download 

statistics for the five preceding years and therefore we can provide conclusions regarding 

updated download trends. In addition, we also used GNU Parallel
29 

to boost the speed 

and reduce the very long running time. These data comprised 5197 successful downloads 

of malicious papers (during 2009-2014) that resulted from only 31 malicious papers 

crawled by CiteeSeerX’s, meaning that scholarly digital libraries have an average 

‘damage coefficient’ of 167 in the last 5 years. The average number of different countries 

that downloaded malicious papers was 16 over most of the continents (apart from 

Antarctica), which constitutes a very wide coverage of the worlds’ research population 

within universities and other institutions. Table 4 presents information regarding the top 

20 most downloaded malicious papers during the last 5 years. The most downloaded 

malicious paper is on the topic of Computer Forensics and apparently was a malicious 

version of a very popular paper; it was downloaded 2213 times in 108 different countries 

on all continents (apart from Antarctica). The popular topics among malicious papers 

were related to computers, such as cyber security and computer sciences. 
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Table 4. Top 20 most downloaded malicious scholarly documents during the last 5 years, their origin country, 

and the number of countries in which they were downloaded. 
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Figure 5 presents the distribution of the malicious scholarly documents according to 

the geographical location from which they were downloaded from CiteseerX scholarly 

digital libraries. More than 41% of the malicious papers in CiteSeerX were downloaded 

from IP’s belonging to USA, whereas about 28% were downloaded from IP’s belonging 

to Asia. 

�

�

Figure 5. Distribution of the malicious scholarly documents according to the geographical location from which 

they were downloaded from CiteseerX scholarly digital library. 

Figure 4 shows that the USA was the origin of more than 55% of the malicious 

papers in CiteseerX, while Table 5 shows that the USA was also the most popular 

destination, where more than 40% of the malicious papers were downloaded, followed 

by India (9.52%), China (5.04%), and the UK (3.77%). As can be seen, using a scholarly 

digital library as a platform, an attacker can easily distribute a worldwide attack through 

a malicious scholarly document. 
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Table 5. Top countries downloaded most of the malicious scholarly documents from CiteseerX during the last 

five years. 
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6. Directions for Security Enhancements 

Several steps can be taken to mitigate and improve the detection of malicious PDF 

files within scholarly digital libraries. We will elaborate on several, beginning with the 

simplest and easiest to apply. 

6.1. Compatibility Check of PDF Files 

We found that many of the malicious files are not compatible with the PDF file format 

specifications according to the Adobe PDF Reference
30

 and cannot in fact be opened by 

the PDF reader and viewed by the user. In cases involving malicious PDF files, the 

malicious operations will be executed anyway. We suggest using these observations to 

flag files that can initially be blocked from publication by the digital libraries. In order 

to empirically support our claim, we collected and created a dataset of malicious and 

benign PDF files. �������	
������������������������	�����	�����	�������������	�	���
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The analysis of our large dataset of 50,908 files by the parser (PdfFileAnalyzer
31

) 

shows that most of the malicious files (96.5%) are not compatible with the PDF file 

format specifications according to the Adobe PDF Reference. When the user tries to open 

an incompatible file (malicious or benign), the PDF reader is not able to open it and 

provides an error message. If it is a malicious PDF file, the malicious operation is 

executed; if it is a benign file, nothing occurs. However, in both cases the file remains 

unopened and cannot be viewed by an innocent user. Thus, it is clear that there is no 

reason to deliver an incompatible file to the user, and this observation should be taken 

into account in academic digital libraries, which can easily identify such files and mark 

them as suspicious, or even block them from being published before they are ever opened 

by an innocent user.  

The incompatibility observed was located at the end of the file between the 

"startxref" and "%%EOF" lines. This line should contain a number serving as a reference 

(offset) to where the last cross reference table section is located in the file. In cases of 

incompatibility, the number that appears is incorrect. Table 6 includes the number of 

compatible files (bracketed) in each of our collected datasets. Note that while 

incompatible benign files were not present in our dataset, this does not necessarily mean 

that there were no such files. It might, however, suggest the very low probability of 

incompatibility among benign files and it provides support of our observation mentioned 

above. 
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Dataset Source Year Malicious Files 
Benign 

Files 

VirusTotal Repository 2012-2014 17,596 (1,017) - 

Srndic and Laskov [4] 2012 27,757 (437) - 

Contagio Project 2010 410 (175) - 

Internet and BGU 

Univ. (random 

selection) 

2013-2014 0 5,145 

Total  45,763 (1,629) 5,145 

Table 6. Our collected dataset categorized as malicious, benign and the rate of incompatibles PDF files among 

the categories. 

6.2. Update Check of Re-uploaded PDF Files 

One of the vulnerabilities we found in academic digital libraries (particularly Google 

Scholar) relies on the fact that once a new paper is initially uploaded and indexed, it is 

then assumed to be scanned to verify that it is virus-free. However, in cases in which the 

clean paper file behind the indexed link was later replaced by a malicious version, the 

file was not rescanned and is now the paper’s version available as a malicious file through 

these libraries. We suggest applying a simple check of the hash function behind each 

indexed file after it is first uploaded. The original hash function is compared to a daily 

hash function of each indexed file; thus a mismatch between the daily hash of the file 

and the original version acquired on the initial upload serves as an indication that the file 

should be further scanned to verify that it is virus free.  

6.3. New PDF Malware Backward Check 

While the vulnerabilities of new PDF files are identified from time to time by virus 

experts, the duration of the discovery period might be quite long. The new vulnerability 

is meanwhile being used and distributed in additional PDF files. Considering a 0-day 

malware contains such new vulnerabilities, it will probably evade the widely used 

antivirus tools. Therefore, as new vulnerabilities are discovered and antivirus tools are 

updated accordingly, we suggest a periodic re-check to provide a comprehensive review 

of a process that could easily be automated for all the files in the scholarly digital library. 

6.4. Machine Learning Algorithms for Unknown Malware Detection 

To date, antivirus packages are not sufficiently effective at intercepting malicious PDF 

files, even in the case of highly prominent PDF threats (Tzermias et al. [13]). On the 

other hand, according to studies such as [13], [4], [5], [14], [15], [16], [17], [18], [19], 

[20], machine learning (ML) methods can effectively distinguish between malicious and 

benign PDF files. 

In this section, we explain comprehensively and in depth which and how existing 

high performance detection methods based on machine learning should be applied by 

scholarly digital libraries. These solutions should be applied offline after a new scholarly 

PDF document is found and before it is published and indexed. We propose using a 

machine learning-based detection model that includes a hybrid detection approach that 

conducts both static and dynamic analysis, as suggested in [13], [3], [15], and [19]. Thus, 

the chance of an attack evading the detection mechanism is significantly reduced, 
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because most attacks can be determined by dynamic analysis. Still, several techniques 

may evade detection, including those that perform the malicious actions of the PDF file 

only when specific conditions are met (e.g., time, date, IP, and specific user intervention). 

In these instances, dynamic analysis will be ineffective since it will not encounter and 

detect the malicious behavior through its analysis. Static analysis scrutinizes the file's 

genes, content, and structure, which are usually constant; consequently, static analysis 

will not be affected by these techniques and will therefore be more effective than 

dynamic analysis. Because of these advantages of static analysis, we suggest an initial 

static analysis stage for unknown PDF files. A file that is not identified as malicious after 

this initial stage and is also not detected by antivirus tools would merit further dynamic 

analysis.  

For the static analysis phase, the key to precise and sensitive detection is preliminary 

knowledge of the primary attack and evasion techniques that could be used by a PDF file, 

as described in Section 2-b. The first mission is therefore to find and extract the indicators 

that assist and support the determination of these attacks. A prerequisite for a 

comprehensive analysis of a given PDF file is the development of a sophisticated and 

robust parser that is able to extract all the relevant information from the analyzed file 

(including corrupted PDF files, embedded EXE, PDF, and SWF files).  

According to Vatamanu et al.’s study [14] in which the largest PDF file corpus was 

used, about 93% of the one million malicious PDF files (out of a corpus of 2.2 million) 

contained JavaScript, whereas only 5% of the benign PDF files contained JavaScript 

code. Therefore, as a mitigation strategy for malicious JavaScript code, all the JavaScript 

code should be extracted using a robust parser (including an unrelated object of 

JavaScript code as presented in [3]). The JavaScript code should be analyzed using two 

different direct representations that provide high TPR, the lexical analysis of JavaScript 

code [5], and tokenization of the embedded Java Script [14]. Direct representation means 

analyzing the code itself, while indirect representation means analyzing meta-features 

related to the entire content of the file. The JavaScript will also be dynamically analyzed 

during the dynamic analysis phase. We also suggest conducting an indirect static analysis, 

which analyzes the general descriptive content in the PDF file rather than directly 

analyzing the JavaScript code. This can be achieved by an approach that utilizes the 

meta-features of the content and structure of the PDF file, such as structural paths [4], 

summarized meta-features [16], and frequency of keywords [17], which also provided 

satisfactory results. The advantage of using meta-features such as structural paths [4] is 

that they are not affected by code obfuscation. It was shown to be a very effective method 

to discriminate malicious PDFs from benign PDFs, even in malicious files created two 

months after the classification model was created.  

As a solution to embedded malicious files (reverse mimicry attacks [3]), the parser 

should also indicate whenever this scenario (a file embedded inside the PDF) exists in 

the suspicious PDF file. Generally speaking, there are few benign reasons to embed a 

file inside a PDF file. In addition, the parser should recursively extract every embedded 

file inside the PDF and analyze it using the static analysis methods suggested above. One 

of the reverse mimicry attacks [3] that embeds malicious EXE files in the PDF and auto-

executes it when the PDF file is opened is based on a well-known legitimate feature that 

has been blocked in Adobe Reader X (version 10). Many organizations, however, do not 

update their installed software, and thus, are exposed to EXE running (such as in Adobe 

Reader MS Office). Regardless, when another feature or vulnerability has been found 

that allows the operation of running EXE files embedded in PDF files, it can be detected 
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with a variety of advanced techniques aimed at the detection of malicious executables 

using static and dynamic analysis. 

All the extracted features mentioned in this section can be leveraged by an ensemble 

of classifiers such that each classifier will be induced from different sets of features. 

Menahem et al. [12] showed that applying an ensemble of classifiers using different 

features can significantly improve detection capabilities. 

The attacks that were presented by Hamon et al. [8] dynamically load malicious code 

from a remote source as well as URI resolving (executing external malicious file). These 

attacks usually rely on clicking on a link; however, it is possible to open the link when 

the PDF file is opened, and therefore the PDF file becomes the link. Consequently, as 

indicated by Hamon et al. [8], the /OpenAction command is considered dangerous and 

can be detected by simple static analysis. Restricted use of this command will help 

prevent this kind of attack. 

In the dynamic analysis phase, it is more effective to rely on hooking the Adobe 

Reader or using hardware virtualization to execute the JavaScript code embedded in the 

PDF file rather than to run it in an emulator, as presented in [19] and [20]. The malicious 

JavaScript code inside the PDF, however, can recognize that it is being executed in an 

emulated environment, and therefore, it might refrain from performing its malicious 

behavior. This will, however, probably provide a solution for malicious obfuscated 

JavaScript code that was not detected by the static analysis. 

As far as we could identify, no product or academic solution actually analyzes the 

URLs inside the links in a PDF file. A link, having been clicked, can refer the user to a 

malicious Website that, when loaded, initiates an attack on the user's computer. An 

attacker can place a malicious link inside a benign file and persuade the user to click it. 

Dynamic analysis methods will not be able to detect this kind of attack, since user 

intervention is needed to click on the link. However, static analysis methods can easily 

extract and analyze the links that may be malicious. Thus, we recommend the addition 

to the detection model of a module that checks the links inside the PDF file for 

maliciousness, as this module can integrate many of the academic solutions designed for 

analyzing links (URLs) or Websites for maliciousness [21][25-30]. 

Full dynamic analysis of PDF files is a costly approach. For instance, Checkpoint 

Threat Emulation32 and SourceFire FireAMP
33

 execute the entire PDF file in an isolated 

environment (sandbox) and examine the effect of the behavior and actions on the system 

during runtime. Nevertheless, this detection approach provides a comprehensive 

indication of the file's purposes and is robust against many evasion techniques, such as 

code obfuscation and URI resolving. Therefore, we suggest the integration of a full 

dynamic analysis module that might detect malicious behavior or determine the intention 

of PDF files in cases where the static or dynamic analyses (based on analysis of specific 

components of the PDF file) are unable to provide the comprehensive inspection 

provided by full dynamic analysis. 

We also suggest running each suspicious PDF file through several versions of Adobe 

Reader (or any PDF reader) in order to compare its behavior. Some malicious PDF files 

will behave differently depending on the version of Adobe Reader used, because 

vulnerabilities are treated differently from one version to another. The differing behavior 

might provide an indication of a file’s maliciousness. 

                                                           

32

 https://threatemulation.checkpoint.com/teb/ 

33

 http://www.sourcefire.com/security-technologies/advanced-malware-protection/fireamp 
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Moreover, one should remember that many organizations currently rely on outdated 

versions of PDF readers due to financial constraints and lack of proper administrative 

controls. The fact that many organizations do not update their installed software 

(including their PDF readers) exposes their computers and users to many known 

exploitations and bugs associated with PDF readers, such as the JBIG2Decode algorithm 

and util.printf Java function, as was discussed by Stevens [24]. New readers take these 

exploits into account; however, the exploits and bugs remain relevant in older versions 

of software. As a rule of thumb, we therefore recommend that organizations strive to 

equip themselves with the latest version of PDF readers as a standard security policy.  
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7. Discussion and Conclusion 

This study revealed the phenomenon of the contamination of scholarly digital libraries 

with malicious PDF documents and showed how these libraries can be easily used for 

launching and distributing targeted cyber-attacks aimed at a specific group of researchers, 

universities, institutions, and countries. As far as we know, there are no reliable reports 

of the accurate percentage of malicious PDF files on the Web, and therefore, we cannot 

determine whether scholarly digital libraries are more or less contaminated than the Web 

itself. In addition, as we found these malicious documents on CiteSeerX, we will have 

to remove these papers from it and also update other scholarly digital libraries regarding 

these malicious papers in order to prevent the attacks they are carrying from being further 

distributed. This process of removal should be done through cooperation with the authors 

of these papers, as the authors might discover the existence of resident malware in their 

computers that caused the infection of their paper, in the case that their paper was not 

contaminated intentionally. 

In this study, we evaluated more than two million scholarly papers in the CiteSeerX 

library and found it to be contaminated with a surprisingly large number (0.3%-2%) of 

malicious PDF files belonging to a variety of different virus families, 72% of which 

exploit vulnerabilities in PDF readers. These malicious documents were uploaded from 

46 different countries covering most of the continents. The USA’s universities were 

found to be the origin of more than 55% of the malicious papers in CiteSeerX. The USA 

also downloaded more than 41% of these malicious scholarly papers during the last five 

years. On average, a malicious paper was downloaded 167 times in 5 years by researchers 

from many different countries worldwide. The most popular malicious scholarly 

document is a malicious version of a famous paper in the computer forensics domain, 
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crawled from the USA, and downloaded 2213 times in 108 different countries. Therefore, 

as we indicated, several vulnerabilities exist in scholarly digital libraries, and an attacker 

needs only to have a malicious version of a popular paper on an attractive topic (e.g., 

cyber-security) in a scholarly digital library to utilize the high damage coefficient we 

found and thus cover most of countries in the world. We also suggested several solutions 

for mitigating such attacks, including simple deterministic solutions and also advanced 

machine learning-based frameworks that should both be integrated in scholarly digital 

libraries. 

In future work, we suggest that the other digital libraries for which we presented 

vulnerabilities be scanned further, and also that additional scholarly digital libraries be 

investigated for vulnerabilities, such as MAS, Web of Science, and Pub-Med. We also 

suggest investigating the rate of contamination of digital libraries within the Darknet, 

such as Libgen, Sci-hub, and Booksc, which we presented as well. 
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Low-Dimensional Bigram Analysis for

Mobile Data Fragment Classification
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Abstract. File carving is the process which aims to recover files from storage media

without the file system meta-data. The ability to perform such recovery is particu-

larly important in this digital era when it involves forensic investigation. Due to the

inevitable occurrence of file fragmentation in storage system, fragment classifica-

tion is an important step in the file recovery process. Following the increase of stor-

age capacity and usage of mobile phones, large amount of personal data tends to be

stored on such devices, which is of great interest for forensic analysis during inves-

tigations. In this paper, we present an approach in classifying the most commonly

found fragment types on mobile phones, which include JPG, MP3, MP4, MOV and

SQLite. Departing from the conventional approaches that utilize analysis derived

from unigram statistics, we employ bigram statistics in our approach in order to

capture the frequency of local byte order which retains meaningful and exploitable

pattern in the fragments. While being able to capture more information, the bigram

statistics also contain a large amount of redundant data which greatly increases the

computational workload. Therefore, we perform dimensionality reduction through

Principal Component Analysis (PCA) in order to extract only the most significant

dimensions for classification purpose of the targeted file types. Using the resulting

features, an average classification accuracy of 96.19% is achieved, comparing to

88.40% while using the unigram statistics alone through Support Vector Machine

(SVM).

Keywords. Fragment classification, mobile data, bigram, principal component

analysis, support vector machine

1. Introduction

The continuous advancement of electronics components and its increasing affordability

has seen the trend of migration from conventional hard disk drives (HDD) to solid states

drives (SSD) in recent years. The many attributes of SSD, including its high speed, small

physical size and non-mechanical nature make it extremely suitable for mobile phone

implementation. Besides, the expanding storage capacity to support applications and user

data has tremendously improved the ability and efficiency of mobile phone in performing

many tasks.

A recent survey conducted in [22] indicates that the common usage of mobile phones

include activities such as emailing, web surfing, photo taking, social networking, direc-
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tion mapping, audio and video recording and downloading. Considering this, some of the

most commonly found file types on mobile phones would consequently include images

(JPG), audio and video clips (MP3, MP4, MOV), as well as the application database

(SQLite). As a highly utilized device in daily life, mobile phone captures a broad range

of user data. Therefore, the ability to recover lost, hidden, deleted or corrupted data from

mobile phones has become important, especially for the purpose of forensic analysis to

obtain compelling digital evidence.

Data carving is the process to extract data from unallocated file system, i.e., when

data cannot be identified or recovered due to the absence of meta-data [19]. Common

recovery methods involve searching for the headers and footers of the files and then

merging all the blocks in between, based on the assumption that the fragments of the files

are stored contiguously in memory. File types are then determined by the magic number

found in the header fragments. However, studies show that fragmentation often occurs

on mobile storage system due to the wear-leveling algorithm in flash-based storage [11],

where file fragment has to be identified based on its byte content.

For more than a decade, one of the focuses in file carving area is fragment clas-

sification, which serves as an important preliminary step for subsequent recovery pro-

cesses. Fragment classification is carried out in order to identify the file type a fragment

belongs to. Approaches in tackling fragment classification task can be categorized into

signature-based, statistical, machine learning, context-based and other approaches such

as gray-scale visualization method [20]. In most of these approaches, the statistical char-

acteristics of the bytes in a fragment are utilized to establish its type by performing com-

parisons across the characteristics models developed for known file types. Many of these

characteristics are derived from the unigram statistics of the fragments, where each byte

is considered as an independent entity and the order of the bytes is ignored. In order

to capture the byte order, N-gram analysis has been used [3,5,8,10,15]. However, the

increment of N causes the feature dimension to increase exponentially, where most of

them are redundant. Therefore in these works, the computational workload of N-gram

statistics are often expensive.

In this paper, we present a low-dimensional bigram approach to classify fragment

types that are commonly found on mobile phones, namely JPG, MP3, MP4, MOV and

SQLite. We apply Principal Component Analysis (PCA) to the high-dimensional bigram

statistics to obtain reduced-dimension bigram features that are significant for classifica-

tion. Classification is then performed through Support Vector Machine (SVM). Using

the classification accuracy through unigram statistics alone as performance baseline, we

demonstrate that our approach is highly accurate.

In the next section, Section 2, a brief overview of related work is provided. Section

3 describes our method and Section 4 details our experimental setup. We present our

evaluation results and observations in Section 5 and conclude in Section 6.

2. Related Work

With the aim to overcome the limitations of traditional file carving tools which use file

extension and magic numbers for file type identification, McDaniel and Heydari [17]

proposed the usage of “fileprints”, which are generated for different file types using

Byte Frequency Analysis (BFA), Byte Frequency Cross-correlation (BFC) and File
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Header/Tralier (FHT). BFA algorithm uses the frequency of occurrence of each byte val-

ues (0 to 255) in the file to establish the characteristics of the file type. BFC and FHT

are used to strengthen the file type identification method, where BFC utilize the relation-

ship between the frequencies of the byte values and FHT perform identification based on

the byte patterns that can be found at the beginning and end of a file. Based on the 30

types of “fileprints” generated, the authors performed experiments on 120 complete test

files. The reported classification accuracies were 27.50% for BFA, 45.83% for BFC and

95.83% for FHT algorithms.

Noticing the difficulties to establish one single model that is able to accurately rep-

resent all files of the same type, Li et al. [15] proposed centroid models, which are gen-

erated using Byte Frequency Distribution (BFD), i.e., unigram analysis as the signature.

K-means clustering was applied to develop each model for 8 different file types. In or-

der to evaluate the performance of this approach, the authors performed classification

using the first 20, 200, 500, 1000 bytes of the file and the complete file. Experimental

results indicated that while the classification accuracy were at least 98.3% for the 20-

bytes fragments, the accuracy for the classification of the entire file dropped consider-

ably. Besides, the classification for fragments that exclude the header information at the

beginning of the files was not evaluated. However, this evaluation is important because

fragments could be separated from header due to file fragmentation.

Identifying the limitations in the previous works [15,17], which exploited the header

data in the classification process, Karresand and Shahmehri [13] proposed the centroids

of mean and standard deviation of the BFD, which uses only the data fragment content

as a method of classification. Data fragments are classified based on the comparison of

distance and threshold from the centroids. In [12], the authors extended their method by

introducing centroid construction based on the distribution of the Rate-of-Change (RoC)

metric. RoC is measurement of the difference between two consecutive bytes in terms of

ASCII values. From their test results, the RoC method performed exceptionally well in

identifying JPG fragments, obtaining an accuracy of 99.2%. Such result was anticipated

due to the exploitable pattern of the 0xFF00 stuffing byte in JPG fragments. For other

fragment types that did not have such specific patterns, the RoC method showed no

convinced performance gain.

Veenman [24] proposed the use of cluster content features in their classification

approach, which included the combination of byte values histogram, Shannon entropy

and the Kolmogorov complexity measurement. A dataset of 450MB which consists of

11 file types was collected through the internet for experiments. Using a training set of

35,000 clusters and a testing set of 70,000 cluster, the classification approach achieved

an accuracy of 99% for html and 98% for JPG. Classification results for the remaining

types ranged from 18% to 78%, with the overall average accuracy of 45%. Based on very

similar ideas to Veenmans [24], Calhoun and Coles [4] employed additional statistics

and the combination of the statistics. Their experiments achieved an average accuracy of

88.3% by employing Fisher linear discriminant.

Axelsson [1,2] employed the k-Nearest-Neighbors (kNN) classification algorithm,

using the calculation of Normalized Compression Distance (NCD) between the blocks of

known and unknown type. Evaluation on the method was performed using the research

data made publicly available by Garfinkel [9]. Using this approach, the authors achieved

an accuracy between 32.86% and 36.43%, with k ranged from 1 to 10.
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Using the byte values frequencies or unigram distribution as feature vectors, Li et

al. [14] performed fragment classification using SVM targeting high entropy files. Four

file types obtained from private data set were considered in the multi-class classification

using fragments of 4,096 bytes. Evaluations were performed using four different kernels,

namely linear kernel, polynomial kernel, Radial Basis Function (RBF) kernel and sig-

moid kernel. Their classification achieved an average accuracy of 81.5% using the linear

kernel.

Gopal et al. [10] focused on file type identification based on several scenarios of

file corruption, such as file fragmentation. Using data set provided by Garfinkel [9], the

classification results using SVM and kNN were compared against those obtained through

commercial tools such as Libmagic, TrID, Outside-In and DROID. Experimenting using

N-gram features, with N varying from 1 to 3, the authors showed that kNN and SVM

approaches produced better results comparing to the commercially available tools. Also

observed in their experiments was that unigram and bigram produced better results for

kNN and SVM respectively. Apart from the indication that fragment classification is

performed better when bigram of fragments were used for training rather than bigram of

the full file, no further fragment classification performance was studied as the focus of

the authors were on file classification.

Fitzgerald [8] explored the Natural Language Processing (NLP) methods for frag-

ment classification, using unigram and full bigram as well as other statistics like entropy

as the features through SVM. The authors also evaluated the methods using the data

corpus provided by Garfinkel [9]. For each of the 24 file types, 4,000 fragments were

selected in the evaluation where an average accuracy of 49.1% was achieved. Among

the 24 file types, the classifier performed well on the low entropy fragment types. The

classification accuracy for high entropy fragment types were rather moderate.

Beebe et al. [3] performed comparative evaluations on the RBF and linear kernel

of SVM using a different combination of feature vectors, which include unigram, full

bigram and other non-N-gram features. A total of 30 file types and 8 data types obtained

from the Garfinkel corpus [9] and other sources were used in the evaluations, where an

accuracy of 73.4% was obtained using linear kernel with concatenation of unigram and

bigram as feature vector.

As opposed to most classification strategies that were performed using statistical

measure and machine learning approach, Roussev [21] stated the importance of consid-

ering the primitive types and compound data format when classifying data fragments.

Also emphasized was the necessity of developing specialized classification approach for

different targeted file types, rather than depending on generalized algorithms.

3. Low-Dimensional Bigram Analysis

3.1. Fragment Generation

Modern day mobile phones utilize non-volatile flash-based memories for data storage.

The architecture of flash file system consists of logical units, blocks, pages and sec-

tors [7]. Each page is formed by main areas of 512 bytes each for data storage and the

corresponding spare areas of 16 bytes for memory management process, such as Error

Correction Code (ECC), wear-leveling, and other software overhead functions [18]. Each
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Figure 1. Data area and spare area layout in a page.

Figure 2. 16-byte sequence in a fragment.

of the page has possible layouts as shown in Figure 1, where the spare area is either ad-

jacent to the corresponding data area or located separately from the data area at the end

of the page [18].

As a content-based classification approach, we ignore the system data in the spare

area and perform evaluation based on the data content in the 512-byte fragments.

3.2. Bigram Statistics

Given a sequence of elements, N-gram is the consecutive N elements in the sequence.

Utilizing the corresponding N-gram distribution, N-gram model can be understood as a

probabilistic model that predicts the occurrence of an item in a sequence based on the

elements that precede it [5]. In a sequence S, prediction of the ith item si is based on

si−(N−1), · · · ,si−1. N-gram model is most knowingly applied in statistical natural lan-

guage processing, and has since been extended to applications in many other areas [5].

In fragment classification, we consider each byte in the fragment as an element in

the sequence. Common characteristics used for fragment classification, such as byte fre-

quency statistics, entropy and centroid-based models are often derived from unigram

statistics (N = 1), where each element in the sequence is treated as an independent item.

Figure 2 shows an example of a 16-byte sub-sequence that can be obtained in a frag-

ment. Unigram statistics can be represented by a feature vector consists of 256 dimen-

sions (byte 0x00 until 0xFF) where each dimension records the frequency of occurrence

of its corresponding byte. For example, unigram statistics of the 16-byte sub-sequence

in Figure 2 indicates frequency of 3 occurrences for byte 0x0C, 2 occurrences for byte

0x67 and 0x1F, 1 occurrence for the remaining 9 bytes, and 0 occurrence for other bytes

that are not shown in the sub-sequence. While the frequency of each 256 possible bytes

is captured through unigram analysis, one important information that is omitted is the

data structure of contextual bytes. Application of N-gram where N > 1 enables us to ob-
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Figure 3. Bigram analysis of the 16-byte sequence in a fragment.

tain the information regarding the local byte patterns up to N bytes. N-gram distribution

can be considered as a sliding window process where we slide a window size of N bytes

across the byte sequence of the fragment in the steps of one byte.

Figure 3 shows the bigram (N = 2) analysis of the 16-byte sub-sequence where the

order of 2 consecutive bytes is considered. Through the 15 bigram features obtained, we

are able to capture the byte order existing in the sequence, such as the frequency of the

byte 0x670C is 2, as shown in the bold rectangle in Figure 3.

The ability to retain the byte order information is important when there is contextual

byte pattern in a fragment type. However, the number of N needs to be optimized as the

inclusion of extra bytes in a gram entity might result in the meaningful shorter byte pat-

terns be converted into un-exploitable information. Moreover, increasing N would expo-

nentially increase the feature dimensions, which would become intractable and costing

unnecessary high computational overhead. For example, trigram (N = 3) has more than

16 million of dimensions (i.e., 2563), which becomes generally impractical to process.

Considering these, we focus our approach using bigram statistics.

For bigram analysis, the resulting dimensions is 65,536 calculated as 2562. Using

the fragment size of 512 bytes, we obtain 511 bigram counts from each fragment. In our

research, we intend to capture the principal components of the bigram statistics while

keeping the computational workload efficient. In order to do that, we explore the feasi-

bility of utilizing low-dimensional bigram statistics for fragment classification targeting

common file types on mobile phones. The restriction on the file types enables us to exam-

ine the effect of our approach for data carving through a more specialized and practical

way in mobile data environment.

3.3. Low-Dimensional Bigram Using PCA

The high-dimensional features that we obtain through the bigram analysis are meant

to capture meaningful underlying byte pattern. Nevertheless, a substantial part of the

sparsely represented features does not carry any exploitable pattern that can be usefully

interpreted. These extra unnecessary features exist as redundancy.
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PCA is an unsupervised linear transformation method adopted frequently in dimen-

sionality reduction procedures. PCA performs dimensionality reduction through orthog-

onal transformation based on the theory that a set of data can usually be represented us-

ing its corresponding principal components through a lower number of dimensions. PCA

is a well-known method for finding patterns in high-dimensional data [23]. Using PCA,

the original data set is transformed and projected on a new coordinate system based on

the order of the greatest variance.

Provided with an original data set of X = {xm ∈ Rd |m = 1, . . . ,M} where M is the

number of samples and d is the number of features or dimensions, we intend to compute

a transformation matrix, W that can be applied to obtain the first k (k < d) principal com-

ponents of X . This can be achieved by using the eigenvalues and eigenvectors obtained

through Singular Value Decomposition (SVD) of the original data set X ,

X =UDV T , (1)

U and V are the orthogonal matrices, whereas D is the diagonal matrix where its diag-

onal elements are the singular values of X . The columns of U are the eigenvectors of

XXT and the columns of V are the eigenvectors of XT X . The diagonal values of D are

the corresponding eigenvalues of XXT and XT X . With the eigenvectors and eigenvalues

computed, Uk comprises of the first k columns of U , and Dk is the k-by-k matrix obtained

starting from the top-left element in D. The transformation matrix, W is computed as

W = DkUk, (2)

where W ∈ Rd×k. For any original vector x, the reduced-dimension vector y is computed

as y =Wx.

Through this approach, we first compute a transformation matrix, W using the in-

dependent model development data set, Xmodel . Then, we obtain the low-dimensional bi-

gram of our training sample, xt by performing yt =Wxt , where yt is the resulting bigram

of k dimensions. The dimension k can be adjusted accordingly, which will be discussed

in the experiment section of this paper. Similar computation is performed on the testing

sample.

3.4. Classification through SVM

SVM has been widely employed as a supervised learning algorithm for data classifi-

cation purpose. The general process involves developing a classification model from a

labelled data set, more commonly known as training set. The developed classification

model is then used to predict the label of a testing set. The performance of the SVM is

determined by the label prediction accuracy. Using the low-dimensional bigram statistics

as feature vector, we perform multi-class classification on our targeted fragment types

through SVM.

4. Experimental Setup

4.1. Data Set

We focus our attention on the classification of 5 fragment types that are commonly

found on mobile phones, which include JPG, MP3, MP4, MOV and SQLite. Sample
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files that form our data set for the first 4 types are collected from the corpus provided

by Garfinkel [9], whereas the SQLite data set is obtained from other sources, including

several mobile devices. A total of 1,856MB data were collected. From the collected files,

we construct data sets of approximately 400MB each for JPG, MP3, MP4 and MOV as

well as 256MB for SQLite. For all the collected data, 25% data of each type are used as

model development set for PCA and the remaining 50% and 25% are used as training

and testing set respectively.

We segment each of the files in the data set into fragments of 512 bytes. The first

fragment of each file is ignored as it often contains exploitable file type related header

that could bias the results in our intended study. The last fragment of each file is also

discarded as it often does not have sufficient 512 bytes of data in length [8].

4.2. PCA Model Development

From the fragments that are generated from the data set assigned for PCA model devel-

opment, 2,000 fragments are randomly selected from each of the five file types. Through

PCA, the bigram statistics of these fragments are used to develop a model to obtain a

low-dimensional bigram. Notice that we use a separate data set that is not part of the

training and testing data set to generate the PCA model in order to ensure that the devel-

oped model is not biased to either of the training set or testing set during the dimension

reduction process. Also from a computational point of consideration, the independent

model can be applied for all evaluation processes without the need to be re-developed

each time the training set is changed.

4.3. Feature Selection and SVM Classification

The feature vectors that are used in our evaluations include the unigram statistics and

low-dimensional bigram statistics. We obtain the classification accuracy through unigram

statistics to establish a performance comparison baseline [14]. The low-dimensional bi-

gram statistics used in our evaluations are computed through PCA using the indepen-

dent PCA model. We conduct the classifier training and testing through SVM using the

LIBSVM package [6].

5. Results and Discussions

5.1. Unigram vs. Low-Dimensional Bigram

We first perform a comparison of classification accuracy between using unigram and

low-dimensional bigram as feature vectors.

Table 1 shows the classification accuracy for 10,000 test fragments (2,000 fragments

per type) selected randomly from the test data set. For training the SVM model, we use

another 10,000 fragments from the training data set. In this experiment, the bigram statis-

tics of the training and testing data is reduced from 65,536 to 256 dimensions through the

PCA model developed in order to perform a direct comparison with the 256-dimension

unigram statistics of the data, through the same number of dimensions. From the results,

we observed that 1) On average, low-dimensional bigram reports higher accuracy than
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Table 1. Classification accuracy (%) using unigram and low-dimensional bigram of 256 dimensions through

RBF and linear kernels.

RBF kernel Linear kernel

Type Unigram Bigram (256-d) Unigram Bigram (256-d)

JPG 84.00 93.95 80.60 93.15

MP3 87.85 98.45 82.35 94.45

MP4 80.00 93.95 71.95 86.70

MOV 90.15 94.60 89.60 90.35

SQLite 100.00 100.00 95.95 92.70

Overall 88.40 96.19 84.09 91.47

unigram using either RBF or linear kernel. 2) Compared to that on unigram, the accuracy

for most file types are improved using low-dimensional bigram.

To further investigate the classification performance on each file type, Table 2 shows

the confusion matrix for the results obtained from bigram through RBF kernel. The con-

fusion matrix presents the instances in terms of percentage where one fragment type is

identified as another. The leftmost column is the ground truth of the fragment type and

each numbered entry indicates how many percentage of this type is identified as the type

indicated in the top row. Higher confusion is observed between MP4 and MOV as both

are container format used to store multimedia content.

Table 2. Confusion matrix using low-dimensional bigram of 256 dimensions and RBF kernel (%)

JPG MP3 MP4 MOV SQLite

JPG 93.95 0.35 0.90 3.40 1.40

MP3 0.05 98.45 1.10 0.30 0.10

MP4 1.70 1.35 93.95 2.15 0.85

MOV 0.35 1.35 2.20 94.60 1.50

SQLite 0.00 0.00 0.00 0.00 100.00

5.2. Dimension of Bigram

Since a major contribution of our work is to reduce the original bigram statistics to a low-

dimensional representation, a key factor that determines the result is the reduced dimen-

sions. Table 3 shows the classification performance by varying the number of dimensions

in the resulting bigram.

Figure 4 illustrates the corresponding plot of the data in shown in Table 3. From the

plots, we observed the following:

1. Overall accuracy for bigram dimensions of 256, 500, 1,000, 1,500, and 2,000 are

observed to have marginal differences, with highest accuracy of 96.42% obtained

through 1,500 dimensions. Therefore, We proceed with further experiments using

the bigram of 1,500 dimensions.

2. The classification performs the best for SQLite among the five fragment types.

This is because of the structure of the SQLite data which are mainly text-based as
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Table 3. Classification accuracy (%) using varying number of dimensions in bigram

Bigram dimensions (using RBF kernel)

Type 256 500 1000 1500 2000 5000

JPG 93.95 94.70 94.60 95.25 95.15 95.35

MP3 98.45 97.95 97.70 98.00 98.10 98.40

MP4 93.95 94.75 94.90 94.85 94.45 91.55

MOV 94.60 94.75 94.45 94.30 95.45 93.10

SQLite 100.00 99.80 99.70 99.70 99.70 99.20

Overall 96.19 96.39 96.27 96.42 96.37 95.52

91.00

92.00

93.00

94.00

95.00

96.00

97.00

98.00

99.00

100.00

256 500 1000 1500 2000 5000

JPG MP3 MP4 MOV SQLite Overall

Figure 4. Classification accuracy with respect to number of dimensions of the low-dimensional bigram.

X-axis: Dimension of the bigram. Y-axis: Classification accuracy (%).

compared to others, which are compressed multimedia fragment types. The in-

formation in the data structure can be presented through the average entropy [16]

for the fragment types, as depicted in Figure 5. From this figure, we can see that

among the five types, SQLite fragment is the only type that has significant lower

entropy. This makes it highly distinguishable from others.

3. For each of the fragment types, increasing the dimension of the bigram can gener-

ate favorable or adverse impact on the accuracy, as the inclusion of more dimen-

sions may function as useful information or “noise”. Such result suggests that

a more specialized decision on the number of dimensions can be applied based

on a targeted fragment type, e.g., higher accuracy can be achieved for SQLite

fragments when we use lower dimension of bigram, whereas higher dimension is

advantageous in identifying JPG fragments.
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Figure 5. Average entropy of each fragment type.

5.3. Training Size

Using the bigram of 1,500 dimensions, we perform experiments to show the impact of

the amount of training fragments on the classification accuracy in our approach.

Table 4. Classification accuracy (%) using varying training size

Training fragments per type (using RBF kernel)

Type 2000 3000 4000 5000

JPG 95.25 95.50 95.65 95.70

MP3 98.00 98.35 98.20 98.00

MP4 94.85 95.60 95.95 96.15

MOV 94.30 94.65 94.70 94.95

SQLite 99.70 99.70 99.70 99.70

Overall 96.42 96.76 96.84 96.90

Table 5. Training time (sec) using varying training size

Fragments per type 2000 3000 4000 5000

Training time 97.10 191.60 308.08 404.03

Figure 6 depicts the plot of the data in shown in Table 4, which shows the impact on

the classification accuracy when the number of training fragments changes. Consistent

trend can be observed where the classification accuracy of most fragment types increase

or stay stabilized when the number of training fragment increases. In our evaluations, the

increase in training size produced slightly higher overall accuracy. The corresponding

increase in SVM training time for each increment of 1,000 training fragments per type

is shown in Table 5. Based on these implications, trade-off between the accuracy and

computational workload can be considered accordingly.
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Figure 6. Classification accuracy with respect to training size. X-axis: Number of training fragments per type.

Y-axis: Classification accuracy (%).

6. Conclusions and Future Work

In this paper, we studied the utilization of low-dimensional bigram statistics for fragment

type classification, focusing on the types that are commonly found on mobile phones.

Many fragment classification methods perform classification based on characteristics that

are derived through unigram statistics, which fails to capture the order of the bytes. This

causes the exploitable contextual byte pattern in the fragments to be disregarded.

The usage of N-gram where N > 1 enables us to retain local byte pattern. We pre-

sented our classification approach based on the bigram statistics of the fragments. Con-

sidering that a high proportion of features in the bigram statistics are redundant, we per-

formed dimensionality reduction through PCA. This enabled us to greatly reduce the

feature vectors and the computational workload during the classification process, while

preserving the principal components.

The evaluations on our approach shows that we can achieve higher classification

accuracy among our targeted fragment types when comparing to the classification re-

sults through unigram. Our evaluation results also indicated that the number of dimen-

sions used in low-dimensional bigram has varying impact on different fragment types.

This suggests that the number of dimensions of the bigram can be adjusted accordingly,

depending on the targeted type.

With the feasibility of such approach, we will look into the inclusion of more frag-

ment types in order to evaluate the performance of our method under a more general

digital environment. Further enhancement can also be done by optimizing the parameters

of the SVM. Other classification algorithms and feature selection methods or features

combination will also be explored and analyzed. Besides, we will also further examine

the implementation of our approach into the ultimate file carving and recovery process.
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Abstract. In recent years, hardware obfuscation is one of the prominent anti-
tamper solutions that are highly used against various hardware security threats 
such as piracy, cloning, reverse engineering, chip overbuilding, and hardware 
Trojans. Logic obfuscation is implemented either in the design description (for 
soft/firm/hard codes) or structure (for the chip) of electronic hardware to 
intentionally conceal its functionality. Most of the obfuscation schemes enable the 
circuit operation in two distinct modes such as obfuscated and normal modes. The 
mode control, mostly implemented by finite state machine, is performed by the 
application of a specific sequence of input vectors on initialization, called an 
‘initialization key.’ Without the initialization key, it is difficult to comprehend the 
intended functional behavior of the circuit; hence, circuit tampering or malicious 
insertion will have a high probability of either becoming functionally benign or 
easily detectable by conventional logic testing. However, most of the existing 
obfuscation techniques have used similar obfuscation cell structures throughout the 
design which in turn leaves a hint to the adversary about circuit obfuscation during 
reverse engineering. In this paper, we aimed to mitigate this limitation by applying 
design obfuscation using different obfuscation cells. We performed the hardware 
obfuscation mechanism for field programmable gate array devices using standard 
ISCAS’89 benchmark circuits in Actel’s ProAsic3 device by Libero SoC v10.1 
(free version). We measured the performance overhead using the design 
parameters such as area, delay, and power. 

Keywords. ASIC, Cloning, CPLD, FPGA, Hardware Trojan, Obfuscation, 
Overbuilding, Piracy, PLD, Reverse Engineering 

1. Introduction 

With the rapid development of embedded systems and the Internet of things, the 
programmable logic devices (PLD) and application specific integration circuits (ASIC) 
are playing a more and more important role in the electronic industry. Over the past 
few decades, PLDs such as complex PLDs (CPLD) and field programmable gate array 
(FPGA) devices are extensively used as the basic building modules in most digital 
systems due to their robust features such as high density, field re-programmability, and 
faster time-to-market. Besides, usage of PLDs in a design reduces discrete integrated 
circuits (IC) population and the associated interconnections on the printed circuit board. 
As a result, the reliability of PLD-based system increases. However, when features 
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such as unit cost, speed, power are considered, ASICs are most suitable devices. They 
also address the problem of fast obsolescence associated with PLDs. 

In general, the design of any digital systems includes outsourced intellectual 
property (IP) cores, commercial electronic design automation (EDA) tools, and 
offshore fabrication services. IP cores are the reusable unit of logic, cell, or chip layout 
that can be in any of following three forms such as, 1) Soft IP, i.e. synthesizable  
register transfer level (RTL) descriptions; 2) Firm IP, i.e. gate-level designs directly 
implementable in hardware;  and 3) Hard IP, i.e.  GDS-II design database. Due to this 
high third party involvement, the hardware design or IP cores in digital circuits are 
highly vulnerable to various design security threats such as 1) An attacker may steal 
and claim ownership of the design, resulting in “piracy attack.” 2) An untrusted IP user 
may perform “duplication or cloning attack” whereas IC foundry may perform “IC 
overbuilding attack.” 3) An attacker may “reverse engineer (RE)” the functionality of 
an IP/IC. 4) Rogue elements may insert malicious circuits, also known as “hardware 
Trojans (HT).” For example, RE of any safety critical designs may cause leakage of 
critical parameters/encrypted keys and insertion of HTs. As a result, it may 
deny/destroy the system during critical operations and cause serious consequences. As 
per [1, 2], the semiconductor industry loses $4 billion annually due to such attacks. 
Also, it was estimated that the cost of counterfeiting and piracy for G20 nations was 
U.S. $450–650 billion in 2008 and U.S. $1.2–1.7 trillion in 2015 [3]. As these attacks 
will not only have a negative impact on brand reputation and research & development 
efforts but also might have the serious impact on systems and operations. As a result, it 
is at the most required to incorporate the necessary defensive solutions against such 
IP/IC attacks [4].  Especially, it is very important to ensure the design and data security 
of safety critical systems such as space, defense, and nuclear as the compromise of 
which will lead to the disastrous event [5]. 

Logic obfuscation approach is one such defensive solution that is used to increase 
the RE complexity. This, in turn, decreases the possibility of piracy, cloning, 
overbuilding, and successful HT attack. Hardware obfuscation techniques are 
implemented either in the design description (for soft, firm, hard IPs) or structure (for 
ICs) of electronic hardware to intentionally conceal its functionality. Basically, it is 
analogous to software obfuscation techniques which help in protecting against 
malicious modifications by hiding the functional behavior of a program. Most of the 
obfuscation schemes enable the circuit operation in two distinct modes such as 
obfuscated and functional modes. The mode control is performed by the application of 
a specific sequence of input vectors on initialization, called an ‘initialization key.’ 
Without the initialization key, an adversary fails to comprehend the intended functional 
behavior of the circuit; hence, circuit tampering or malicious insertion by an adversary 
will have a high probability of either becoming functionally benign or easily detectable 
by conventional logic testing. Over the last decade, various obfuscation techniques for 
ASICs/PLDs have been published [6-14]. However, most of the existing obfuscation 
techniques have used similar obfuscation cell (OC) to conceal the functionality. The 
repeated OC structure increases the possibility to understand the circuit obfuscation 
during RE. To mitigate this limitation, this paper discussed the hardware obfuscation 
technique using different OC structures. We performed the hardware obfuscation 
mechanism to PLDs using benchmark circuits.  

The rest of this paper is organized as follows: Section II discusses the obfuscation, 
and its classification, requirement of effective obfuscation techniques and existing 
work on active obfuscation methods; Section III details the implementation of 
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structural modification based netlist obfuscation technique using different OCs; Section 
IV presents the performance overhead measurements; finally, Section V concludes the 
paper. 

2. Background 

2.1.  Logic Obfuscation and Classification 

In general, logic obfuscation technique modifies either hardware description language 
(HDL) code or structure such that it is very difficult to read/understand during RE and 
hence increase the cost and complexity of RE attacks. This, in turn, ensures a certain 
level of design security by preventing against stealing of original design by analyzing 
and rebuilding during RE. Also, it avoids the insertion of successful and hard-to-detect 
HTs. To achieve better RE complexity, Desai [13] discussed the requirements to 
perform effective hardware obfuscation as follows. 1) Shall be hard to differentiate the 
obfuscated hardware from the core logic; 2) Shall change the behavior of the circuit 
dynamically in the obfuscated mode; 3) Original specifications of the chip should not 
be modified; 4) Shall preserve the same number of inputs and outputs as the original 
design with minimum design overhead. Besides, as timing is one of the critical design 
parameters in safety critical applications, obfuscated design should accomplish the 
system timing requirement. 

With respect to the changes in original functionality, hardware obfuscation 
techniques are widely classified as passive and active obfuscation as shown in Fig. 1. 
By definition, passive obfuscation techniques modify the circuit description, but it does 
not affect the functionality. For example, it employs either string substitution by 
variable renaming or comment removal or structural change by loop unrolling or 
register renaming of HDL codes [15-17] or obscuring branch functions (e.g. for, while) 
[18]. In contrast, active obfuscation schemes directly alter the circuit functionality by 

inserting additional logics in it. The active obfuscation techniques can, in turn, be 
broadly categorized as combinational and sequential obfuscations [19]. In 
combinational logic obfuscation, the selected internal wires are modified using various 
OC structures such as XOR/XNOR gates, MUX, etc. The general criterion to select 
internal wires is that it shall be the non-critical path and one of the inputs is connected 
to a 1-bit key input. Upon applying the valid key, the obfuscated design will exhibit the 

 
Figure 1. Taxonomy of hardware obfuscation technique. 
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correct functionality. However, to build a secure key storage is highly challenging 
since attackers may control them in a hostile environment and thus, carry out physical 
attacks [20]. To solve this issue, sequential obfuscation methods are developed. In 
sequential logic obfuscation, additional obfuscated states are introduced in the finite 
state machine (FSM) of the original design in addition with the OCs. More often, it is 
implemented as key-based techniques, and the OCs are driven by FSM outputs, rather 
than externally stored key values. It enables circuit operation in two distinct modes 
such as obfuscated and functional mode. Normal functionality is enabled by successful 
application of the secret key, and the mode switching or state transition function (STF) 
is defined by (1).  

 

STF = combination (present state, present inputs)                                               (1) 

 
Hence, a particular sequence of input vectors on initialization is required to enter 

into functional mode. Otherwise, the circuit remains in obfuscated mode and generates 
incorrect values at the OCs. As a result, the circuit does not perform the actual 
operation. Since active obfuscation modifies the functionality of the design, it keeps the 
obfuscated code/circuit as a black block in a design that is not possible by passive 
methods. This paper concentrates mainly on active obfuscation schemes. 

2.2. Need of Obfuscation Techniques for PLDs 

In general, logic obfuscation techniques are extensively used to achieve the IP cores/IC 
protection against piracy, cloning, RE, chip over-building, etc. However, these 
techniques can also be applied to PLD-based digital designs for most of 
simulation/structural RE-based security threats.  Most of the PLDs design starts with 
HDL coding as the front-end process. Following by few back-end processes such as 
synthesis, mapping, fitting/place and route (PAR), and bit stream generation are 
performed using the vendor specific EDA tools. To ensure design correctness, the HDL 
code undergoes simulation at pre-synthesis, post synthesis and post fitting/PAR. The 
netlist is generated in the synthesis stage whereas bitstream is generated after 
fitting/PAR. Finally, the bitstream is used to program the target device and deployed in 
the field. With the assumption that front-end processes are completely trusted, major 
PLD threats are induced by third party EDA tools [21, 22], manipulations at the field 
[23] and by natural/man-made phenomena such as radiation effects [24]. Most of the 
static random access memory based FPGAs are volatile. Hence, bitstreams are stored in 
a separate programmable read only memory chip connected to the FPGA. During every 
power up, the bitstream configures the FPGA. An adversary may utilize this 
opportunity to execute the side-channel attacks [25], further extract the bitstream to 
perform cloning/RE/tampering [26, 27]. In the case of CPLDs or non-volatile memory 
based FPGAs, theft of programmed boards can be performed to RE it [28]. The basic 
aim of such attacks can vary from analyzing and rebuilding of competitor’s technology 
to destroying of critical systems by inserting HTs [29]. To protect the IP cores and to 
prevent fraud, e.g., by cloning an FPGA or manipulating its content, modern FPGAs 
offer a bitstream encryption feature. However, a successful attack against the bitstream 
encryption engine was demonstrated in [30]. To successfully carry out such attacks, an 
adversary first performs RE of the complete design. Hence, it is necessary to embed a 
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technique that either thwarts RE or increases RE complexity. Obfuscation is one such 
solution that increases RE complexity and acts as anti- tamper /anti- Trojan techniques 
to improve hardware security. 

2.3. Existing Work on Active Obfuscation Methods 

The logic obfuscation technique is one of the most popular IP/IC protection techniques. 
In 2008, Roy et al. [7, 30] explained the classical combinational logic obfuscation 
method that conceals the IC designs by inserting the XOR/XNOR gates on selected 
non-critical wires. One of the inputs to the key gates is the functional input, and the 
other control input is connected to the common key register. Upon applying the correct 
key, the obfuscated design will exhibit the intended functionality. In order to avoid the 
key extraction by image processing-based RE [31], the authors proposed to replace the 
XOR gate with the XNOR gate and the inverter and, similarly, replace XNOR gates 
with XOR gates and inverters. However, this approach incurs high area and power 
overheads due to the logic redesign. To increase RE complexity of obfuscated gates, 
Rajendran et al. [32] developed an algorithm to insert XOR/XNOR gates at non-
resolvable and corruptible gates for a stronger obfuscation; so that, the encrypted 
circuit is not vulnerable to the fault-analysis attack. Later, Colombier et al. [12] 
presented the IP/IC protection mechanisms such as logic encryption, logic obfuscation, 
logic masking, and logic locking using few combinational circuits. Besides, graph 
analysis-based novel technique was proposed to select the optimal nodes to be 
modified to achieve effective logic locking of the combinational netlist. In addition to 
the usage of XOR/XNOR gates as the combinational key gates, MUXs are extensively 
used. For example, Rajendran et al. [10] proposed two algorithms that insert 
XOR/XNOR and MUX gates at locations which maximize the hamming distance 
between correct and incorrect outputs. In 2015, Zhang [11] explained the circuit 
obfuscation technique using two inputs MUX and physically unclonable functions 
(PUF) as the lock and key mechanisms. Here, the obfuscated net and its complement 
are connected to MUX inputs, and PUF key is given to the selection line of MUX. The 
functionality of OCs cannot be identified unless correct obfuscation keys are given. 
The chips that are authorized by the designer can only guarantee the correct 
functionalities.  Hence, this obfuscation framework can prevent IC from RE, piracy, 
and overbuild. Afterward, Wang et al. [33] recommended a scheme to replace the 
selected logic gates with specially designed MUXs. Here, each input line of the MUX 
is connected to Vdd and Vss by two camouflage connectors, but only one is programmed 
to be a connection, the other one is programmed to be isolation. Thereby, any 2m-by-1 
MUX can be configured with 2. 2m camouflage connectors to perform possible m-
input 1-output boolean functions. 

In 2009, Chakraborty et al. [6] explained the structural modification based 
obfuscation technique and it is the first work to put forth the active sequential 
obfuscation scheme by means of hardware protection and authentication. The 
obfuscated design has two modes of operation such as obfuscated and normal mode. 
The mode switching is performed using FSM. The control outputs from FSM need to 
be “0” for the proper functioning of the circuit. They are stitched with HF internal nets 
using appropriate obfuscation structures e.g. XOR gates/combination logics. During 
power up, a sequence of input vectors as authentication sequence must be applied to 
drive the circuit to functional mode. Otherwise, the circuit stays at obfuscated mode 
and does not perform actual operations. The authors extended the work to realize 
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obfuscation at RTL [34] by changing the control/data flow of original circuit. Finally, 
the design procedure goes through synthesis and optimization and hence protecting 
hardware blends well into the rest of the logic. In most of the sequential obfuscation 
techniques, FSM enters into functional mode only when a correct initialization 
sequence is applied. In 2013, Desai [13] proposed an obfuscation technique where the 
functional mode is always entered. However, the critical operations (or states) are 
derived using a variable called “code-word” i.e. the code word is integrated into the 
STF of FSM. Therefore, interlocked control word generation during state transition 
ensures the correct functionality of the circuit. Except the FSM-based unlocking 
schemes, also termed as the sequential obfuscation, random number/signature generator 
circuits such as PUF can be used as the control circuitry [35, 36]. The physical 
characteristics of PUFs are unique. Therefore, it generates a device-specific unique 
challenge-response pairs that are physically unclonable. Wendt et al. [35] proposed 
PUF and PLD based obfuscation method where PUF and FPGA modules replace the 
critical portion of original logic. The PUF module implements the original functionality 
of the replaced circuit and FPGA device generates the corresponding challenges to 
implement its original functionality. Therefore, the designer holds the control on 
obfuscated PUF and FPGA logics and hides its functionality.   

Apart from the application of key-based obfuscation techniques in IP protection, 
they can also be employed to achieve security against HTs [37-39]. As the circuit 
modification introduced by obfuscation hides the rareness of the internal circuit nodes, 
it is very challenging for an adversary to insert hard-to-detect Trojans. Chakraborty et 
al. [37] exploited this strategy to evade the HT action on the original functionality by 
making them activate only in the obfuscated mode. In [38], the authors employed the 
state obfuscation as an HT countermeasure as it tightly couples the obfuscation states 
with true states, providing more paths from the functional states to the obfuscation 
states. That is, without the correct key, the adversary cannot successfully tamper the 
critical control unit without being detected. Finally, the illegal states (i.e. obfuscation 
states) and illegal state transitions induced by a wrong key are examined to detect the 
occurrence of HTs. 

3. Methodology 

3.1. Implementation of Active Hardware Obfuscation Scheme using Different 
Obfuscation Cell Structures 

We applied the structural modification based netlist obfuscation technique using 
different OCs for PLD-based digital designs. This method aims to achieve a high 
percentage of simulation/structural mismatch during RE. A combination of lock and 
key structure accomplish the requirement. The different OCs and FSM-based 
initialization keys act as the lock and key mechanisms as shown in Fig. 2a. There are 
two modes of operation in FSM such as obfuscated and functional modes. The control 
signal “En” derived from FSM is required to be “1” for the obfuscated mode and “0” 
for the functional mode. It is stitched with HF internal nets (N1, N2,..Nn) using different 
OC structures (M1, M2,..Mn) and the obfuscated nets are N1

*, N2
*,..Nn

*. The circuit stays 
in obfuscated mode upon global reset (i.e. initial state). From initial state, a set of 
inputs/initialization key sequence (e.g. P4, P2, P5, P7 in Fig. 2a) must be applied to drive 
the circuit to functional mode. This enabling key sequence acts as authentication 
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sequence allows the circuit to enter into functional mode; otherwise, circuit stays at 
obfuscated mode and does not perform the required functionality. Once user 
authentication is performed, the circuit remains in function mode and ensures correct 
functionality. Usually, the net with larger fan-out logic cone (i.e. the set of logic 
bounded by registers, inputs/outputs, or black boxes) will affect the input logic of a 
comparatively larger number of nets which, in turn, controls more outputs. Hence, HF 
nets N1, N2…Nn are chosen to perform obfuscation of design. Also, large input logic 
cone of a net is indicative of its higher logic depth. Any change in such a net is likely to 
alter a large number of primary outputs. Therefore, specific internal signals S1, S2…Sn 
is included as one of the input to few OC structures to increase its input logic cone. The 
conditions to select internal nets “S” are as follows [6]. 1) It should have a very large 
fan-in cone, which in turn would substantially expand the logic cone of the obfuscated 
net. 2) It should not be in the fan-out cone of the obfuscated net. 3) It should not have 
any net in its fan-in cone that is in the fan-out cone of the obfuscated net. The 

 
  (a)                                                                              (b) 

Figure 2. (a). Structural modification based obfuscation technique, (b).  Obfuscation cell structure. 

 
 (a)                                       (b)                              (c)                                 (d)      

 

 
                (e)                         (f)                                  (g) 

 
Figure 3. Different obfuscation cell structures, (a). OC1, (b). OC2, (c). OC3, (d). OC4, (e). OC5, (f). OC6, 

(g). OC7. 
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conditions (2) and (3) are essential to prevent any combinational loop in the obfuscated 
netlist. Otherwise, specific input signals can be OR-ed to generate the internal nets ‘S.’ 

It is well understood that the usage of similar OC as the locking mechanism leaves 
a hint to the adversary about circuit obfuscation during RE. Hence, we employed 
different OC structures for logic obfuscation. As shown in Fig. 2b, the value of an 
obfuscated net (N*) is a function of (N, En, S). In the proposed method, the obfuscation 
logic is implemented such that N*=N in functional mode (when En=‘0’), and N*= (‘0’, 
‘1’, Nbar, S, Sbar) in obfuscated mode (when En=‘1’). Using these design criteria, five 
different OC structures are designed as shown in Fig. 3b, Fig. 3c, Fig. 3e, Fig. 3f, and 
Fig. 3g. It is very clear that an OC can be designed using simple combinational gates 
such as AND, OR, XOR, etc. or combinational logics. Also, the OCs explained in [6] 
and [11] are also used as shown in Fig. 3a, Fig. 3d respectively.  

Totally, seven different OC structures are employed to hide the value of high fan-
out obfuscated nets. It is already explained that OC with internal signal “S” has a high 
fan-in logic cone and any change in such a net is likely to alter a large number of 
primary outputs. The ranking of OCs are performed based on the usage of the signal 
“S” in OC structures such as OC1 has the highest rank R1, OC2 with R2, and so on. 
Finally, OC7 has the least ranking R7. During obfuscation, the procedure to select 
suitable OCs with the highest ranking is explained in Algorithm-1. The input 
arguments are the set of obfuscated nets (Ni), and the set of OCs (OCj). As the set of 
OCs is arranged with the same order as that of their ranking, the parameter “rank of 
OCs (Rj)” is same as OCj; hence, it is not used in the algorithm. From the set of seven 
different OCs, the one with the highest ranking is chosen at each iteration of OC 
stitching process. For example, it is performed such as OC1 is stitched at N1, OC2 at N2, 
and so on up to OC7 at N7. Again, the iteration starts from OC1, OC2, and so on for the 
remaining obfuscated nets Ni-7.  

To increase simulation/structural RE complexity, we performed two scenarios of 
obfuscation such as 1) For better structural mismatch during RE, we inserted OCs at 
different numbers of HF nets with minimum initialization sequence length. As per the 
designer’s area constraint, the total number of nets to be obfuscated is chosen. 2) For 
better functional simulation mismatch during RE, FSM with a different number of 
obfuscated states and initialization sequence is included in the design with a minimum 
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number of OCs. The initialization sequence length “L” is decided with respect to the 
system clock cycle (i.e. delay constraint). 

The detailed PLD design cycle explained in Section 2.2 is shown in Fig. 4 as the 
design phase. The obfuscation phase shows the complete flow diagram of structural 
modification based netlist obfuscation technique. The post-synthesis HDL netlist (.v/. 
vhd file) generated through back annotation is chosen as the input file for obfuscation 
process. Using the detailed fitting/PAR report generated by EDA tools, the list of HF 
nets are extracted, and they are used as obfuscated nets. As per the designer constraints 
on the total number of OCs (scenario1) and obfuscated states (scenario2), the required 
number of obfuscated nets and L values are chosen. Finally, the different OCs showed 
in Fig. 3 are stitched at selected HF nets “N” using the control signal “En,” and internal 
net “S” (optional). The obfuscated netlist is re-synthesized and undergoes remaining 
back-end processes so that both original and obfuscation logics are merged to increase 
structural RE complexity. 

4. Results and Discussions 

In order to verify the effectiveness of logic obfuscation technique on PLD-based digital 
designs, we applied the lock and key-based obfuscation technique on various 
ISCAS’89 sequential benchmark circuits. While structural modification based netlist 
obfuscation is applicable to both CPLDs and FPGAs, in this section we present the 
simulation results of FPGAs. The software implementation of this method is performed 
on Actel ProAsic3 device using Libero SoC v10.1 (free version). The Libero SoC 
v10.1 has multi-EDA tools support for various back-end processes such as SynplifyPro 
for synthesis, Modelsim for simulation, Designer for PAR, and FlashPro for device 
programming. The verilog codes of ISCAS circuits are converted to post-synthesis 
HDL netlist such as VHDL or Verilog files using SynplifyPro as described in the flow 
diagram in Fig. 4. The implementation details of the benchmark circuits with respect to 
I/O and core cells are listed in Table 1.  

 
 

Figure 4. Flow diagram of structural modification based netlist obfuscation using different OCs. 

 

G. Sumathi et al. / Hardware Obfuscation Using Different Obfuscation Cell Structures for PLDs 151



 

The proposed structural modification based netlist obfuscation method consists of 
two major implementations such as 1) FSM-based key mechanism, and 2) OC-based 
lock mechanism. In general, the key mechanism is implemented as separate FSM logic 
with varying obfuscation states, i.e. varying L values. The lock mechanism is 
implemented at the HF internal nets of target circuit using different OC structures 
shown in Fig. 3. To achieve better structural RE complexity, the HF nets that are 
directly connected to I/Os are not considered for circuit obfuscation as they are easily 
decodable nets during RE. We performed two scenarios of obfuscation such as 1) For 
better structural mismatch during RE, insertion of OCs at different numbers of HF nets 
with minimum L value. As per the designer’s area constraint, the total number of nets 
to be obfuscated is chosen. For example, we inserted different OCs at 5%, 10%, 15%, 
and 20% HF nets of total eligible HF nets with L equal to 2. 2) For better functional 
simulation mismatch during RE, FSM with different L values is included in the design 
with a minimum number of OCs. The initialization sequence length is decided with 
respect to the system clock cycle (i.e. delay constraint). For example, we included FSM 
with L varying from 2 to 7 with 5% obfuscated nets. However, as the obfuscated net 
percentage and L value increases, the resource utilization, and system clock cycle 
increases respectively. Based on the designer’s requirement either on simulation or 
structural RE complexity, obfuscation methods described in scenario1 or scenario2 can 
be applied. The technology view of the obfuscated s27 benchmark circuit using similar 
and different OCs is shown in Fig. 5a, and Fig. 5b respectively.  It is well evident that 
the usage of similar OC structures (highlighted in red color in Fig. 5a) throughout the 
design leaves an indication to the adversary about circuit obfuscation. However, 
employing different OCs (highlighted in red color in Fig. 5b) evade this opportunity to 
the adversary by increasing the RE complexity. 

As logic obfuscation is a key technique incorporated for the hardware security 
using additional logics, we measured the following three important design parameters. 
1. Area- total number of technology mapped resources utilized to implement 
obfuscation, measured in terms of core and input/output cells; 2. Delay- critical path 
delay of the circuit, measured in nanoseconds (ns); and 3. Power- total power 
consumption of logic and it is a sum of static and dynamic power consumptions, 
measured in milliwatts (mW). The power delay product “PDP” value gives the 
switching energy value, and it is measured by (2) in picojoules (pJ). Using the 
measured area “A” and PDP values, we calculated the total design overhead (i.e. area, 
delay, and power) as APD values by (3). 

Table 1. Resource utilization of ISCAS’89 circuits 

Circuits Resource Utilization (cells) 
IO Core 

S27 7 10 
S298 11 67 
S344 22 68 
S382 11 90 
S386 16 76 
S420 21 85 
S510 28 146 
S641 60 108 
S820 39 165 
S838 37 182 
S953 41 272 

G. Sumathi et al. / Hardware Obfuscation Using Different Obfuscation Cell Structures for PLDs152



 

PDP (pJ) = Power (mW) X Delay (ns)                                                                 (2) 

APD = Area (A) + PDP                                                                                        (3) 

 The calculated APD values for scenario1 and scenario2 are listed in Table 2 
and Table 3. Using APD of original “APDorg” and obfuscated circuits “APDobf,” the 
percentage increase in APD parameter is measured as the performance overhead “PO” 
metric as described in (4). 

%PO =    
APD

APDAPD
org

orgobf � X100                                                                      (4)                                                  

The results are listed in Table 2 and Table 3 and shown in Fig. 6a and Fig. 6b 
respectively. From results, it is clearly evident that the PO calculations i.e. the 
area/delay/power measurements are smaller than the imposed constraints in most of the 

 
(a) 

 
(b) 

Figure 5. (a). Obfuscated s27 circuit using similar OCs, (b). Obfuscated s27 circuit using different OCs. 
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scenarios. However, PO is gradually increasing as the percentage of obfuscated nets, 
and L values are increased. The result also shows that for small target circuit such as 
s27 alone the PO becomes almost double. While comparing the results of logic 
obfuscation using similar OCs [14] and different OCs, the average PO values for 
scenario 1 using different OCs is lesser than obfuscation using similar OCs. 

5. Conclusion and Future Work 

Reverse engineering of any safety critical designs may cause leakage of critical design 
parameters/encrypted keys and insertion of hardware Trojans to deny/destroy the 
critical systems. To ensure the design and data security of such systems, logic 
obfuscation techniques are widely adopted. Though various hardware obfuscation 
techniques are proposed during last few decades, most of the techniques used similar 
OC structures. This, in turn, enables an adversary to understand the logic obfuscation 
during the RE process. Hence, the structural modification based netlist obfuscation 
technique using different OC structures is proposed. In addition with logic obfuscation, 
usage of different OCs increases the complexity of RE. As per the need of 
simulation/structural RE complexity as well as the area and delay constraints, 
obfuscation with varying obfuscated nets and initialization sequence length can be 

Table 2. PO calculation with varying obfuscated nets (scenario1) 

Circuits APDorg 5%, L=2 10%, L=2 15%, L=2 20%, L=2 
APDobf PO (%) APDobf PO (%) APDobf PO (%) APDobf PO (%) 

S27 42.60 56.77 33.27 56.77 33.27 59.22 39.00 59.22 39.00 
S298 113.46 129.80 14.40 132.86 17.10 138.35 21.94 144.95 27.75 
S344 140.02 164.63 17.58 168.03 20.00 182.10 30.06 201.55 43.95 
S382 129.09 153.12 18.62 161.31 24.96 169.01 30.92 175.61 36.04 
S386 126.69 157.94 24.67 167.91 32.54 172.52 36.18 178.98 41.28 
S420 149.25 158.55 6.23 165.31 10.76 171.18 14.69 186.44 24.92 
S510 222.97 237.39 6.47 249.88 12.07 261.71 17.37 274.80 23.24 
S641 236.65 257.80 8.94 267.15 12.88 274.10 15.82 281.62 19.00 
S820 259.58 287.45 10.74 307.87 18.60 317.66 22.38 330.75 27.42 
S838 262.91 287.75 9.45 308.75 17.43 319.16 21.40 334.43 27.20 
S953 376.46 407.25 8.18 425.38 12.99 441.45 17.26 454.69 20.78 
Avg 187.24 208.95 11.59 219.20 19.33 227.86 24.27 238.46 30.05 

Table 3. PO calculation with varying initialization sequence lengths (scenario2) 

Circuits APDorg L=3, 5% L=5, 5% L=6, 5% L=7, 5% 
APDobf PO (%) APDobf PO (%) APDobf PO (%) APDobf PO (%) 

S27 42.60 57.46 34.87 77.02 80.80 84.13 97.48 88.30 107.27 
S298 113.46 136.39 20.20 161.54 42.38 165.65 45.99 168.20 48.24 
S344 140.02 180.02 28.57 201.29 43.76 204.27 45.89 215.86 54.17 
S382 129.09 171.90 33.16 176.94 37.07 182.47 41.35 184.31 42.78 
S386 126.69 160.32 26.55 163.71 29.23 166.81 31.67 171.80 35.61 
S420 149.25 159.70 7.00 176.49 18.25 181.33 21.49 189.73 27.12 
S510 222.97 240.61 7.91 259.39 16.33 264.35 18.56 270.64 21.38 
S641 236.65 258.84 9.38 272.36 15.09 275.76 16.53 286.36 21.00 
S820 259.58 287.89 10.91 298.75 15.09 320.35 23.41 323.58 24.66 
S838 262.91 293.36 11.58 311.82 18.60 319.15 21.39 322.36 22.61 
S953 376.46 418.92 11.28 538.54 43.05 620.38 64.79 650.07 72.68 
Avg 187.24 215.04 18.31 239.81 32.69 253.15 38.96 261.02 43.41 
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applied. Results reveal that the proposed approach appears to be a quite useful 
technique for PLD designs, and design overhead is well below the design constraints. 
However, the metric to define the complexity of RE is required to be derived. To 
address the same, the future research shall concentrate on the development of a novel 
obfuscation metric to quantify the percentage of circuit hiding is achieved. Also, 
incorporating the randomization in the selection of OCs shall improve the RE 
complexity. In addition, an automation and integration of the obfuscation process with 
the regular design flow will be highly helpful for the system designers to obfuscate and 
preserve their designs. 
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Figure 6. (a). PO calculation with varying obfuscated nets, (b). PO calculation with varying initialization 
sequence lengths (L). 
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